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Recognition of Objects Using Modified Coded Boundary Representation (MCBR) Method

Katsunori INOUE*, Shuichi FUKUDA**, Masashi OHKUBO***, Tong QIN****

Abstract

This study aims to build an object recognition system which uses Modified Coded Boundary Representation method\(^1\) to store shape data in computers. The method of Coded Boundary Representation has several advantages such that it is very easy to get rotated, mirrored or conjugated shapes by simple list operations, and also very simple to extract or compare the features of shapes. The Coded Boundary Representation method utilizes Freeman's directional codes which is frequently used in the field of image processing. Because of these, it is considered that this method is suitable to develop a flexible object recognition system.

This paper describes the modification of the CBR method, the structure of shape models stored in computers and the algorithm for recognizing simple 3-D shapes got from camera, and demonstrates the effectiveness the MCBR method for object recognition with some illustrative examples.
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1. Introduction

It is very important to extract and recognize the shape of objects among line-clusters obtained after the image processing. However, it is very difficult owing to the problems such as the indefiniteness of the positional relations between the camera and objects, the indefiniteness of the object shapes, and the noise included in the image. So previously a method stored the models about object shapes in computers, and then compare them with the obtained object images for recognition.

The paper here will introduce a method which is suitable for the recognition of objects, called Coded Boundary Representation (CBR). Because CBR utilizes Freeman's directional codes used in image-processing field, it is possible to develop flexible object recognition systems.

2. Freeman's Directional Codes

Freeman proposed that a line drawing image can be represented\(^2\), as shown in Fig. 1(a)(b), as the list of directional codes, to compress the massive binary data. The directional codes regards a line drawing image as the collection of pixels.

For a line such as (b), the directional codes are firstly defined in (a), and then the linkage relation between one pixel on the line with its next pixel on the line can be expressed by a directional code in 0-7. After repeating the second operation, the line can be represented as a sequence of digital numbers. In this way, the image data can be greatly compressed as shown.

3. The method of Coded Boundary Representation (CBR method)

CBR method uses the idea of Freeman's directional codes. Fig. 2 shows the CBR method which uses the 4 directional codes and represents a shape with the edge list (n_list), the start, and also end, vertex list (s_list, e_list), the length list (l_list) and the directional code list (d_list) of those edges.

Fig. 1  Freeman's chain code
(a) Directional codes
(b) Code list
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The features of this CBR method include that it is easy to operate the lists for carrying out the functions such as rotating, mirroring, decomposing and composing; and it is also easy to get the topological features of a shape according to the d_list; and so on.

4. The Use of CBR method in Image Recognitions

4.1 The Modified CBR method (MCBR method)

To apply the CBR method to the recognition of objects, it has to be improved. The CBR method's directional codes have been expressed in 4 values: s, e, n, w. Although the clear and simple shape representation is easy for computer to recognize the features of shapes and can carry out the shape operations in an unnumeric way, it is not convenient for recognizing objects if used without any modification.

Therefore, in MCBR method the directional codes are extended to real numbers \( 0.0 \leq d < 8.0 \). Because of this change the processing such as decomposing, composing, etc., which used elements of d-list, have also to be modified.

With the MCBR method, it is possible to represent a line in any directions. It is also possible to express position relations, for example, between several lines with equalities or inequalities. Thus, a more flexible image processing can be defined.

4.2 The Shape Data Structure Used in MCBR method

Suppose the line-image obtained after various image processing satisfies the following conditions:

- the focus distance of camera is much larger than the distance Z from camera to object, and the depth of the object is shorter than Z,
- the outside shape loop of the object is completely closed.

Now here is the example of an image of rectangular solid obtained from camera. Fig. 3 (a)(b) are the two patterns from the image which have a couple of face loop. Now we show the structure of the shape model stored in computers in Fig. 3. At first each face loop on the rectangular solid is assigned with a quadrilateral type, then it is represented in MCBR method as:

\[
\begin{align*}
\text{n_list} & \left[ \text{loop}_i, [N_{i1}, N_{i2}, N_{i3}, N_{i4}] \right] \\
\text{s_list} & \left[ \text{loop}_i, [V_{i1}, V_{i2}, V_{i3}, V_{i4}] \right] \\
\text{e_list} & \left[ \text{loop}_i, [V_{i2}, V_{i3}, V_{i4}, V_{i1}] \right] \\
\text{d_list} & \left[ \text{loop}_i, [D_{i1}, D_{i2}, D_{i3}, D_{i4}] \right] \\
\text{l_list} & \left[ \text{loop}_i, [L_{i1}, L_{i2}, L_{i3}, L_{i4}] \right] 
\end{align*}
\]

where,

\[ \text{loop}_i : \text{identity loop name} \]

\[ \text{N}_{ij} : \text{identity line number,} \]

\[ ' - N_{ij}' \text{ means opposite to 'N}_{ij} \]

\[ \text{V}_{ij} : \text{identity vertex name} \]

\[ \text{D}_{ij} : \text{directional code} \]

\( (0.0 \leq D_{ij} < 8.0) \)

\[ \text{L}_{ij} : \text{line length} \]

Fig. 2 Coded Boundary Representation

Fig. 3 Image of rectangular solids
(a) 3 loops pattern
(b) 2 loops pattern

All the loops are the tetragons and they should be nearly in the shape of parallelograms. The conditions of one tetragonal loop being a parallelogram can be described as:

\[
\begin{align*}
D_{i1} = D_{i3} & \pm 4.0 \ (0.0 \leq D_{i1} < 8.0) \\
D_{i2} = D_{i4} & \pm 4.0 \ (0.0 \leq D_{i2} < 8.0)
\end{align*}
\]

or

\[
\begin{align*}
L_{i1} = L_{i3} & \pm 4.0 \\
L_{i2} = L_{i4} & \pm 4.0
\end{align*}
\]

and so on.

In Fig. 3(a)(b) the numbers of face parallelgram loops are 3 and 2 correspondingly, and the condition of a rectangular solid is that these parallelograms must contact each other. These conditions can be described as:

\[ \forall i \in [1, 2, 3, \ldots], j = (i + 1) \mod I + 1, \]

\[ \exists m, n \text{ that } N_{im} \in [N_{1k}k], N_{jn} \in [N_{jk}k] \]

\[ \text{make } N_{im} = -N_{jn} \]
4.3 The Algorithm of Object Recognition

The data structure given from the image processing unit to the object recognition unit are expressed in the form of:

\[ \text{line} \left( N_i, D_i, L_i, \left[ S_{xi}, S_{yi}, E_{xi}, E_{yi} \right] \right) \]

where,
- \( N_i \) : indentity line number
- \( D_i \) : directional code
  \( 0.0 \leq D_i < 8.0 \)
- \( L_i \) : edge length
- \( \left( S_{xi}, S_{yi} \right) \) : start point coordinate
- \( \left( E_{xi}, E_{yi} \right) \) : end point coordinate

In the object recognition unit, the first step is to recognize the misunderstood lines that each of them must have represented more than one real shape edge but was processed as one visible line by the image processing unit owing to the visual angle, and to divide each of them into 2 or more line parts. The Fig. 4 (a)(b) is an example that a T type crossed line is divided into two line parts.

The next step in the object recognition unit is to generate an opposite line for each line in the following way:

\[ \text{line} \left( N'_i, D'_i, L'_i, \left[ S'_{xi}, S'_{yi}, E'_{xi}, E'_{yi} \right] \right) \]

where,
- \( N'_i = -N_i \)
- \( D'_i = D_i \pm 4.0 \) \( 0.0 \leq D'_i < 8.0 \)
- \( L'_i = L_i \)
- \( \left( S'_{xi}, S'_{yi} \right) = \left( E_{xi}, E_{yi} \right) \)
- \( \left( E'_{xi}, E'_{yi} \right) = \left( S_{xi}, S_{yi} \right) \)

Then, with total data about the lines, the object recognition unit reconstructs the face triangular loops, tetragonal loops and polygonal loops. All the loops are in the counterclockwise. In this step, the rule of “any loop will not use the data once used” is applied, it means that all the loops are constructed only by the line data which have not been used by any other loops yet. This is possible because each line has been added an opposite line, and is necessary for the reconstruction of object shape in next step.

This step is to construct the outside shape loop of the object. The shape loop consists of all the line data that have never been used by inner loops. Certainly this loop is in the clockwise. The data of remained lines are given up since they are the lines which have less than 2 across points to other lines in the shape.

Comparing the received loop set including face loops and shape loop with the data in Database stored before, the shape can be recognized.

5. Examples in Applications

Fig. 5 and 6 show the recognized result of the rectangular solid with the MCBR method. (a) is the original image; (b) is the data of lines derived from (a) after image processing; (c) is the shape lists derived from (b) with the MCBR method; and (d) is the recognized result using shape lists.

6. Conclusion
Fig. 5 Result of a loops pattern  
(a) Original image  
(b) Data of lines derived from (a)  
(c) Reconstructed shape lists with (b)  
(d) Recognition result

Fig. 6 Result of a loops pattern  
(a) Original image  
(b) Data of lines derived from (a)  
(c) Reconstructed shape lists with (b)  
(d) Recognition result

As discussed above, the features of MCBR method are that it is easy to carry out the image processing by the simple list operations and easy to extract the shape features of an image. Our next work will aim at using the CBR method in recognizing the moving objects and the stereo-photographic applications.
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