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1. Introduction

Let {Sn}™=0 be a random walk on the ddimensional integer lattice Z"*, that is,

n

O0 = U, *->n== 2-ι fc'
fc=l

where [Xn}™= ^ is a sequene of independent identically distributed random variables
with values in Zd defined on some probability space (Ω^P). The random walk
is called transient if q>0 and recurrent otherwise, where q is the probability
that the random walk never returns to the origin. An equivalent criterion for

transience is the convergence of Σ?=0P(Sn = 0). When Σ™=0Σ?=nP(Sk = Q)<oo, we

call the random walk strongly transient. The random walk is transient if the
genuine dimension is greater than or equal to 3, and strongly transient if not less
than 5. There are also transient and strongly transient random walks in lower
dimensions. If EXί=0 and E\Xί\

2<coy the random walk will be recurrent when
the genuine dimension is equal to 1 or 2, and not strongly transient if it is 3 or 4.

Let Rn be the number of distinct points visited by the random walk before

time n. Kesten, Spitzer, and Whitman showed that Rn/n-*q almost surely for all

random walks (see [12]). Jain and Orey [6] proved that for strongly transient
random walks, if q< 1, then VaτRn~μ2n for some suitable positive constant μ2 and

(Rn — qn)/μ^/ή converges to the standard normal variable in the distribution

sense. Moreover, Jain and Pruitt [7] concluded the same statement for genuinely 4

or more dimensional random walks, and in [8] they also established the law of

the iterated logarithm in each cases.

The single point range of the random walk, denoted by gπ, means the number

of distinct sites entered once and only once by the random walk before time

n. Pitt [11] showed that EQn~q2n and Qn/n -+q2 almost surely for all transient

random walks. In [3], it was shown that if the random walk has genuine
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dimension d>4 and q<\, then there exists a positive constant σ2 such that

Vargπ~σ2« and the distribution of (Qn — q2ri)/σ^/n is asymptotically equal to the
standard normal. Moreover, the law of the iterated logarithm for Qn is proved

in [4]. The case q = \ is not of interest since Qn — n^\ almost surely.

We shall consider the central limit theorem and the law of the iterated

logarithm for Qn in the strongly transient case. The limiting behavior of the

variance of Qn and the proof of the central limit theorem are given in Section
3. Section 4 is devoted to the proof of the law of the iterated logarithm.

2. Notation and preliminaries

In this section we will give some notation and one lemma. For
xeZd, the notation Px( ) will be used to denote the probability measures of
events related to the random walk starting at x. When x = 0, we will simply use

P( ) instead of P0(") For «>0 and x,yeZd, the notation pn(x,y) means Px(Sn=y)
and note that pn(x9y)=pn(Q,y — x). For xeZd, τx will denote the first hitting time
of x, i.e.

if there are no positive integers satisfying Sn = x, then τx = oo. The taboo

probabilities are defined by

Px(Sn=y, τz>n)9p
n

zw(x,y) = P(Sn=y, τz>n, τw>n).

For «>0 and x^eZ1, let

GJίxy)= Σ AXJ).
k = 0

For transient random walks, there exists \\mn^^Gn(x,y\ which denoted by G(x,y\ and
this limit is bounded by G(Q,Q) = q~l <ao. It is trivial that P0(τx < oo) < G(Q,x).

We will use rn for P0(n<τ0< oo), fn for /?S(0,0), and wn =/?"(0,0). For «>0, let

oo

'„= Σ rr
j = n+l

If the random walk is strongly transient, we have that /0<oo.
The following lemma plays important roll in calculating the probability

estimates of some quantities related the random walk.

Lemma 2.1. For strongly transient random walks, we have

Σ G(Q,x)G(xfl)= Σ Σ>W>)= Σθ'+lMθ,0)<oo.
xeZd i = 0 j=i 7 = 0
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Proof. By the definition of the function G, we have

x i = 0 j=0 x

Noting that Σ^O^p^x^^p^^β), the right hand side is

00 00 00 j

Σ Σ";=Σ Σ«;
i = 0 j = i j=0 i=0

This means the assertion of Lemma 2.1.

For the sake of simplicity of notation, in what follows, we shall use the
following convention. If {an} and {bn} (bn>0) are sequences of real numbers,
then an = o(bn) means a n / b n - + f y an = O(bn) means an/bn remains bounded; an~bn

means 0M /&„->!, as n -> oo. C1? C2, C11 will denote suitable finite positive
real constants.

3. The central limit theorem for Qn

For the genuinely 2 dimensional, aperiodic random walks with mean 0 and
finite variance, Hamana [5] showed that Var Qn~Ln2 /(\ogn)β for some suitable

constant L and (Qn — EQn) / Λ/Var Qn converges to the self-intersection local time
of a planar Brownian motion multiplied by some constant in the distribution
sense. Our goal in this section is to establish the central limit theorem for the
single point range of strongly transient random walks, especially, 2 dimensional ones.

Now we introduce several indicator random variables. For 0<i<j9 let

Jl ifStϊS. for
i — i

[0 otherwise,

yi= f l ifS, ̂ Sα for
3 \0 otherwise,

and z;= yj = l for «>0. Then we have Qn = Σn

j=0YfZf. In order to obtain the
variance of Qw we need to define other indicator random variables. Let X09 X_n

(/ι = l,2, ) be independent copies of Xi and for /<m, define

X(lm)= f Xk.
k = l+l

Using this notation, we can express

1 ifAl[/,a)/0 for /<«</,

0 otherwise,
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for /

For each integer j9 let

0 otherwise.

1 ifAT/,a)^0 for
,. = <

Ό otherwise,

1 ifX(a,j)^Q for «</',
y

0 otherwise.

and for /</, W{ = Z{-Zi and Kj= 7]- 7,-. Note that W{ and Kj are also indicator
random variables. Let ΛM = Σ"= 0 F^Z,-. We aim to approximate ζ?« by Λπ, and
the following lemma assure the approximation of Qn.

Lemma 3.1. For the strongly transient random walk,

Proof. We have

(3.1) W
j=0

j=0

For 0<y<«, EW] = rn_j and
is dominated by 2(f0 + 1). For

i=o

j=i i=0

Then we obtain the first term of (3.1)

Neglecting the event {«— y<τx<oo},

Note that for w>0,

(3.2) ) = G(x,y) -



THE SINGLE POINT RANGE 873

Then the bound of the second term of (3.1) is

(3.3) 2W£ £G(0,*){G(x,0)-G/x,0)}.
3=1 x

Since G/x,0) -+ G(x,ΰ) as j tends to infinity, by Lemma 2.1,

0)-G/*,0)} =0,

where the dominated convergence theorem have been applied. Hence the order
of (3.3) is o(n). The estimate of the part involving Ks can be shown in the same
fashion by relabeling the indices of X. This completes the proof the lemma.

In repetition of the argument used in calculating VarΛ M in the case d=3 and
ΣG(0,.x)2G(.x,0)<oo, one sees that Lemma 3.1 gives the asymptotic behavior of the
variance of the single point range of strongly transient random walks (see Lemma
3.6 and 3.7, and Theorem 3.8 in [5]). Then we can derive the following theorem.

Theorem 3.2. For strongly transient random walks, if q<\, then there
exists a positive constant σ2 such that VarQn~σ2n.

To prove the central limit theorem for Qn, we need to define four more indicator
random variables. For «>0 and 0</</, let

l if SjϊSa for 7<α</, /<α<«,
and Sj = Sh if

0 otherwise,

j Λ , j »
z, . n = < ii / = ft,

l iίSj*SΛ for j

0 otherwise,

1 ifSϊS for
i I — i

(0 otherwise,

The random variable Σ"IoΣJL;+1Zjlj, denoted by R(2\ is equal to the number of
distinct points visited at least twice by random walks up to time n. It is clear
that Qn = Rn-R(2\ Let ΓM = ΣJ=0Z; . Noting that Rn = Σn

j=0Z^ the estimate

(3.4) E\Rn-Γn\
2 = o(n)

was established in Lemma 3.1. Then we try to obtain the similar assertion about
R(2\ The following two lemmas assure that R(2} is approximately a partial sum of a
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stationary sequence.

Lemma 3.3. For strongly transient random walks, we have

n— 1 n

Σ Σ i
7=0 1 = 7+1

Proof. We can calculate this expectation analogously to Lemma 4.1 in

[5]. However, the method of estimating is slightly deferent.

|n- 1 n

Σ Σ »7,
7=0 f = 7+l

2 n-ί n

= Σ Σ
7=0 l=j+ί

n-ί j-1 n n

+2Σ Σ Σ Σ
7=1 i = 0 ί = j + l h = l+

n-ί j-ί n l-ί

+2Σ Σ Σ Σ
7 = 1 i = 0 /=7'-l-l h = j+

n-1 7-1 n j-l

+2Σ Σ Σ Σ

= 1 + 11 + III 4- IV.

For 0<y</<«, it is clear that EWjl=fl,jrn_l. Hence we have 1 = 0(1). Since,

for Q<i<j<l<h<n9

we obtain by neglecting the event {n — Λ<τ J C<oo},

'Σ ϊ Σ
1=2 j=l h = l+ί

The third term is dominated by

Σ 'Σ ΣPl

1=3 h=2 x

and the bound of the fourth term is

/ = 3
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The first part is o(ή) by the same method as in obtaining the order of (3.3) and
the second part is 0(1) by Lemma 2.1.

Lemma 3.4. For strongly transient random walks,

n-l oo

Σ Σ zA1

Proof. We can prove the assertion similarly to Lemma 4.2 in [5]. Namely,
we have

]«— 1 oo

Σ Σ z,,
= 0 / = «+!

2 n— 1 oo

_ y y EZ.,— L, _L, ^^j i

n— 1 j— 1 oo oo

+2£ Σoι_Σ+ιt_Σ+ι^Λ
n-1 j— 1 oo oo

+2Σ Σoh_Σ+ιι_ΣEzjflz,h

=ι+ιι+m.

The limiting behavior of each term can be easily obtained. We have that the
first term I is bounded and the second term II is no larger than

j=l i=0

The third term III is bounded by

" 0) - Gn _/

Therefore we can conclude the assertion.

For «>0, define Γ^2) = ΣJI^Σ^7.+ 1ZΛ/. Combining Lemma 3.3 and Lemma

3.4, we have

(3.5) £|Λ<2>-Γ<2)|2=0(«).

We are now ready to show the central limit theorem. The main tool is the

Lindeberg theorem for triangular arrays.

Theorem 3.5. For strongly transient random walks, ifq<\, then (Qn — q2n)/σ^/n

converges to the standard normal variable in the distribution sense.
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Proof. Let Vn = Γn-Γ(2\ We conclude that E\Qn-Ύn\
2 = o(n) by (3.4) and

(3.5). Thus (Qn — *¥n)/.^/n-*Q in probability as n tends to infinity, and hence it

suffeces to consider (Ψn — q2n)/σ^/n.

Let m = [«1/3] and for /=l,2, ,w2,

ΐm — 1 ΐm — 1 im

A,= Σ zf", ΛP>= Σ Σ zj">
7 = ( i- l )m 7 = ( ΐ - l ) m l = j+l

im - 1 im - 1 im

t/, = Σ nr, ^2)= Σ Σ »ft.
7 = ( ΐ - l ) m 7 = ( ΐ - l ) m ί = 7 + l

im — 1 oo

H2)= Σ Σ ZA,
j = (ί- l)m ί = im+ 1

Then we have

Firstly we show that both A part and A(2) part are dominant comparing with the
other parts. Recalling the argument used in Theorem 3 in [7] and in Theorem
4.1 in [9], we can derive that

(3.6) Var Σ Ut \ = o(m*).
\ i = l /

We next estimate Var(Σ £//2)) and Var(Σ F/2)). However, the way of calculation is
similar to that used in Theorem 4.4 in [9].

(
2

Σt// 2 )

ΐ = l
m2 ΐm — 1 ΐm — 1 ΐm ΐm

= Σ t jj; i ) mj; i ) m ( =Σ ί ΛΣ+ ι
™2 J~ 1 jm—1 ΐ m — 1 7'm im

+2j2j i r=o? i )ms=(g i )mj+iA=i:+i

= I + Π.

Dominating each Cov(lVJj,Wsj,) in I by EWJ™WS™, we can estimate the term I in
the same way as Lemma 3.3, and also have l<o(m3). Now we estimate the term
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II. The bound of Cov(Wfi,lV™i) is

k=l x

-»//, - Ji - r Σ Po~
xϊQ

For details, see the proof of Theorem 4.4 in [9]. Then the first part of the term
II is dominated by

Σ Σ 'Σ Σ
j=2 i = U - l ) m + l r = (j-l)m k=l x

m2 jm I— 1

'Σ Σ Σ (l-r)u,_rrjm_,
j=2 l = (j-l

By Lemma 2.1, it is of order m2. The remaining part is no larger than

Σ Σ
j = 2 ί = U

Here we have applied the argument used in Theorem 4.1 in [9] again.
Thus

(3.7)
\ i = l

We shall show the F(2) part has the same estimate as the ί/2) one.

Var Σ V}2}

\ i=l

m2 im— 1 im— 1 oo oo

= Σ Σ Σ Σ Σ cov(Zj,,,zSth)
i = l j = (i-l)m s = (i-l)m ί = i m + l Λ = ΐ m + l

m2 j - 1 jm - 1 im - 1 oo

+2Σ Σ Σ Σ Σ cov(zr,(,zs,r)
j=2 i = l r=(j- l)m s = (i-l)m l=jm+ί

m2 j — 1 jm — 1 im — 1 oo

+2£ Σ Σ Σ Σ cov(zM,zs>1)
j=2 i = l r = (j-l)m s = (i-l)m ί=jm-l-l

m2 j - 1 jm - 1 im - 1 oo r - 1

+2Σ Σ Σ Σ Σ Σ cov(zr,,,zs,,,)
j=2 i = l r = (j-l)m s = (i-l)m / = j m + l fι = im

m2 j-1 ym-1 im-1 oo i-1

+2Σ Σ Σ Σ Σ Σ cov(zr,,,z5,A)
j=2 i=l r = 0'-l)m s = (i-l)m l = jm+\ h = r+l
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m2 j — 1 jm — 1 im — 1 oo oo

+2Σ Σ Σ Σ Σ Σ cov(zr,(,zs,Λ)
j=2 ί=l r = (y-l)m s = (t-l)m l=jm+ί h = l+ί

The first three terms can be estimated in the same manner as the C/(2) part by
choosing the order of the summation carefully and each term is bounded by
o(m3). the method of estimating the term IV is similar to that used in Theorem
4.4 in [5]. In fact, for s<h<r<l,

For fixed s, we sum over h in (s,r\ and take the summation on i. Then

m2 jm— 1 (j— l)m r— 1

Σ Σ
j=2 r = 0'-l)m s=0 Λ = s+l x

Changing the order of summing on h and s after widening the summation on

s. Hence we have that

m2 jm — 1

IV^C,Σ Σ rjm_r = 0(m2).
j=2 r = 0'-l)m

The estimate of the term V is quite easy. Indeed, for s<r<h<l,

Therefore, summing first on / and then on / after changing the order of the

summation on / and Λ,

m2 jm— 1 (j— l)m

Σ Σ Σ/~S(<W
j=2 r=(j- l)m s=0 x

7=2 r = (j-l)m x

= o(m3).

We will estimate the term VI. Since for s<r<l<h,

dominating Px(τ0,τx = oo) by 1, we have
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(see [10] page 272).

Theorem 4.1. For strongly transient random walks, if q<\, then

lim sup = 1 a.s.
"~*°° ^/2σ2n log log n

and the lim inf of this sequence is — 1 almost surely.

Proof. The sequence {«J is formed by taking for λ; = 3,4, all integers in

[22fc,22fc+2) of the form 22k+jξk with j a non-negative integer and ξk

= [2Λ(logfc)~3/4]-fl. The number of members of the sequence which are in

[22fc,22fc+2) will be at most 3 2*(log£)3/4. Since if ni<n<nί+ί, then

it is enough to show the statement of this theorem along the subsequence {«J. We

also need to see that EQn can be replaced by q2n but this is valid since

for strongly transient random walks.

Recall the definitions of indicator random variables Z/, Y] introduced in Section

3. We define two more ones. For Q<a<b<c, let Wb

a>
c = Zb

a-Zc

a and KC

M

= Yc — YC- Using these indicators, we have

Q«-ZO'= 'Σ

-Σ "Σ
i ~ 1 n j +

j = 0 Λ = MJ + 1

'Σ "Σ
j = o Λ = n j + 1

Firstly we will show that the term I is dominant comparing with the other terms

and next check the first term satisfies the Kolmogorov condition.

If 22*<«,.<22fc+2, then we define ^ = [2fc(logfc)-1/4] and pj = ηk(» where

A:(/) = [logw j/log4]. The second term is divided into two parts, that is,
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τ0 < °°>τo

Hence, neglecting the event {τ0<τx},

VI < 2 Σ ' Σ ' ° Σ)mrjm_ΓΣ^r-s(0^)G(^0) = 0(m2).
7 = 2 r = (j - 1 )m s = 0 x

Accordingly we obtain that

(3.8)

From now on, we show the central limit theorem. For the sake of convenience,

put Δ^Ai-A^. By (3.6), (3.7), and (3.8), we have

Γ m 2 "I

Var V (ί/ (2)- V\2}-U)\ = 0(ra3) = o(n\
L,t-ι Ί

which yields that for any ε>0,

We need to show the residual part (ΨM — Ψm3 — q2n + q2m3)/^/n converges to 0 in
probability. However, it is valid since Var(ΨM—Ψm3) = O(«2/3). It still remains to
check the Lindeberg-Feller condition. Δ f are independent and their each

distribution coincides with that of Qm— 1, and Δ f <m for each /. Thus

Var

and since |Δ( —EΔj\<m,

which is of order n~ί/3. This completes the proof of the theorem.

4. The law of the iterated logarithm for Qn

In this section we will give a proof of the law of the iterated logarithm for
the single point range of strongly transient random walks. The main tool is the
Kolmogorov-Cantelli condition for a sequence of independent random variables
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i — 1

j=0 h = nj+l

For the sake of convenience, we put

nj+ 1

h = nj+l

and then have that II = Σ}~J)(α/ + £,•).

We first consider the part involving α's. For 22fc<« ί<22fc + 2,

< i j + i i ~ 1 Πj + i - tij - 1

L ^j+i+pj-Λ^ L Σ ]

7 = 0 / j = 0 h = « j+l 7 = 0 Λ = 0

Then we have that

ΈI'Σ ^Σ Σ "m+1f"
^•=0 / / = 3 m:2 2 I<nm<2 2 I + 2 Λ = 0

/ = 3 m:2 2 I<wm<2 2 I +2

By the definition of the sequence {«J, we note that there are no positive integers m

satisfying 22l<nm for /=0,1,2. On the other hand,

j = o

Noting ttj f > 0 for every 7 > 0, we have the expectation of the right hand side is bounded

by 2EΣ%j. Now form a subsequence {«Vm} by taking every [2fc(logλ:)1/2]th member

of {/ij in [22k,22fc + 2), and then there will be 0{(log/:)1/4} members of the subsequence

in this interval. Then we obtain

00 ΓΣ,Ίm = l L
Σ («;- O*]

< C3

>ε(«Vwloglog«

22V,, x (log*)*
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Since rn<Σ^=n + ίuh, applying Lemma 2.1, the last summation is dominated by

00 oo ηm + 1 oo ηm + 1

Σ2'(log/Γ iΣ Σ «,<C5Σ2m

/ = 3 m = l η = ηm+l m = 3

This means that Σ(θy — Eaij) divided by (^loglogw,)1/2 tends to zero along the
subsequence {nVm}. If 22k<nVm<ni<nVfn+l<22k+2

9 then

which implies that we only need a estimate of Eoίj to see that convergence to zero
along the original sequence {«J. For «;<22fc+2,

as y-»oo. Moreover, both vm + 1 — i and /— vm are less than or equal to
2fc(logA:)1/2. Thus

Next we estimate the part involving /Γs and have

'(4.1)
o

For 0<y<ί, the variance of /?, is

(4.2)
h = rtj+ 1

+ 2"'+Σ '
m = n j + 1 h =

The bound of the first part of (4.2) is
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and that of the second part of (4.2) is

m = l

where we use nj+ί—nj<pj. Therefore we obtain that the first term of (4.1) is no
larger than 3/Σ£=1wrm. The second term of (4.1) is equal to

i- 1 7- 1 Πj + i HI+ i

2L^ ί—j ί—4 ί-^ v Λ h J m m '*

To estimate it, we split it up into several parts. For 0 </</</, we consider
the three cases:

(i) « j+ι4-/?/<«/ (ii) nj<nl+ί+pl<h (iii) h<nl+l-\-ρl.

In Case (i), W?+I *J+I+PJY*J and wy+M + ι+*γy are independent. Therefore the

covariance and also the summation are equal to zero. In Case (ii), we have that

II/wi-n ,«ι-n+ Pi _ M / W I + I . W . / I U/nj,nι+ι+Pi
'' m rr m ~ ψγ m

and W%+WY% is independent of wy+w+l+p'Yy. Hence

Cov( Wnj +l'nJ+i+ PJ Y*J W1*1 + i'wι + 1 + PI y»ι

= Cov( Wy +i n j + ί + p j Y^J^ W^nι + 1 + Pl Y%

^rnj+l-hrnj-m'

Then, summing first on /, the multiple sum is bounded by

'Σ "Σ' ϋ r ,+ι-Λ,-m
By strong transience, it is of order /. In Case (iii), the covariance is equal to

4- Co v( Wlj +ί'nj+ί+ PJ γ%J9 Wjj* Y%)

_l_ CQY( yynj + ι»« j+1+PJ y»j \yh&ι +1 + PI ywα

We immediately have that the first part of (4.3) is zero by independence, and can
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easily show that the summation of the second part is of order / by the same

argument as in Case (ii). The last part of (4.3) is no larger than

Hence the summation is bounded by

i-l

Σoι

m+ι

.-?+l

m + i+pi

Σ rh~tn
Λ = nI + 1 + l

<Σ"

^CβΣ
1 =

T "' "if
m=0 A = m

1 Pi 2pιΣ \ H
Σ 1

2 m = 0 Λ = m

2Pi

h=\

Combining with these estimates, we can conclude that

/i-l \ / 2Pi

Var Σ β j ) = ° (iΣ
\J = Q / \ m = l

Then we can show that Σβj is negligible along the same line as in [8]. Therefore
we can conclude that II — Ell = o{(ni\oglogni)

1/2} almost surely and can prove that

IlI — EHI = o{(nilog\ogni)
112} a.s. in the same technique as in estimating II by

splitting III into two parts:

111 =' " '
j

In this case, Ks and Z's play the same roles as Ws and Fs respectively by

considering the time-reversed random walk.

From now on, we will estimate the last part VI. For 0 </</', let

yj= "Σ
h = n j + 1

Then

<- 1 \ i - 1 n j + 1 i-l nj+ι—nj

Σ^'PΣ Σ *Vι-Λ-Λ j=Σ Σ rnj + ί-nj-hrh

= 0 / j = 0 h = nj+l j = 0 Λ = l

We divide the summation on h into two parts:

(i) !</*<<«,•+!-«,.> (ii) <«,.+ !-«;></*<«;+ 1-"/,

where <x> is the integer part of a real number c/2, and easily see that the
summation on h of each case is of order r<nj+l_nj> since rn is non-
increasing. Therefore, for 22fc<^<22fc + 2,
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Σ Σ »«,>£ C9 Σ 2<(log/)*r<ω.
1=3 m:2 2 I<πm<2 2 I + 2 1=3

Now we consider a subsequence {«μw} by taking every [2fc(logfc)1/4]th member of
{«J in [22fc,22fc+2) and there will be <9{(logfc)1/2} members of the subsequence in
this interval. To see that E^—lfy) divided by (^loglog/^)1'2 tends to 0 along
the subsequence {nμm}, it suffices to show the convergence of

Σ 2-*OogfcΓ* Σ 2<(log/)*r<ξl> x (log*)*
f t = 3 ί = 3

Indeed, it is bounded by

00 CO < ξ m + l > oo < ξ m + l >

Σ ^<

By the same argument used on Σβjy we can obtain that IV — ElV is equal to
oK^jloglog^j)^2} almost surely.

It remains to check that the term I satisfies Kolmogorov condition.
For 0</<ι, let

Y

Since the £, are mutually independent and the law of £, coincides with
QH n—ZoJ+ί~*J for each 7,

and for 22fc<«i<22*+2,

This completes the proof of Theorem 4.1.
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