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Abstract
In [3] Dade generalized the Glauberman character corregpare. In [13] Tasaka
showed that the Dade correspondence induces an isotypyedetlocks of finite
groups under some assumptions. In this paper we obtain aajieaton of [13],
Theorem 5.5.

1. Introduction

Let p be a prime and/(, O, k) be a p-modular system such th&f is a splitting
filed for all finite groups which we consider in this paper. L®tdenote© or k. For
a finite abelian groupF, we denote byF the character group oF and by Ifq the
subgroup ofF of orderq for g € = (F) wheren(F) is the set of all primes dividing
the order|F| of F. Let G be a finite group andN a normal subgroup of5. We
denote by IrrG) the set of ordinary irreducible characters®fand Ir®(N) be the set
of G-invariant irreducible characters ™. For ¢ € Irr(N), we denote by InG|¢) the
set of irreducible characters of G such that¢ is a constituent of the restrictioqn
of x to N.

HypoTHESIS1. G is a finite group which is a normal subgroup of a finite group
E such that the factor group = E/G is a cyclic group of order. A is a generator
of F. Ep={x€E | X is a generator ofF} wherex = xG. E’ is a subgroup ofE
such thatE'G = E, G’ = GNE’ and Ej; = E'NEp. Moreover Ej)* NEy is the empty
set, for allt € E - E'.

Under the above hypothesis, in [3], E.C. Dade constructedjextion between
Irr®(G) and InF(G’) which is a generalization of the cyclic case of the Glautsmrm
correspondence in [4].

2000 Mathematics Subject Classification. 20C20.



818 A. WATANABE

Theorem 1 ([3], Theorems 6.8 and 6.9).AssumeHypothesis land |F| # 1. For
each prime ¢g 7 (F), we choose some non-trivial charactey € lfq. There is a bijection

o(E, G, E', G): InE(G) — ITE(G) (¢ ¢' = b))

which satisfies the following conditions. If r is qdthen there are a unique integer
€, = £1 and a unique bijectiony — ey of Irr(E|¢) onto Irr(E’|¢") such that

(1.2) (H (1—Aq)-w) =¢ [[ @=29) v
c

qen(F) qen(F)

for any ¢ € Irr(E|¢). If r is even and we choose, = £1 arbitrarily, then there is
a unique bijectiony — Yy of Irr(E|¢) onto Irr(E’|¢") such that(1.1) holds for all
¥ € Irr(E|¢). In both cases we have

AV)Ey = ME)

for any A € F and andy € Irr(E|¢). Furthermore the resulting bijection is independ-
ent of the choice of the non-trivial charactey, € Fq, for any qe 7 (F).

Assume Hypothesis 1. IfF| = 1, thenE = E’. We call p(E, G, E’, G') the
Dade correspondence, whes¢E, G, E’, G) denote the identity map of F{G) when
|F| = 1. Following [13], for¢’ € Ir®(G), we set¢(, = p(E, G, E’, G')"}(¢'), and for
¥ € Irr(El¢) and ¢’ € Irr(E'|¢"), we sety g, = ¢ if ¥' = YE). From (1.1)y" is a
constituent of {y)g for somex € F, hence¢c is a constituent ofpe.. In particular
if ¢ is the trivial character ofG, then ¢y is the trivial character ofG’. From the
above theorem we have the following also.

Proposition 1. AssumeHypothesis 1 Let ¢ € Irr¥(G) and ¢’ € Irr¥(G’). Then
¢’ = ¢ if and only if there existy € Irr(E|¢), ¥’ € Irr(E’|¢") and e = 1 such that

Y(x) =ey'(x) (VX € Ep).

THE GENERALIZED GLAUBERMAN CASE Let G and A be finite groups such
that A is cyclic, A acts onG via automorphism and thatGgs(A)|, |A]) = 1. We set
E=GxA G =Cg(A) andE'=G' x A< E. By [3], Lemma 7.5,E, G, E’ and
G’ satisfy Hypothesis 1. Moreover by [3], Proposition 7.8, ir tGlauberman case,
that is, if (A|, |G]) = 1, then the Glauberman correspondence coincides with tle Da
correspondence.

In the generalized Glauberman case, suppose phat|A| and p t |G : Cg(A)].
Then in [8], H. Horimoto proved that there is an isotypy betwd(G) and b(Cg(A))
induced by the Dade correspondence whgi®) is the principal block ofG. Isotypy
is a notion defined in [1].
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HypPOTHESIS 2. Assume Hypothesis 1.p(r) = 1. b is an E-invariant block of
G covered byr distinct blocks ofE.

Assume Hypothesis 2 and thatis a prime power. Moreover ldt' be a block of
G’ containing¢cy for someg € Irr(b). In [13], F. Tasaka proved that if is odd, or
r =2 orb=Db(G), and if b’ is covered byr blocks of E’, then there is an isotypy
betweenb and b’ induced by the Dade correspondence ([13], Theorem 5.5).hig t
paper we prove that the arguments in [13] can be extendedetgdimeral case (see
Theorem 6 in 85). Theorem 6 is a generalization of Theorem B6fi We also show
that the Brauer correspondent bfand that ofb’ are Puig equivalent (see Theorem 8
in §6).

NoTATIONS. We follow the notations in [13], [12] and [15]. LeB be a finite
group. We denote byso(KG) the Grothendieck group of the group algelit&. If L
is a G-module, then let [[] denote the element iGo(KG) determined by the iso-
morphism class of.. For ¢ € Irr(G), we denote byp, e, and Ly, the dual character of
¢, the centrally primitive idempotent dfG corresponding t@ and akXG-module af-
fording ¢ respectively. We also denote lay, the linear character of the cent&(XG)
of KG corresponding tap. Let H be a subgroup oG. We denote by §G)" the set
of H-fixed elements ofSG. We denote by Ff the S-linear map fromSG to SH
defined by P (> ycc &X) = Y pen @h and by T the trace map from§G)H to
Z(SG). Fora € O, we denote byx* the canonical image aof in k. Fora € OG, we
denote bya* the canonical image of in kG. For a p-subgroupP of G, we denote
by Brs® the Brauer homomorphism fromSG)P onto kCg(P). Also let G denote
the set ofp-regular elements o6.

Let b be a block of G. We denote byRx(G, b) the additive group of general-
ized characters belonging tg by CF(@G, b; K) the subspace with a basis bj(of the
K-vector space of théC-valued central functions oKG, and by Ck/(G, b; K) the
subspace containing the elements of GH§; X) which vanish onp-singular elem-
ents of G, where Irrp) is the set of ordinary irreducible characters belongingbto
Let (u, b,) be ab-Brauer element. We denote mg"b“) the decomposition map from
CF(G, b; K) onto CRy(Cg(u), by; K). Fory € CF(G, b; K) andc € Cg(u)y, we have
d(G“'b“)(y)(c) = y(uch,). We also denote by, the central character a2(OGb) and by
BI(Cg(P), b) the set of blocks ofCs(P) associated witth where P is a p-subgroup
of G. Let N be a normal subgroup d&. For ¢ € Irr(N), we denote bylg(¢) the
inertial group of¢ in G. For a blockb of N, we denote bylg(b) the inertial group
of b in G. For a subgroupH and a blockc of H, if ¢ is associated with a blocB
of G, then B is denoted byc®.
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2. Preliminaries

In this section we assume Hypothesis 1. koe E (resp.x € E’), we denote by
C(x) (resp.C(x)") the conjugacy class oE (resp.E’) containingx. For X C E, we
setX =Y ,.x x € SE.

Lemma 1. Let se Ej and let Q R be subgroups of @entralized by s. Let &
G. If @ = R, then ae Cg(Q)G'. In particular Ng(Q) = Cs(Q)Ng/(Q).

Proof. By the assumptiors® € Ce(R) N Eq. By [13], Lemmas 3.9 and 2.4, there
existsy € Ceg(R) such thats?Y € Cg/(R). Sinces®, s Ej, ay € E’. Setz=ay. Then
Q?= R, hencea = (zy 'z 1)z € C:(Q)E’. SinceCg(Q) = Cs(Q)(s) andE’ = (s)G/,

a € Cs(Q)G/(s) and hencea € C5(Q)G'. ]

Proposition 2 (see [13], Proposition 3.7).Let x € Ej, ¢ € IrE(G) and ¢’ €
Irr®'(G’). Then we have the following.
() PrE(C(X)ey) = C(X) €
(i) TrE(C()'ey) = C(X)ey,-
Proof. Lety be an extension op to E. C/(;)e(ﬁ is a K-linear combination of
the elements ikG. Hence we have
<7 C(x) ~
c®ey = 0N S~ vy guiy by,

|E| yexG
From Theorem 1, (1.1W(2) = e3¢ (e)(2) for any z € E;. Therefore we have

IC(x)|

CXVeye, = TE| D e (Ve Yz
zexG
= CI S e
|E/| zexG
From [13], 2.4, we have (i) and (ii). O

3. The Dade correspondence and blocks

Assume Hypothesis 1 anglf r. If an elemense Ej centralizes a Sylovwp-subgroup
of G, then the principal bloclk(G) satisfies Hypothesis 2.

HYPOTHESIS3. Assume Hypothesis 1p(r) = 1. b’ is an E’-invariant block of
G’ covered byr distinct blocks ofE'.
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Assume Hypotheses 2 and 3 and assume ¢af € Irr(b’) for some¢ € Irr(b).
In this section we show the Dade correspondep(E, G, E’, G’) induces a bijection
between Irr) and Irr@"), and the Brauer categoriéys(b) and Bg/(b') are equivalent.

Theorem 2 (see [13], Proposition 3.5, (1) and (2)). (iAssume Hypothesis 2
Then{¢c) | ¢ € Irr(b)} is contained in a block @y of G'.
(if) AssumeHypothesis 3 Then{¢, | ¢’ € Irr(b')} is contained in a block g, of G.

Proof. (i) Letgs, ¢z € Irr(b) and sety] = ¢y for i =1, 2. We showp; and
¢5 belong to a same block d&’. We may assume at least one of these characters is
of height 0. Letb be a block ofG coveringb and fori = 1, 2, leté; be a unique ex-
tension of¢; to E belonging tob recalling Hypothesis 2. Notb andb are isomorphic
by restriction. Setd) = (¢i)e) for i =1, 2. By [12], Chapter Ill, Lemma 6.34, we
have the following for a non-trivial linear characterof F,

(3.1) 3 h0GxH #0, 3 Gr0AYhaxY) = 0

XeEy XeEy

For eachq € (F), let »q be a non-trivial linear character if. Set €o)y = EoNEy
and Ep)py = E;N Ep. We have

5 qslm( 10 a—xq)-@) o

XeEy gen(F)

> ¢31(y)< 11 (1—Aq)-¢3z> ™

ye(Eo)p qen(F)

by [13], Lemma 2.4,

Z ¢1(z)< 11 (1—Aq)-q§z> "

ze(E qen(F)

by Theorem 1,

= €p€ ¢2| | > () (w)( 11 (1—Aq)-(¢32)’>(w1)

ze(Ep)p gen(F)

6¢1€¢>2 Z (¢ ) (U)( H 1- )‘q) : (¢;2)/> (uil)-

ue(E) / qgen(F)
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that is,
> ¢31(x)< 11 (1—Aq)-</32> x1
XeEy gen(F)
(3.2)
= cncoier O (¢31)’(u)< 11 (1—xq)-(<£z)’> (™).
| |ue(E’)p/ gen(F)

From (3.1) there existd € [[c,(r Fq such that

> (6 (W)(A(2))u™) #0.

ue(E)y

Then 1) and A(¢,) belong to a same block oF’. Hence¢; and ¢, belong to a
same block ofG’. (ii) follows from (3.2) and the above arguments. 0

Assume Hypothesis 2. We denote by a block of E coveringb. For each¢ €
Irr(b), we denote byp a unique extension ap which belongs tdb. For anyi € Z, we
denote byb; the block of E which containsi'¢ where¢ < Irr(b). For the blockb, b
is fixed throughout this paper. L& = >, zaxx. Thenb = 3, A (x Daxx. More-
over we note that for any € E, 3, s, @ix # 0 because(bo)*, (b1)*, ..., (br_1)*} are
linearly independent. This fact is used implicitly in theopf of Proposition 5 below.

Proposition 3 (see [13], Proposition 3.5, (3)).AssumeHypotheses 2and 3, and
assume b= b using the notation ifTheorem 2 Then there exists a blodo)e)
of E' such thatlrr((bo)&)) = {(#)&) | ¢ € Irr(b)}. If r is odd, then (o) is uniquely
determinedand if r is evenwe have exactly two choices f(i?)o)(E/).

Proof. Let¢1, ¢2 € Irr(b) and suppose thap, is of height O. Assume¢?(1)(E/)
belongs to a blockkp)ey of E'. Here we note that we have two choices fgh)(e)
whenr is even by Theorem 1, and hence we have two choicestge(. By the
proof of Theorem 2 and by our assumption, there is a uniqueatirtharacter € F
such thatv(cﬁz)(Ef) belongs to Iﬁo)(E/) and thaty = 1 or v is a product of some elem-
ents of {14 | g € m(F)}. Hence ifr is odd, thenv = 1 because\.q can be replaced
by another non-trivial linear character ilﬁq. If r is even,v =1 or v = Ay, hence
(qu)(E,) belongs to Iﬁo)(g/) by replacinge,, by —e,, if necessary. This combined with
Theorem 1 completes the proof. O

With the notation in the above proposition, we denote ﬁy(@ the block of E’
containing ' (<;’3)(E/) (¢ € Irr(b)) for i € Z. Moreover, whenr is even, we fix one of
two (bo)e), and hencelf)ey are fixed.



DADE CHARACTER CORRESPONDENCE ANDISOTYPIES 823

Lemma 2 (see [13], Lemma 3.3). AssumeHypothesis 2 We have the following
holds. e
() There exists € Eq such that(wy;, (C(s)))* # 0 for all i € Z.

(i) For s in (i), CT(E)b € Z(OEb)*, that is 6(5)b is invertible in ZOED).

Proof. (i) By the assumption and [12], Chapter Ill, Theorer46 for anyq €
n(F), there existss(q) € E such that ¢; (C/(SE))))* # 0 and thats(q)G is a generator

of the Sylowg-subgroup ofF. Then (@, ([Tger(r) C/(SW))))* # 0. This implies that
there existss € Eq such that ¢, (C(s)))* # 0.

(i) From (i) C(s)bj € Z(OEk)* for any i becauseZ(OEDb) is local. Hence
C(s)b € Z(OEDW)*. O

Assume Hypothesis 2. By the above lemma and [13], Lemma Befetexists
an elements € Ej such that(f@)b € Z(OEb)*. Hence there exists a defect group
D of b centralized bys, and hence contained i’ (see [13], Lemma 3.10). Let
P < D. Then by [13], Lemma 3.9Cg(P), Cs(P), Ce/(P) and Cg (P) satisfy Hy-
pothesis 1. Moreover we notE =~ Cg(P)/Cs(P). Let e € BI(Cg(P), b). Then we
see that BYF(C(s)b)e* € (Z(kCg(P)e*))*. This implies thate is covered byr blocks
of Cg(P). Similarly assume Hypothesis 3. L&' be a defect group ob’ and € €
BI(Ca/(P’), b') for a subgroupP’ of D’. Then¢€ is covered byr blocks of Cg (P’).

Theorem 3 (see [13], Proposition 3.11)Using the same notations asTimeorem 2
we have the following.
(i) AssumeHypothesis 2 Let D be a defect group of b obtained in the above and
let P<D. Let ec Bl(Cg(P), b) Then o (P) € B|(CG/(P), b(Gf)). In particular, b(G')
has a defect group containing D.
(i) AssumeHypothesis 3 Let D' be a defect group of’band let P < D’. Let € €
BI(Ca/(P'), b'). Then & (py) € BI(Ca(P’), bg)). In particular, big, has a defect group
containing D.

Proof. See the proof of [13], Proposition 3.11. ]

Assume Hypotheses 2 and 3, and assilume by wherebg is the block deter-
mined by Theorem 2. We have

Irr(0) = {$) | ¢ € Ir(b)}

by Theorem 2. LetD be a common defect group dfandb’, and letP < D. Such a
defect group exists by the above theorem. LBt ljp) be maximalb-Brauer pair and let
(P, bp) be ab-Brauer pair contained inY, bp). By the above theorem[X, (bp)c. (o))
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is a maximalb’-Brauer pair and R, (bp)c..(ry) is ab’-Brauer pair. We set

(bp)" = (bp)ce (Py
and
(bp) = ((be))".
For anyu € Cg/(P), we denote byC(u)py the conjugacy class d€e(P) containingu,

and by C(u), the conjugacy class oe/(P) containingu.

Theorem 4 (see [13], Theorem 5.2).AssumeHypotheses 2and 3, and assume
b' = by where k) is the block determined byheorem 2 Then the Brauer categor-
ies Bg(b) and Bg/(b') are equivalent.

Proof. Our proof is essentially the same as the proof of [IT8forem 5.2. Let
D be a common defect group &f and b’, and letP < D. There is an elemertt €

Ce(P) N E; such thatC(t)(p)b* € (Z(kCe(P))bg)*. By Lemma 2, such an element
exists. For anya € G’ we have the following using Proposition 2 and Theorem 2.

(3.3) C(t%){pay((B5))* = PIEE (2 (CTt) Py (b5)) # O.
In fact we have

Ct2)pny(b5))? = (C(t);py(BE))?
= (PR CHEPbE)* = PG (CER)pn (b)) # 0.

In particular, if (P, bp)? = (P, bp), then @, (bp))? = (P, (bp)). O

Now for P < R < D, we prove P, (bp)) < (R, (br)). We may assumé®> < R.
From (3.3) R fixes (bp) becauseR fixes bp. Now let s € Ej be such thatC/(E)b €
Z(OEb)*. Then C(s) N Ce (P)(bp) is fixed by R. Moreover C(s) N Ce(P)b}; is
invertible in @Z(kCe(P)b3))R. Hence BfSa"(C(s) N Ce(P)bp)by is invertible in
Z(kCe(R))bg where BEE® is the restriction to KCg(P))R of the Brauer homo-
morphism BEE. In parncular it does not vanish. Hence we have from Prdjorsi2

Brivs(™(C(s) N Ce (P)(b5))(b)

= Briys " (PIEE()(C() N Ce(P)bp)) (bR
= PiE®) (Brive™(C(s) N Ce(P)bp)) (bR

= PR (Brige™(C(5) N Ce(P)bp)bg) # 0.
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The last inequality follows from [13], Lemmas 3.9 and 2.4.efiéfore
BrigE" ((05))(bR) # 0.

This implies @, (bp)) < (R, (bR)).

For a subgroupl of D anda € G, suppose thatK, bp)? < (T, br). We show
that there is an elemerte Cg(P) such thateae G’ and (P, (bp))®? < (T, (br)’). By
Lemma 1, we may assurmee G'. Since we haveW, bp)? = (P2, bpa), (bp)? = bpa.
From (3.3), (bp))? = (bpa)’, hence P, (bp))? = (P2, (bpa)’) < (T, (br)’). Conversely
for c € G, suppose thatR, (bp))¢ < (T, (br)). Then we have {p))°¢ = (bp:)’. By
(3.3) again,bpc = (bp)°, so (P, bp)® = (PC, bpc) < (T, by). This implies that the cat-
egoriesBg(b) and Bg/(b') are equivalent. This completes the proof.

4. Perfect isometry induced by the Dade correspondence

In Sections 4, 5 and 6, we assume Hypotheses 2 and 3p'ardyc, using the
notation in Theorem 2. In this section we shdéwand b’ are perfect isometric in the
sense of Broué [1]. Moreover we use notations in 83. In pdaicwe recall that
Ire((B) &) = (A (@) | ¢ € Irr(b)}. Now we haveb = S5 b, andb’ = S _3(bi) e,
and hence we have

r—1r-1
b'b = Z )b
i—0 1=0
We put
r-1 . .
(4.1) b = Z(h)(E’)h+i (Vi € 2).

1=0
Then @)% = b andb; € (OGbb)¥F for eachi because

r-1
b=> > Y Ay HMN A (X HByaxyx € OG

yeE’ xeE 1=0

by the orthogonality relations whef® = 3, .c axx and Go)ey = 3 yce ByY (@, By €

0). For each primey € 7(F), let Aq € lfq be a non-trivial character as in Theorem 1.
Setl = |z(F)|. Of course we may assume> 0 for our purpose. Moreover we can
write for t (t <) distinct primesqi, Oz, ..., gt € 7 (F)

Mg oo Ag = AT (Mg, | q) € Z)
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recalling A is a generator of. Then we have

(4.2) H (I-2x) =1+ Z(—l)t Z A M)

qen(F) t=1 {du,.... ) S (F)

where{qs, ..., g} runs over the set of-element subsets of (F).

Proposition 4 (see [13], Proposition 4.4).With the above notations we have

|
[boKG]+ > (1! > [bm,, 4 KGC]
t=1

{au,....a ) S (F)

= Z €¢[L¢(G,) ®]C Lé]
¢elrr(b)

in Go(K(G x G)).

Proof. Our proof is essentially the same as the proof of [P8pposition 4.4. Let
¢ € Irr(b). In Go(KE’) we have the following from (4.1), (4.2) and (1.1)

t=1 {du,.... 0} S (F)

|
=[loo(Lp)el + D> (-1 D [bmg o (Limeage]
t=1

{01, ) S (F)

|
(i) [(60)(E')(L(Z§)E'] + Z(_l)t Z [(BO)(E/)(L)\’“(M ----- Clt)é,)E’]
t=1

{0, G} S (F)

|
= an ([(bo)@)L@(E,)]+Z(—1)t > [(bo)@Lkm(ql....,qt,@,(E,)])
T t=1

{0, Q)7 (F)

@1) €s[L gy

This implies that inGy(XG’)

Sincebib = by for anyi € Z, the proof is complete. O

Theorem 5 (see [13], Theorem 4.5).AssumeHypotheses &nd 3, and that b =
b). Setu =3 cimp) €0P)@- Thenu induces a perfect isometry, ,RR (G, b) —
Rx (G, b') which satisfies R¢) = €,¢(c)-
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Proof. We note that;OG is projective as a rightOG-module and as a left
OG’-module ifbj # 0. Hence by [1], Proposition 1.2 is perfect. This and the above
proposition imply the theorem. O

5. Isotypy induced by the Dade correspondence

In this section we show thdi andb’ are isotypic. Here we set
b =®)e) (<€2).

Then D is a defect group oﬁ{ sincep 4 r. Let P < D and let bp); be a block
of of Ce(P) such that it coverdp and it is associated with;. By our assumption
and Lemma 2, f{z); is uniquely determined. Similarly there exists a uniquecklof

Ce/(P) such that it coversbp) and it is associated Witiﬁ){. By applying Propos-
ition 2 for Cg(P), Cs(P) and bp, let ((Bp)i)(CE,(p)) be a block ofCg/(P) such that
Irr(((bp)i)(ce (P) = (M (Bp)ice(py | @ € Ir(bp)}, where gp € Irr((bp)o) is an exten-
sion of ¢p. Recall that we have two choices fobgo)c..(py Whenr is even (Prop-
osition 3). Here we set

(bp), = ((BP)i)(CEr(P))
and
(BL) = (b)) (i €2).

Proposition 5 (see [13], Lemma 5.4). With the above notationdor a subgroup
P of D, (bp)/ is associated witth for i € Z, if we choose appropriatelybp), when
r is even.

Proof. Our proof is essentially the same as the proof of [L&lnma 5.4. Let
s € E;. We have

-t % (zwa)(s)aiqs)(x—l>x+ 5 qu)(s)(ws)(y—l)y)

|CE’(S)| ¢elrr(b) \xeEq yeE—Eq

since Cg(s) = Cg/(s). Similarly we have

Cleyb =

= e > (Z(x‘(¢3)<Ef>)(s)(xi(é)(m)(x—l)x

pelrr(b) \xeEy

+ > (@)(E'))(S)(kifﬁ)(e))(y1)Y>-

yeE'—Ej
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Recall thatg(x) = €4(4)e)(X) for x € Ej. The above equalities, the faEy = E'N Eg
and [13], Lemma 2.4 imply the following.

(5.1) PE(C(9)b) - C() € O[E' - Egl®

where S[E’ — E{]F is the S-submodule ofZ(SE’) which is spanned byC/(\t)’ |t e
— Eg). )
In order to prove the proposition, it suffices to show that)f is associated with
80, if we choose lﬁp)g appropriately whem is even. Suppose thaﬁp()’j is associated
with by, for somej (0 < j <r —1). We have
PrE (P)(C(s)bo) (bp)
= P&, »)[PTE (C(S)Do)]* (05

from (5.1),
= BrOF (C(s)b}, + c)(bp)
= BrOF (C(s)b'b, + c)(bt)

= [Brg® (C(s)b) Brg = (By) + Brg™ (©)l(bp)
= Brg® (C(syb)(bp); + Bry* ()(bpY

wherec is some element oO[E’ — E{]¥. On the other hand, we can see

PIE_ ) (C(S)o)* (b3
= PIcE B PTE, 7y (C(S)D0)]* (Bp)

= PIER)PIE, (p)(C(3))" Bre = (Bo)](bpY

from the argument in the above of Theorem 3 and (5.1)Gg(P)
=PI PIE, (p)(C(9)1(bp ), + d(bp)
and by Theorem 3

= Bro®[PrE (C(9))] Br&& () (bp); + d(bp)
= Bro¥ (C(s)/b)(bs ) + d(bh)’
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whered is some element ok[Ce (P) — Cg,(P)]%= (7).
Now we choose an elemeste Cg, (P) such that

Brg™ (C(s)b) € (kCe(P) Brg® (0)".

Note that BEE'(C/(S\)’b’) is a k-linear combination of elements ieCg/(P) because
C/(s\)/b’ is an O-linear combination of elements imG. By the above equations

Bre = (C(b)(Bp); — (Bp)o) € KICe/(P) — Cey(P)] =P,

Setv = (b3); —(b})5. The coefficient of any element sf2Cg/(P) in v is zero. Hence
A1 (s?) = A% (s) = 1. Therefore ifr is odd, thenj = 0. If r is even,j =0 or j =r/2.
Therefore by replacing,, by —ey, for all ¢p € Irr(bp) if | =r1/2, we have lf)p)g, is
associated Witkﬁg. This completes the proof. O

Let P < D. We note again that for any integer (E)P)i coversbp and it is asso-
ciated withbi. Moreover Pp); containsi'ép (dp € Irr((bp)o)). Let RP be the perfect
isometry betweerR(Cs(P), bp) and Ri(Ce (P), (bp)’) obtained by

p(Ce(P), Cs(P), Ce/(P), Ce(P))

(see Theorem 5). Also IR}, be the restriction ofR” to CFy(Cg(P), bp; K), where
RP is regarded as a linear isometry from Cg&(P), bp: K) onto CFCg (P), (bp)’; K).
We set

r-1

(bp)i = > (bp)(bp)i+i € (OCG(P)bp(bp))°= ™.

1=0

Foru e D we set
by = by, ) = 0w, 6= Ow O = Ow-

Theorem 6 (see [13], Theorem 5.5).AssumeHypotheses 2and 3, and assume
b = be). With the above notationsb and B are isotypic with the local system
(RP)(p(cyclic)=D)-

Proof. Our proof is essentially the same as the proof of [TBgorem 5.5. Let
y € CF(G,b;K), ue D and letc’ € Ce/(u)p. Let S(u) be the p-section ofG containing
u. We remark that ifv € S(u), then C(v)b is an O-linear combination of elements of
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S(u) by [12], Chapter V, Theorem 4.5. We can see from Proposiion

[(d& "o RP)MI(C)

|
=|Gl|z > <¢>(ud(bu)’bo)+Z(—1)t > puc(y)bm,, | qt))>¢(g_l)]y(g)
t=1

9eG Loelr(b) {1, G} S (F)
1 n ! . )
:EZ > <¢>(ud(bu)’bo)+2(—1)t > puc(oy)bm,, | m))ab(@l*)]y(g)
| |geG ¢elrr(b) t=1 {oa,....qt}S7 (F)

from (4.1) and the fact lrr(by)

|
=G| 2 (é(ud<bu>’66)+2(—1)t S GucbB L, m))é(gl)]y(g)
t=1

9€G | felrr(by) {9, e} (F)

1| . ! .
eI 2 ("’ <1+Z(—1)t 2 A"““'«---m»(ud(bu)/bam(g-l)] 7(@)
9<G | gelrr(bo) t=1 (-} S (F)
from (4.2)
1 N A
:IGIZI 2 ( 11 (l_kq)'¢’> (Ud(bu)/b6)¢>(g‘1)]y(g)
9€G | gelrr(by) \dem(F)
by applying [12], Chapter V, Theorem 4.5 f@& and by
1 N Ao
~iol 2 [ > ( 11 (1—Aq)-¢> (ud(bu)’bsm(x-l)]y(x)
xeS(u) | gelrr(hy) \d€m(F)

=|Cel(u)| 2 [Z (H (1—Aq)-¢3>(ud(bu)’ﬁs)é(y-lu—l)]y(uy)

yeCo(Wyp | pelrr(by) \dem(F)

by using (1.1) twice, and by Brauer’s second main theoremlookb ([12], Chapter V,
Theorem 4.1) and Proposition 5

_ 1
~ |Ca(u)]

> ( 11 (1—Aq)-(¢3)<m>(ud(buy)qS(ylu1)] y(uy)

YeCo(W)p | felrr(by) \a€m(F)

:|cel(u)| > X (H (1—Aq)-(¢3)<a))(ud(Bu)a)é(y-lu-l)]y(uy)

¥eCo(Wyp | pelrr(by) \aem(F)
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=|cGl(u)| D [Z <H (1—Aq)-¢3>(ud(ﬁu)s)é(y-lu—l)]y(uy)

YeCo W)y [ gelrr(hy) \d€7(F)

from [12], Chapter V, Theorem 4.11

yeCo(U)y eeBI(Cg (u), bo) pelrr(e) \genr(F)

=|cel(u)| 2 [ > X ( 11 (1—Aq)-p)<c’(6u)s)p(y1)]y(uy)

from (1.1) for Cg(u)

=|cGl(u)| 2 [ > X ( 11 (1—Aq)-p<c5,<u»>(c’(Bu)a)p(y-l)]y(uy)

yeCq(U)y eeBI(Cg (u), bo) pelrr(e) \genr(F)

recalling 6u)p = ((Bw))o)ce w)

=|csl(u)| 2 [ > (H <1—Aq)-§>(c'(6u>a)§(y1)]y(uy)

VeCo(UWy | Zelrr((by)o) \d€7(F)

from (4.2)

|
=|C:(u)|z[ 3 (é(d(ﬁu)aHZ(—l)t S ECB m))é(y-l)]y(uy)
t=1

Y [Eelm((Bu)o) T
from (4.1)
|
=*cl Zl > <5<C/<bu>o>+2<—l>t > é(c/(bu>m(q1.___m)>s(y1)]y(uy>
ICeWl 5 b t=1 (o)

and from [12], Chapter V, Theorem 4.7

1
~ [Ca(u)] 2

y

|
[ > <s<c/(bu)o)+2(—1)t > s(c%bu)mm,___m))s(y-l)]
t=1

gelrr(by) {A1reenr Ot}
x (A& (»))(y)

= [(Ry o dE"™)((e)
recalling the definition of the perfect isometi“), wherey runs overCg(u), and

{a1,..., 0} runs over the set df-element subsets of (F). This and Theorem 4 com-
plete the proof. 0
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Corollary 1 ([8]). Let G and A be finite groups such that A is cycl& acts
on G via automorphism and th@tCs(A)|, |A]) = 1. If p + |A] and pt |G : Cs(A)],
then the Dade correspondence induces an isotypy betwggndnd bHCg(A)).

Proof. Lets be a generator oA. Let E=G x A, G’ = Cg(A) and E' = G’'A.
Then E, G, E’ and G’ satisfy Hypothesis 1 by [3], Lemma 7.5. By the assumption
C/(E)b(E) is invertible in Z(OEDB(E)). Also sb(E’) is invertible in Z(OE’b(E’)). Hence
the corollary follows from Theorem 6. O

EXAMPLE. Supposep = 5, and letG = SZ£2?"*1), the Suzuki groupA = (o)
where o is the Frobenius automorphism & with respect to GF@*1)/ GF(2). Set
G =S542) = Cs(A), E=G x A, E' = G’ x A. Suppose that § 2n + 1. Then
2n+1,|G'|) = (2n+ 1, 20)= 1. Moreover a Sylow 5-subgroup @& has order 5. By
the above corollary, the Dade correspondence gives arpistigtweerb(G) andb(G').

6. Normal defect group case

In the Glauberman correspondence case if the defect gibup normal in G,
there is a Puig equivalence (splendidly Morita equivalenmefwveenb and b’ which
affords the Glauberman correspondence on the charackr ([&§, [14]). In the Dade
correspondence case we show thatand b’ are Puig equivalent iD is normal inG.
By our assumption, there exist a defect groDpof b and b/, and an elemens € E;
such thats € Cg(D) and C/(E)b € Z(OEDb)*. Let ¢ € Irr(b) be of height 0. From [13],
Lemma 2.4 and (1.1) in Theorem 1, we have

|El¢e)(1)

0# (w;(C(9))" = <e¢ E o)

“)e (C/(s\)’)> * '
Sinceb and b’ have the same defect,
(016 €@ %0
HenceC/(s\)’b/ € Z(OED)*. The elemenst is used in the next lemma.
Lemma 3. Let E; be a subgroup of BN(D) containing G(D) and set G =GN

E;, E1 = E'NEy, and G = G’ N E;. Then g, G4, E] and G, satisfy Hypothesis 1
Moreover (bp)®! satisfiesHypothesis 2, (§p))®: satisfiesHypothesis 3and

(6.1) (bo)®) ey = ((bp))°.

Proof. By our assumptiolt = G(s), hence we hav&; = G4(s) = E|G;, G| =
Gi1 N E;. Also E1/G; = E]/G] = F. Hence the former is clear. On the other hand,
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since B€E(C/(§)b)b’5 € Z(kEy(bp)*)* = Z(KE1((bp)®)*)* and Bng’(@b’)(bb)* €

Z(KE,((bp))*)* = Z(KE;y(((bp))®1)*)*, (bp)®: satisfies Hypothesis 2, andg)')®: sat-

isfies Hypothesis 3. By applying Theorem 3, (i) fBf, G1 and pp)®:, we have (6.1).
O

In the above lemma, we sd&; = Ng(D). Then pp)® = (bp)Ne(®) is a Brauer
correspondent ob, and (pp))Ne'(P) is a Brauer correspondent dof. From now we
assumeD is normal in G. Then D is normal inE.

Lemma 4. With the notations inLemma 3, suppose that Eis normal in E.
Let & € Irr((bp)®!) and X € E'. We have(t*)c; = (§cy)* and ((bo)®) )@, =
(((bp))®)*. In particular Ie(§)NE’ = le(§cy) and le((bp)®) N E’ = le(((bp))®).

Proof. Note thatlfp)®: and (bp)®:)* respectively satisfy Hypothesis 2. Léte
Irr(Eq]§) and &’ = &)). By Theorem 1 and (1.1),

( H (1—)»q)'§> =€ H (1—)»q)‘(§)(Ei)
E

qen(F) qen(F)

wheree; = +1. Hence we have,

( H (1—2q)- (é;)X) = € H (1—2q)- ((é)(E’l))X/-
qen(F) E; qen(F)

Therefore by Theorem 1 we havg()e, =& because §)*)s, =" and ((€)&))*)e,=
£, This implies the lemma because the Dade correspongsfie G, E;, G;) induces
the bijection between Irifp)®:) and Irr(((op))®:) by Lemma 3. O

By Lemma 4 we havdg(bp) N E' = Ig((bp)). By Lemma 3lg(bp), Is(bp),
le((bp)) and lg((bp)) satisfy Hypothesis 1. Moreovebg)'s®0) satisfies Hypoth-
esis 2, and f{p))'e®0)) satisfies Hypothesis 3. Also we have

(6.2) (05)"*®) 14 (woyy = ((bp))'e o).

By Lemma 3,DCg(D), DCg(D), DCg /(D) and DCg (D) also satisfy Hypothesis 1.
SetK = DCg(D) andK’ = DCg /(D). Then pp)X satisfies Hypothesis 2, andbf{)’ )<’
satisfies Hypothesis 3. Moreover we have

(b)) k) = ((bp))K'.

Now suppose thalbp is G-invariant for a while. Thenlp)X is G-invariant. Note
that as elements aPG, b = bp = (bp)¥. By Lemma 4, (bp))X’ is G'-invariant. Since
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b is covered byr blocks of E and since Ifp)X is covered byr blocks of DCg(D),
any block of DCg(D) covering bp)X is E-invariant. Let@ be a block ofDCg(D)
covering bp)X. In fact the block idempotent of a block & coveringb belongs to
ODCg(D). If & € Irr®((bp)¥) and £ is an extension of to DCg(D) belonging to
@(, thenG fixes& and henceE fixes & becauselp)X and (@ are isomorphic by
restriction. Similarly if¢” € Irr® (((bp))¥") and&’ is an extension of’ to DCg (D), &’
is E’-invariant. We note that i€ € Irr®((bp)¥) thengy € Irr® (((bp))*") by Lemma 4.
The following is proved by the analogous way to that of theopmaf [10], Lemma 3.2.

Lemma 5. Suppose that  is G-invariant. Leté € IrrS((bp)X). Then the fac-
tor seta of G/K defined byt and the factor setr’ of G'/K’ defined by, are
cohomologous when K and G/K’ are identified.

Proof. At first we note again thad = KG’ by Lemma 1,E = DCg(D)E’, E =
DCg(D)G and E’ = DCg/(D)G’. Moreover we have

G/K =~ E/DCg(D) =~ E’/DCg/(D) = G'/K'.

We may assumé& # K. Lett be a prime dividing|G : K| and letE; be a subgroup
of E containingDCg(D) such thate;/DCg(D) is a Sylowt-subgroup ofE/DCg(D).
SetG,=GNE, Efl=E' NE andG; = G’ N E;. By Lemma 3,E;, G, E{ and G;
satisfy Hypothesis 1. Moreoveb4)® satisfies Hypothesis 2, l{§))® satisfies Hy-
pothesis 3 and that§6)®); = ((bp))®. Now by a theorem of Gaschiitz (see [5],
Theorem 15.8.5), we may assurie= E;.

Let & € Irr(DCg(D)|€). From Theorem 1 and (1.1),

(( 11 (1—)~q)'§> : (é)(DCEr(D))> = +1,
qen(F) DCg/ (D)

where the left hand side is the inner product. Hence thergt®eain extensiof of £ to
DCg(D) such thatfpc,.(0y, (€)oc. (py) is relatively prime tat. As we stated in the above
£ is E-invariant, and£)(pc,(py is E-invariant becausgyy is G'-invariant. By [2], The-
orem 4.4, the factor set df/DCg(D) defined by and the factor set oE’/DCg (D)
defined by .f)(DCE,(D)) are cohomologous whela/DCg (D) andE’/DCg/(D) are identi-
fied. Similarly by [2], Theorem 4.4, sindgis an extension of, « and the factor set of
E/DCg(D) defined by are cohomologous wheG/K and E/DCg(D) are identified.
Furthero’ and the factor set oE’/DCg/(D) defined by f)(DCE,(D)) are cohomologous
whenG’/K’ andE’/DCg /(D) are identified, becausé)pc, (py is an extension o .
Hencex ando’ are cohomologous. O

In the above lemma we can take asthe canonical character df belonging to
(bp)¥. Thengk is the canonical character df'Y because is a constituent o/,
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and henceD is contained in the kernel afik,. Moreovera, o’ € Z%(G/K, O*) since
& and £k are respectively characters ofGrinvariant OK-lattice and aG'-invariant
OK'-lattice. By Lemma 5, we see and«’ are cohomologous.

Generally letG be a finite groupb be a block ofG with a nhormal defect grou,
and letb be aG-invariant block ofCg(D) covered byb. SetK = DCg(D) and leti be
a primitive idempotent of2)Cg(D)b. Then we see thatis primitive in (OG)P because
D is normal inG andi* is primitive in kCg(D), and henca OGi is a source algebra
of b. SetB =i(OG)i. Let H be a complement oDCg(D)/Cs(D) in G/Cs(D). Then
H is isomorphic to a subgroup of Alt. For eachh € H, we choosex;, € G such that
h = Cg(D)xn,. We setd" = d* for anyd € D. Moreover leta be a factor set oH
defined by the canonical characterof b, whereH and G/K are identified.

Theorem 7. With the above notationsdB is isomorphic to a twisted group alge-
bra O‘fl(D x H) of the semi direct product x H over © with the factor setr!
(considered as a factor set of ®H), as interior OD-algebras.

Proof. For anyh € H we can choose, € (OCg(D)b)* such thati* ' =it Put
vh = UpXpi. For anyd € D, we have

(6.3) vp~t(id)op = id"

wherev, ! is the inverse ofy, in B. Then we have

B =P iOoKxii = @ iOKivy = @i ODi)un.

heH heH heH

Thus B is a crossed product dfi overiODi. As is well knowniODi = OD. Since
H is a p’-group, from (6.3) and the proof of Lemma M in [11B is a twisted group
algebra ofD x H over © with a factor sety € Z%(D x H, ©) which is the inflation
of a factor set ofH. In fact y satisfies that

vhon = y(h, h)opy  (Yh, h" € H)

by replacingv, by v,8, for someé, €i +i1J(Z(OD))i if necessary. Herel(Z(OD))
is the radical of the center adD.

For anya € OG, we denote bya the image ofa by the natural homomorphism
from OG onto O(G/D). We setG = G/D andK = K/D < G. We have

T0GT = P(OKx, N (FOGI)) = € O

heH heH

Also we have

Th o = y(h, h")hp.
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Sincei is a primitive idempotent of)G corresponding tge, 1OGi is a twisted group
algebra ofG over © with factor sete~*. This implies thaty anda~* are cohomologous.
This completes the proof. 0

Theorem 8. AssumeHypotheses 2and 3, and B = b). Further assume the
defect group D of b and’lds normal in G. Then b and’kare Puig equivalent.

Proof. As is well knowrb and pp)'e®®) are Puig equivalent. Hence by Lemma 4
and (6.2), we may assume thas is G-invariant. Then from Lemma 5 and Theorem 7,
b and b’ are Puig equivalent. This completes the proof. ]

By the above theorem, the Brauer correspondefit afid that ofb’ are Puig equiva-
lent assuming Hypotheses 2 and 3, dnd= bg.

Corollary 2. In the above theoreplet b = b(G). Then ac OG’b(G’) — ab(G) €
OGDb(G) is an algebra isomorphism.

Proof. SinceOGb(G) is a source algebra di(G), OG'b(G’) are OGh(G) are
isomorphic. Therefore diCGb(G) = dim KXG’b(G’), and hence the Dade correspond-
ence from Irrp(G)) onto Irr(p(G’)) coincides with restriction, that i)(G) and b(G’)
are isomorphic. Hence by [9], Theorem 1 or [7], Theorem 4.hmletes the proof. []
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