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Abstract
The aim of this paper is to develop a theory of decompositioithe weighted
modulation spacesMa‘éV with 0 < p,q <00, se R andW € A,, whereW be-

longs to the class oA, defined by Muckenhoupt. For this purpose we shall define
molecules for the modulation spaces. As an application we gi simple proof of

the boundedness of the pseudo-differential operators syithbols in M2
We shall deal with dual spaces as well.

o0, min(1,p,q) "

1. Introduction

The modulation spaces, introduced by Feichtinger in 19&2 (6]), are one of
the function spaces to investigate growth, decay and rggulaf functions or dis-
tributions in a way other than the Besov spaces. Several riapoproperties of the
modulation spaces such as duality, interpolation theor; @&omic decomposition were
well investigated by Feichtinger and Grochenig [6, 7, 8, @, INow they are recog-
nized as appropriate function spaces and they are appligantsfrequency analysis
and pseudo-differential calculus. For example, by usirg ttieory of the modulation
spaces, Sjostrand and Tachizawa generalized the theorgldé@n—Vaillancourt [4, 25]
(see also the work due to Grochenig—Heil [16]). In recentsjethey are also applied
to study the global well-posedness of solutions for the @ayaroblem such as KdV
and NLS equations [2, 3].

Based on the standard notation of signal analysis, we atiepiotlowing notations.

Taf(x):= f(x—a), Mpf(x):=€®*f(x), a,beR", fe&,

o g(x) = / f(x— y)a(y) dy,
FfE):= r )n/Z/ f(x) expix - &) dx,
FH00 = s [ 1@ expix-6)de.

2000 Mathematics Subject Classification. Primary 42B35p8éary 41A17.
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To denote cubes ifR", we use
Q(r) := {x e R": max(xa|, ..., [xa]) =<r},
Q :=[l1, 1+ 1] x[lo I+ 1] x---x[ln, In + 1]

for r > 0 andl € Z". It will be helpful to use the notation from [28]. Let € S’ and
7 € §. Then we write

(1) (D) f := F ¢ - Ff)=(@2r)™"2F1r « f.

As for the Fourier multipliers and the multiplication opena we prefer to avoid super-
fluous brackets. We shall list some typical examples in thisep: Leta,b € R". Then
we write T,¢p(D) f :=[Ta¢](D) f, Mppp(D) f := [Mpg](D) f, Mpyy * f := [Mpyr] * f.
If possible confusion can occur, we bind the function on \whilce operator acts.

Fix g € S\ {0}). Then define

q/p 1/q
It smzgl= ([ ([itr mTarax) @+ ypedy)

forse R and 1= p,q =< oco. Denote byM; , the set of all tempered distributions
f € & for which the norm is finite. An important observation is tita¢ function space
M3 4 does not depend on the specific choiceggaf S(R") \ {0}. For more details we
refer to [12].

In the present paper we consider the weighted modulatiooespdn general by a
weighted modulation norm we mean the following norm given by

qa/p 1/q
I malli= (L (L1 T vy dx) ay)

Note thatM3 , is recovered by setting(x, y) = (1 +|y[)°%. There are many important
classes of weights.

1. A weightv: R?" — [0, oo) is said to be a submultiplicative, if there exists a con-
stantC > 0 such thatv(x 4+ y) < Cv(x)v(y) for all x, y € R?",

2. Fix a submultiplicative weighv. A weight m is said to bev-moderate, if there
exists a constant > 0 such thatm(x + y) < Cu(x)m(y) for all x, y € R?".

3. A weight is said to be subconvolutive, if* € LY(R?") andv 1% vt < co! for
some constant > 0.

4. A weight v is said to satisfy the Gelfand—Raikov—Shilov conditionsfrectively

the Beurling—Domar condition, the logarithmic integrahddion), if

lim v(n)Y" =1 (resp.} 2, log v(nx)/n < oo, Jix=1 109 v(x)/ X"+ dx < o0).

It is shown in [15] that the Beurling—Domar condition imgi¢he Gelfand—Raikov—
Shilov condition. We refer to [8] for more details of the suliitiplicative, moderate



MOLECULAR DECOMPOSITION OF THEMODULATION SPACES 1031

and subconvolutive weights not only &' but also on locally compact abelian groups.
In the present paper, we consider weights of the form

(X, y) = WX)(1 +|y))°,

wheres € R andW belongs to the clasé,, of Muckenhoupt. As the exampM/(x) =
[X|*, « > —n shows, it can happen that fails the submultiplicative condition or the
subconvolutive condition. Another similar example showatty does not necessarily
satisfy the Beurling—Domar condition.

Before we go further, we recall the definition @f,-weights. In the sequel by a
“weight”, we mean a non-negative measurable functiine L., satisfying 0< W <
oo for a.e. and we define the maximal operahdrby

Mf(X) ;= sup @/If(y)ldy
Q cue

Let 1< p < oo. Then we define

W(x) .
€ss. su if =1,
S 'GW( x) P

1 1/(1-p) )pl :
Q?tjtﬁae(|Q|/W(X)dX) (IQI [QW(X) dx if 1<p<oo.

The quantity A,(W) is called the Ap-norm of W, although Ap(W) is not actually a
norm (see [20, 21]). Then it is easy to see that

Ap(W) =

Ap(W) = Agq(W), 1=<qg=p<oo.

The classA, of weights is the set of all weight$/ for which the normA,(W) is
finite. We also define

U A

1<p<oo

We remark thax|™"*¢ € A; for all 0 < ¢ <n. If W e A, then we have

) W(x)dx <chM, | ez"
Q)

for someM > 0 andc > 0.
Let W be a weight. Then we define

1/p
It = ([ 1erwegax) 1< p<oo,
Rn
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Let 1 < p < co. Muckenhoupt showed that the maximal operakbris bounded on
L‘,QV if and only if W € Ap,. Muckenhoupt also proved that the weak-(1, 1) estimate,
that is,

C
[be} W dx = o /|f(X)IW(X)dx

holds if and only ifW € A;. We refer to [20, 21] for more details.

Having set down the elementary facts on the weights, let gsri® the weighted
function spaceM,S)"‘éV. Let 0< p,q < o0 ands € R. The first author of the present
paper noticed that the definition of the unweighted modoapaces can be described
as follows: Pick a functionp € S so that supgf) C Q(2), > nezr Tm@(X) = 1 and

write (X) := /1 + |x|2. In [18] we have defined
1/q
3) If:Mpqll = (Z (M) 9 [F*Tmgp] * f: Lpllq>
meZz"

for f € §'. It is still possible to establish that different choices¢ofwill give us an
equivalent norm.

The main results of this paper can be summarized as followsst dbthe theory
of the modulation spacell , carries over to theA-weighted cases with & p, q =<
oo ands € R.

Let W € A, throughout. Then defin fr : Ig(LY)[| := (X neznll fm : L"’)"||q)1/q for
a family of measurable functiongfy}mezn. Let 0< p,q < oo ands € R. Then the
modulation norm is given by

I e M3l = [[(m)*Tmg(D) f = lq(L )|

@) e
3 (Z (M) [F ] 5 LW) :

meZ"

Here and below we assume that € Ap with 1 < P < oo for the sake of defin-
iteness.

A fundamental technique in harmonic analysis is to represefunction or dis-
tribution as a linear combination of functions of an elenagptform. We shall inves-
tigate the structure of weighted modulation spaces andusiisseveral applications of
this technique. For example, the “Gabor expansion” for tteduhation spaces is dis-
cussed in Grochenig [12] and Galperin—Samarah [11]. Thet ledathe matter of this
expansion is to decompose a function into a linear comlmnatf elements of the fam-
ily {TiMm@}m:.1czn Which is created by just one “atomic” functiop. However, such
atomic decomposition has some disadvantages in analyhimggseudo-differential op-
erators. In general, it is not the case that the pseudoreliffal operators map the



MOLECULAR DECOMPOSITION OF THEMODULATION SPACES 1033

family {T,Mn0}m:1ezn t0 another one created by an atomic function again. To over-
come this disadvantage, we introduce the “molecular” dgmsition. Molecules are
mapped to molecules again by pseudo-differential opesgicemma 3.2). We refer to
[1, 17] for the definition of the molecules for different mdalion spaces.

DEFINITION 1.1 (Molecule). Lets e R. Suppose thak, N € N are large enough
and fixed. ACK-functiont: R" — C is said to be angt m, I)-molecule, if it satisfies

8™ ()l = (M) *(x—1) "N, xeR"

for |o| < K. Also set

ME:= M = {mOoE,}miezn CCK:

there existg > 0 such that
' c-mokf, is an &;m,1)-molecule for everym,| € Z" '

The integersK and N are taken sufficiently large, sai{, N > 10[n/min(1, p/P,
q)] + M + 10, where &] denotes the integer part afe R and M is a positive number
appearing in (2).

Next, we introduce a sequence spané{q to describe the condition of the co-
efficients of the molecular decomposition.

DEFINITION 1.2 (Sequence spam‘,’JYq). Let O< p,q=<o00. Giveni ={Ami}mlezn,
define

A m\,/)\,/q” = H {Z )\mIXQ|} : |q(|_\r/)v)

lezn

Here a natural modification is made whenand/orq is infinite. The sequencnafl‘,’j{q is

the set of doubly indexed sequencées {Ami}mcz» for which the quasi-nornjjx : m‘,’j{
is finite.

all

With these definitions in mind, we shall present our main tesoin this paper.

Theorem 1.3. Let0 < p,q < oo and se R. Letk € S be taken so thajqea) <

K = XQ(3+1/100)
1. Set mad), := (M)~ST;Mu[Fk]. The decompositigrcalled Gabor decomposition
holds for I\/g‘(’;’ More preciselywe have{moF, }micz» € M* and the mapping

fe M3 = 2 = (M) Tad(D) F (Dmiezr € MY,

is bounded. Furthermoreany f € Mg‘(’;’ admits the following Gabor decomposition

5) f= Z Aml mOEm v A= {Amiimiezn = {<m>STm¢(D)f(I)}m,IeZ" € m\rl,\,/q-

m,leZ"
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2. Suppose we are given M {mof Imiczn € M and A = {Ami}miezn € m‘,’J‘{q. Then

(6) f.= Z Ami - moB,,

m,lez"

converges unconditionally in the topology 8f. Furthermore f belongs to M’]" and
satisfies the quasi-norm estimaté : M5 ¥|| < C|[A : m{/ ||. In particular if 0 < p,q <
oo, then the convergence dB) takes place in I\g‘é"

In [11] Galperin and Samarah obtained the following result.

Theorem 1.4. Let0 < p,q < oo and f e &. Assume thav: R® x R*" — R
is submultiplicative. Assume in addition that: R?" x R?" — R is v-moderate. Fix
g€ SR\ {0} and leta, B > 0 be sufficiently small.

Then f satisfies

a/p 1/q
(/ ( [(f, MyT,g)|Pm(x, )P dx) da)) < 00
R" R"

if and only if f satisfies

a/p\ 1/9
<Z<Z'(f' M Tis @) |m(erm, ﬂk)p> ) < .

meZ" \ kezZ"

If this is the case f admits the decompositiofb) in Theorem 1.3.

We remark that the part 1 of Theorem 1.3 is contained in Thmote4 in the
framework of the weighted setting ib = 1 andm = 1. Note that the result in The-
orem 1.4 does not cover our result wheiix) = |x| "*¢ for 0 < ¢ < n. But the main
contribution of this paper is the part 2 of Theorem 1.3, whigs never explicitly ap-
peared in any literature at least for our class of weight fions. This result is im-
portant because pseudo-differential operators do not mef, = (m) ST,MnFk to a
function of the same form. All we can say is that the mapped lbelengs toM*®
(Lemma 3.2). In other words, pseudo-differential opeatorap the functionf with
the decomposition (5) to another one with the decomposif@n We can, however,
recover the norm of the mapped function by virtue of Theoref A Actually we
take this advantage to show some boundedness result of quitfecential operators
(Theorem 3.4).

Finally we describe the organization of this paper. In tha&treection, which is
the heart of this paper, we investigate the molecular deositipn of the modulation
spaces. In Section 2, we prove our main result Theorem 1iBoAdh the proof of the
decomposition result part 1 is just a suitable modificatibrihe argument in [11], we
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include it for reader’s convenience. Our main concern isyewer, the proof of the syn-
thesis result part 2. In Section 3 we investigate the pseliffierential operators whose
symbol belongs tﬂyo. Recall that a symbol clasS]; with me R and 0< p,§ <1

is the set ofC>®(R" x R")-functionsa satisfying|afaga(x, E)| < Cy p(£)MPlal+3IBI We
remark thatMqu—boundedness of the pseudo-differential operators withbgy}s in the
Hormander clasﬁgjs was obtained in [11, 16, 25] with £ p, g < co. As an applica-
tion of Mg',‘é"-boundedness of this result and the decomposition resufiteittion 2 we
shall prove that the pseudo-differential operator with lsgta in Mgo’min(lyp’q)(R“ xR")

is bounded onMg;g". We remark that in [12, 16] Grochenig and Heil proved this re-
sult in the case when £ p, q < co. Recently there are many literatures proving the
boundedness on the modulation spaces of the pseudo-diffdreperators with sym-
bols in the Sjéstrand class (see [12, 17, 22]). In partic@abchenig established this
type of boundedness by using the almost-diagonizatione ker shall use our decom-
position results directly. What is new about this resulthie fact that we have proved
the counterpart for general parameters @, q < oo and the A.-weighted setting, and
the point that we do not have to rely on the dual argument. \i&r te [23, 24] for
non-negative results on the boundedness of the pseudweatiffal operators. In Sec-
tion 4 we exhibit another application of the results in Smt2. In [19] the first author
investigated the dual space Mg'q with 0 < p, g < oo. However, the definitive result
when O0< p <1 <q < co was missing. We exploit the molecular decomposition along
with the method used in [5]. In the present paper we shall lsapgnt this missing
part. The proof is again based on the molecular decomposititained in Section 2.

2. Molecular decomposition in M;']‘(’;’

In this section we deal with the molecular decompositionpénticular, the syn-
thesis property. We assume thate S is a positive function satisfying

) suppp) € Q(2), > Tme(x) = 1.

mezZ"

As preliminaries we collect two important results on the dséimited distributions.

Lemma 2.1 ([27, Chapter 1]). Let 0 < n < co. Then there exists £ 0 such that

sup(y) ™| f (x — )| = cM® f(x)

yeR"

for all f € S’ with diam(suppf f)) < 10, where M” is a powered maximal operator

1 1/’1
@®) MO f(x):= sup (—/|f(y)|"dy) .
S
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We note that under our notation the well-known maximal iradifqy reads
9) MO LY <cllf:Ly[l, 0<n<p<oc.
Let M € N. Denote byW)" the Sobolev space consisting éfe L, satisfying
W = ()™ - F f o Lol < oo
The following is a slight modification of the result in [27, &pter 1].

Lemma 2.2 ([27, Chapter 1]). Let We Ap with 1 < P < o0. Let0O < p < o0
and M e N with M > n/min(1, p/P) —n/2. Set

HD)100 = @r) ™ | HEF 1@ de

for H e S and f e S'. Then there exists a constant-cO independent of R 0 so that

IHD)f : LY < cH(R-) : W[ - | f = LY,
whenever He W)' and f e L} NS’ with diam(suppf f)) < R.

From this lemma we can easily deduce that the definition offtimetion space
MSW does not depend on the choice pfe S satisfying (7).

The following well-known lemma is used to prove the deconitpws results. For
example, we refer for the proof to the paper [5] due to M. Fraaied B. Jawerth, who
took originally a full advantage of this equality.

Lemma 2.3 ([5]). Let f € & with frequency support contained in(£), where
we have defined

Q(2) = {x € R": max(xa|, |X2|, ..., |Xn]) < 2}.

Assume in addition that € S is supported on @) and that

Z'I’.x:l.

leS

Then we have

(10) f =)™y () Ti[F .

lezn

This result is well-known. However for the sake of convepmrfor readers we
supply the proof.
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Proof. First we take a test functione S arbitrarily. Then the support condition
on f gives us

(11) (Ff, 1) = (Ff,k-x-1).

We consider

T (X) := Y k(x — 2rl)r(x — 27l),

lez"

which is 2rZ-periodic. Expandc* to the Fourier series. Then we obtain

(12) T = ) an expl - mi),

meZ"

where the coefficient is given by

1 . .
an = W/Q(n)r (x) expx - mi) dx

1 f .
= - k(X = 2r)T(x — 27l) | exp - mi) dx
(2m) Q(n)(é:n
= @0 /R" Kk (X)T(X) exp - mi) dx.
Here, Q(r) = {x € R": max(xa|, |X2|, ..., |Xa]) < m}. Taking into account the support

condition of the functions, we obtain

(13) k(X)T(X) = k(X)T*(X) = Z amk (X) expex - mi).

meZ"

We write out (11) in full by using (12) and (13).

(Ff, 1) =) an(Ff, xexpt-mi)

mez"
1
= v (ke expl - mi), 7) - (Ff, k expls - mi))
n’;ﬂ (27T)
1 . .
= <{mezn @0 (F T, kcexpt-mi)) -k expl:- ml)}, r>.

Finally observe tha{F f, k - exp¢ - mi)) = (27)"2f(m) from the definition of f (x).
Sincet is arbitrary, we finally obtain

1
(27)"

f(m) -k expEx - mi).

Fix)= @) )"

mez"
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By taking the inverse Fourier transform to both sides, weehte desired result. []

It is convenient to transform (10) to the form in which we usdhie present paper:
14) =) Twp(D)f =(21) "> <Z Tn(D)F(1)- Ti Mm[flxl)-
mez" meZ" \lezZ"

Finally we need a lemma, which is of use for analysis of the umtatttbn spaces.

Lemma 2.4. Let0O < p,q < oco. Let {Fyn}mez» be a sequence of positive measur-
able functions. Set

Gm:= Y (I—-m™Fp

lezn
for me Z". Then we have
1Gm : 1g(LY)| =< cllFm = lg(L )

for some constant & 0 as long as N> 2n max(1, ¥ p) max(1/q, (g — 1)/q).

Before the proof, we remark that the following fundamenteduality holds.
(15) @+b'=<a’+b", 0<v=1 abs>0.

Proof. Let us set) = min(1, p). Then we have

I +g: Ly < I fLg1”+lg: LY

for all functions f and g. Using this inequality, we have

n/9
IGm : lq(LY)I" = (Z (IGm : L}Q"II”W")

meZzn

a/n\ n/d
s(Z(Zu—m)N"nFl:LW) ) :

mezn \lezn
If q <n, then we have
a/n
<Z<' —m)N|F LY,Vu") <> (4 —myNE LY
lezn lezn

by virtue of (15).
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If g > n, then we instead use the Holder inequality to obtain

a/n
<Z<' U E L¥,V||")

lezn

9
< (Z(l _ m)—Nﬂq//2> . Z(l _ m>_Nq/2||F| . L\‘/)\/”q

lezn lezn
<c ) (I —mNE L.

lezn

As a result, we obtain

a/n
(Zu —m) MR LY)VH") <cy (1 -m 2R LY

lezn |ezn

for all 0 < g < oo. Inserting this estimate, we obtain

meZ" leZ"

n/q
IGm : lg(LY)I" < C( DO i —my N2 R L‘{,Vllq) = ¢|[Fm : lg(LY)I"-

This is the desired result. O

2.1. Proof of (5). The proof will be based on the boundedness of the Hardy—
Littlewood maximal operator, which is natural in our franm@w using the band-limited
distributions, while the proof given by Galperin and Sarharelies on the precise es-
timate for the convolution.

As for the first assertion of Theorem 1.8n0F }miczn € M3 is clear, once we fix
K sufficiently large in the definition of molecules (Definitidnl).

Let f € M;"‘c’;’. Then we expandf according to (14):

f =@y <Z Tnd(D) (1) T, Mm[f—lxl>.

meZ" \lezZ"

Thus, if we setiy := (27)™2(M)STn@(D) f (1), Mok, := (M) ST Mn[F 1] then we
obtain a decomposition of

(16) f=" Am-mo,.

m,lezn

Let us check that this decomposition fulfills the desiredpprty in Theorem 1.3. Be-
cause we are going to utilize the maximal inequality (9), &x@ression in the right-
hand side is agreeable.
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Lemma 2.1 gives u$Y |z Amixq (X)| < cM@[(m)*Tme(D) f1(x) with » slightly
less than min(1p/P). Now thatn is less than min(1p/P), we can remove the max-
imal operator to obtain

(17) In s mYall < cIMP[M)*Trg(D) 1] : gL < el F = MY,

(17) together with (16) concludes the proof of the decontsipart of Theorem 1.3.

2.2. An equivalent quasi-norm. Having obtained a decomposition result, we
are now going to be oriented to the synthesis part. To do tlEsneed an equiva-
lent quasi-norm. Feichtinger [6] defined the modulationcggain the way described
in the following theorem when ¥ p, g < co. In [18], the first author extended the

definition to the case & p <1 or 0< q < 1 under the unweighted situatiolV = 1
although we have to restrict the class fpr Such generalization was carried out by a
simple modification of the argument in [12]. But the followgitheorem is a non-trivial
extension of the result in [18] to the weighted case.

Theorem 2.5. LetO< p,q<o00,s€R andy € S be a positive function satisfy-
ing a non-degenerate conditiorFys # 0 on Q(2). Then there exists a constant=c0

such thatfor all f € M;:‘c’]",

s MW < KMy f 2 1g(LY)]) < cf f = M3W.

To prove the theorem we need one more calculation.

Lemma 2.6. Lett,0 € S. Suppose thafl is compactly supported. Then for all
M e N there exists G, depending only orr, 6, « and M such that

(18) 10%(Ti0 - TnT)(X)| < Cmo(l —my™ forall x,I, meR".
Proof. By the Leibnitz rule and the Peetre inequaliiy+ b) < v/2(a) - (b), we have
10%(Ti0 - TmD) ()] = Ema{x =)™ (x =m)™ < ey ol —m)~,
proving (18). O
With Lemmas 2.1, 2.2 and 2.6 in mind, let us complete the paofofheorem 2.5.

Proof of Theorem 2.5. We shall first prove
(19) IRIEM s £ 1g(L) < ¢l £ = MY
and then

(20) If 2 MBI < el (KM * 2 lg(LE)II-



MOLECULAR DECOMPOSITION OF THEMODULATION SPACES 1041

We can assume by replacing if necessary, even that
(22) Z Ti¢p = 1.
lezn
For the proof of (19) we decompodd,yr x f by using (21)
(22) Mir % f =" My % [Tip(D) f].
lezn

Mgy x f having been decomposed in (22), we are to estimate each sumna
do this, we rewrite the summand as

Myt * [Tigp(D) F1(X) = cnFH(Tk[F ] - F(Tig(D) f))(X)
= G T[FY](D)Tigp(D) f(x)
= Co[Tu[F¥] - Tik](D)Tip(D) f (x)

= [ FUTFY] - TRWTHO) f(x - ) dy,

wherek € S is an auxiliary compactly supported function that equalsnlsappg).
By virtue of Lemma 2.6 we have

(23) |F A TLFY] - Tely)] < enfl =k~ - (y) Y,
where N is taken arbitrarily large. Lep := min(1, p)/2. From Lemma 2.1 we have
(24) ITigp(D) f(x — y)| < cMD[Tip(D) F1(x) - (y)™".

Recall thatN is still at our disposal. Thus, if we takl large enough and combine
(23) and (24), we obtain

My * Tig(D) f ()] < c(l — k)™ - MP[Ti(D) f](x).

Therefore, inserting this estimate and using the boundedoéM®, we have
(k)M £ 2 LY |mneP/P)

< ZH(k)Ska// * Tip(D) f L\'/JV”min(l,p/p)
lezn

<c Z(| — k)y~@N=9)min(.p/P) | (1 \SM O[T, (D) f] : L\F/’v”min(l,p/p)

lezn

<c Z(I — k)*(ZN—S) min(1,p/P) | || (| )STI ¢(D)f . L\[/)V”min(l,p/P).

lezn

Here we have use¢a + b) < +/2(a) - (b) again.
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By Lemma 2.4 and the fact thall is sufficiently large we obtain

1/u
(k)M s+ £ 2 LY|MEP) < C(Z(l — k)N (1) Tig(D) f L}’,VII“) :

lezn
Therefore, if we arrange this inequality, we are led to
(25) (k) SMiyr s £ L% < ¢ Y (1 =k)™N- [[(1)STig(D) f = L)%
lezn

If we add (25) overk € Z", then we obtain (19).

Now we prove (20). For this purpose we pick a smooth bump fanacjy: R — R
so thatx(—1,1) < 70 < x(-2,2 Setn(x) := nk (x) := no(K x1)no(K 1x2) - - - no(K *xn)
with K large. We letn® := n(27%x) and M := [n/min(1, p) —n/2] + 1. Then we have,
taking into account the size of the supports of functionst th

1/q
It Mswn—(Zn STknﬁ(D)Tkn(D)qus(D)f:LY)VH‘*) .

kezn

Since Fy never vanishes on sup) the function® := ¢/F is well-defined.
Note that

Tkp(D) f = Tk ®(D)[My = f].

Thus, using this decomposition and the translation inuagaof WM, we obtain

1/q
1Ml = (Z 1{)*Tkn* (D) Te®(D) Tun(D)[Myy * f] : L}’YII‘*)
kezn

(26) 1/q
= C(X:IIHtt -0 W9 - (k) Tin(D)[ My * f] : L\,’Jvllq> :

kezZn
Here for (26) we have invoked Lemma 2.2. Now by using

My Tin(D) f = My £ — (M« f — My Tn(D) )

we obtain
1/q
Mgl < cKM*”(ZII (k)*Tkn(D)[Myr * f] L¥YII“>
kezn
1/q
(27) < cKM+n<Z [(K)Myr s f L\F’)V||q)
kezn

1/q
+cKM+n<Z 109 Mis (2~ Ten(D) 1 : L%Vllq) -

kezn
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Our strategy for the proof is to establish that the seconcdh tef (27) can be made
small enough, if we také& sufficiently large. Recall that we have proved (25), that is,
for everyge &’

1My + g s L[4 < ¢ ) (k—m) N9 [(m)*Tup(D)g : L[

mez"
If we apply the above inequality witly = (1 — Tyn(D)) f, then we obtain
1K) *Mir % (1 — Tn(D)) f = L1
<c Y (k=m) N (M) Tyg(D)(L — Tin(D)) f : L[ %

mez"
Taking into account the support condition pfagain, we are led to
1K) My (1 — Tin(D)) £ = LY
<c Y (k—m)™N9 [(m)STe(D) f : L)|C.
mezZ"
|k—m|>K -2

This inequality is summable oves € Z" to cK=NI+|| f : Mp.qll9. If we insert this
estimate to (27), then we obtain

@8)  |If: MRl = eKMI (k) My * £ 2 lg(L)] + ekM VAT £ o MR

By assumption, we haved € Mg‘g’ Consequently, if we fixN so large thatN >
M + n +n/q and then choos& large enough, then we can bring the second term of
the right-hand side in (28) to the left-hand side. The remult

I M I < el {R°Mey # f 2 1g(L)I],
proving (20). []
2.3. Proof of Theorem 1.3. First we verify that the sum converges d1.

Lemma 2.7. Let se R. AssumeA = {Ami}miezn € mgm = My and that a
family of functions M= {moF, }m cz» belongs toMS. Then the series

Z Ami - moB,

m,lezn

is convergent unconditionally i’
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Proof. Fix a test functionp € S and setdpy(x) := e'™* mok,(x), m,| € Z" for
the sake of brevity. Thefi®m}m ez € CK fulfills the following differential inequality

sup(x — )N[3% ®mi(x)| =< c(m)

XeRN

for all m,1 € 29 and« € N§ with || < K, wherec is independent ofn, | and .
Therefore we have

[ #0amot,0ddx = [ 000m( expim-x dx
]Rn ]Rn
= (m)2 [ (3= 0 (00LmO0N] expim ) dx.

Here Ko := [K/2]. Therefore it follows that

[ soomog, e = e [ - ayeeormean ax < S
RN | - (m)ZKQ a0 mi < (|)2K0
From this and (2) we can readily deduce the desired conveegen O

Lemma 2.8. Suppose thab < p,q < oo and s€ R. Any (s; m, |)-molecule be-
longs to ‘él" provided K and N inDefinition 1.1are large enough.

Proof. LetM be an §; m, |)-molecule. Then we have

(7 Tl + M) = ™ [ & ™ Fp(x— y)M(y) dy

g |

T @+ mp)K /R [(1 - 2)*°/%e ™1 Fp(x — y)M(y) dy
amx )

= I fu ™A Ao MO dy
eim-x )

— R [ €O A EFRMOx - Y] dy,

where Ko = [K/2]. Note that
(1= A)P[Fp(y)Mx = V)| = ()™ Hx—y)™N = efy) " Hx) TN

Hence, it follows that
c

-N
@+ mpRe X

[F~ Tm¢] * M(x)| <
As a result, we obtain
c

-1, M: LY < —oF
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becauseW is an Ap-weight. This inequality is summable and we obtain

(M : MSW|| < oo.
Thus, the proof is complete. O
With these lemmas in mind, we prove the remaining part of Témol.3.

Proof of Theorem 1.3. Lek = {Ami}miczn. We definef = 3", .zn Am mok,.
Then Lemmas 2.7 and 2.8 together with Fatou’s lemma redueearihtters to show-

ing

(29) IH(k)*Micw # £ 1L < clla = mlgll,

where ¥ is a smooth function supported on a small bBlr) and the elements in
are zero with finite exceptions. L&t |, m € Z" be fixed. We estimate

Myt  moky (x) = € fR &MYy (x —y) - (™ mof, (y)) dy.

First insert (1— A)Ked(M WY — (m — k)2Ked(MK-Y gand carry out the integration by
parts. HereK, :=[K/2]. Then we obtain

e (1 — Ay oy (x —y) (e mofy ()} 4

Mg Moy () = s [ oy

Thus, since{moP }miczn € M® and ¢ is a function supported on a small bal(r),
we are led to

c(m)—° 2Ko c(m)~—°
(m — Ky /B(m(y DS g - x e

| Micty s moby ()] <

Inserting this estimate, we obtain

P a/p
> {/};n ((k)S D7 i - My moﬁ1|(x)|) W(x) dx}

kezn m,lezn

p
<CZ{/ ( Z(m)S|xm||-(<m—k>-<x—l>)2K°) W<x>dx}

kezn m,l eZ"

(30) a/p

To estimate (30), we proceed as follows:

|Ami [Ami]
Z (x _nlnl)2Ko - Z (x mIZKo = CZ 221KO Z |Amil-

lezn jeN,lez" jeN lezn, (x—1)<2i
21 1<(x—ly<2
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Now that O< n < 1, we have

1/n
[Ami] 1 )
Z (x —1)2Ko = CZ 221Ko Z 2l -
lezn, y<2i

lezn jeN (x—I

Since Ky is sufficiently large, we obtain

1/
_ 1 1
Dl (x=1) ZK"SCZm(ﬁ 2 '““'ﬂ)
)<2i

lezn jeN lezn, (x—|

1
(m)
< M’ [Z km'XQI}(X)
jeN

lezn

<cM® [Z )»m|XQ|](X)-

lezn

If we insert this to (30), then we obtain

p a/p
Z {/ ((k)s Z [Ami - My * mOE,1|(X)|> W(X) dx}
kezn R? m,lez"
P
<c) {/ ( > M(”)[Z )‘mIXQl:|(X) -(m— k)_2K°+'S'> W(x) dx}
-

kez" meZzn lezn

a/p

Assuming Kq sufficiently large, we are in the position of using Lemma 2.idhw
Fn(X) = M("’[Z xmlxo.](x)
lezn

and N = 2Ky — |s|. Using Lemma 2.4 and the maximal inequality, we obtain

1K) My % 2 1g(L )

P a/p
< Z {/R ((k)s Z |Ami - M mol'fn,(x)|> W(x) dx}

kezn m,lez"

RN

mez" lezn
p a/p
W(x)d x}

fc{/RnZ

mezZ"

Z AmixQ (x)
lezn

.l

p.qtt >

=clA:m
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which is exactly the result (29) we wish to prove. []

3. Pseudo-differential operators

In this section, as an application of Theorem 1.3, we proeehibundedness of the
pseudo-differential operators.
Givenae Sy, meR, 0=4, p = 1, we define

(C1Y) a(x, D) f(x) := (27) ™2 /R a(x, §)F f(§) exp(x - §) dg,

for f € S. Following [28], we denoteNp := {0, 1, 2,...}. As is easily seen by carrying
out the integration by partg(x, D) is a continuous linear operator ¢h If we define
a’(x, D), the adjoint operator oé(x, D) by

(32) a‘(x, D)g(x) := (2n)™" //R - a(y, £)g(y)e Vx4 dy dg

in the sense of oscillatory integral, then we see #i@x, D) is also a continuous linear
operator onS. Therefore, we can extera{x, D) to a continuous linear operator @
by defining, for f € &’

(33) (a(x, D)f, ¢) := (f, a*(x, D)¢), ¢ €S.

3.1. Symbol classS), In this section we shall provevs'-boundedness by
means of molecular decomposition of pseudo-differentiarators with symbols irsgvo.

Theorem 3.1. Suppose thad < p,q < oo and se R. Let ae %0, namely as-
sume that ae C*(R" x R") satisfies the differential inequalities

sup [9fdga(x, &)| < oo

X,E€RN

for all «, B € No". Then the operator &x, D), defined initially onS by (31), can be
extended continuously to a bounded linear operator ogy‘é‘M

By Theorem 1.3, Theorem 3.1 essentially is reduced to estétg the following.
Lemma 3.2. Suppose that € R. Letx € S be a compactly supported function.

We define m@), € S for m,| € Z" by setting m@,(x) := (M) STy Mp[F Lk](x). As-
sume in addition that & S ;. Then we havda(x, D) mof,}m ez € M.
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Proof. To prove this, we writeé(x, D)moF, out in full. As is easily verified, we
have F moE,, = (m) M_; Tk and hence

a(x, D) mok,(x) = (27)~"2(m)~° / a(x, §)e (s —m)es* dg
RTI
= (27)""*(m)~* / a(x, & + m)e M) de.
RH
Therefore, what we have to estimate is the following funttio

(34) e '™*a(x, D) mof,(x) = (27) "?(m) Se'™ / a(x, & + m)es Dy (e) de.

Rn
By using (1— Ag)Ne& ) = (x —1)2Ng& D it is not so hard to see

|e7im-xa(x, D) moEnl(x)| < C(m)fs(X - |)72N.

Since a similar argument works for any partial derivativeeof™*a(x, D) moE,(x) in
view of (34), the proof of this lemma is now complete. [l

Having proved Lemma 3.2, we turn to the proof of Theorem 3.1.
Proof. Givenf € M;‘("V C M;,Vgo we expand it again according to (14) along
with the coefficient condition:

f=@n)™ )" (Z T/ (D) F(1) - T Mm[f—lx]>,

meZ" \lez"

(35) M) T (D) F ()Imczn = Mgl < cll f  MEYI.

With this formula in mind, we define

(36) a(x, D)f :=(27) ™ > (Z Ty (D) (1) - a(x, D)[T Mm[]?llc]]).

meZ" \lezZ"

Since (35) is valid forf € S, (36) is an extension of(x, D) from S to M;‘é" By
virtue of (33) and the convergence of (35) and (36)\:1@1‘3’, we see that the extension
is unique. Now we are in the position of using the synthesis pTheorem 1.3. As
we have verified in Lemma 3.2, we ha{@X, D)[Ti Mn[F 1] }m,1cz» € MS. Thus, the
estimate of the coefficients yields th&t— a(x, D) f is a continuous operator dw;;‘c’;’.

O

REMARK 3.3. It is worth pointing out that we can say more. LekOp, q <
oo. Then there is a large integ@&y, which depends orp and g, so that the pseudo-
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differential operatoa(x, D) is bounded oer;y‘éV whenevem is aCNe-function satisfying

lalling == sup |95¢a(x, &)l < oo.
X,E€RN
Dt,ﬁENon

le,|B1=No

Reexamine Definition 1.2 and the proof of Theorem 3.1 togethi¢h Lemma 3.2.
Then we sedfa(x, D)l ysw := SUP; g 1206 D) F = MEW[ /[ MSW|| < c]l[alfng,
if Ng is large enough.

3.2. Symbol classMQ, inapq- [N this section we deal with the symbol class
M2, min(.p.qp Which containsg) ; strictly. The crux of the proof is the decomposition

result we have obtained in Section 2. As is easily shoMIjo’min(l’p’q) can be embed-
ded intoL .. In general we have
0 0
Mpmine.p) © Lo € Mpmax,pyr 1= P =00,
Meanwhile M2, , is known to contain non-smooth functions. Thus, we can sag-Th
orem 3.1 can be widely extended to the theorem below.
Theorem 3.4. Suppose thad < p,q < co. Let ac Mg’o’min(l’p’q)(]R” xR"). Then
the operator &x, D), defined initially onS by (31), can be extended continuously to
M9 Furthermore we have

lax, D)llyes e < €2 M2, ringup e ®" X R

Proof. Letac Mgovmin(lyp'q)(R” xR"). As we have discussed in Theorem 1.3, we
take an auxiliary functionc: R" — R satisfying xo(@s) < ¥ < xq@+1/100- In order to
apply Theorem 1.3, we shall adopt an auxiliary functionof tensored type. Speaking
precisely, we replace with «* given by «*(x, £) := k(X)x(§): R" xR" — R. The fact
that « is of tensored type gives us

37) al, &)= Y apmi - TeMo[FH]00T Mu[F~Y](§)
a,B,m,lezn

with the coefficient condition

1/ min(1,p,q)

min(1,p,q)
(38) ( > (sup |Aa,ﬂ,m,||) ) < clla: M2, incp,q) R X RM)].

maezn \HAEZ"
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Keeping (37) and (38) in mind, we define

ama(X, &) = Y dapmi - TsMa[F ()T M F 1] (8).
Blezn

Then we have

b8 em( 2 €D et - T HIOOT [J-"lic](é)> e,

B,lezn
Thus, if we set

a‘r(T:‘II-,)(x(X’ E) = eia-x,
a,(x, &)= Y e ™) mi - TF IO TIF (&),

glezn

ald),(x, &) 1= €M,
then the pseudo-differential operator is factorized ihte¢ pseudo-differential operators:
am« (X, D) = al) (x, D) 0 a®, (x, D) o af) (x, D).

It is easy to see thaa,%)a is a multiplication operator which is actually an isomohi
on Mg;‘é" and thataﬁ)a is a translation operator which is also an isomorphisnMﬁj‘g".
Note that the operator norm is uniformly bounded oreand«. Thus, the matters are
reduced to investigating the operator normag),.

Now it is high time to apply Remark 3.3. Assuming s@pss|iqpmi| < oo, we
can easily obtain

2
1% [INo < € SUP 3 p,m,
I,Bez"

provided Ny is an integer as in Remark 3.3. Thus, we have obtained

(39) lam.a (X, D)lImgw_mgw = C SUP [Aa g mil.
' ' I,Bezn
By [[f +g: MGW|mn@WRa) < || f : MOW[Mn@PD 4 ||g: MOW|minLPA), we obtain
1/ min(1,p,q)
la(x, D)l oy < (Znam,a(x, D)uMg,qm'”“’p'q)) :
m,a

Adding (39) overm and « and using (38), we see thatx, D) is bounded ori\/lgj‘é".
O
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4. Dual space

We will apply our decomposition results to specify the dysdee ofMj , = M;é
We remark that in [19] we have obtained some results even forpdq < co ands =
0. Our approach here is taking full advantage of Theorem d.frove the following.
Given ap € (0, <], we definep’ :=p/(p—1)if p>1landp :=co0 if p=<1.

Theorem 4.1. Let0O < p,q < oo and se R.
1. Let f € My%. Then the functional g S+ (f, g) € C can be extended to a
continuous Ilnear functional on ¥
2. Conversely any continuous linear functional orf Mcan be realized with M;,fq,.

Proof. The proof of 1 is straightforward and we omit the detdie shall prove
2 only in the case when & p <1 < g < oo, the rest being covered in [19] when
s = 0. An argument similar to the one below works for the remajntase. Let; be
a continuous functional orh/lS ng- Then we can define the continuous operafofrom
Mp,q to M7, as follows: Let

RO)X) := D hant - (M) Ty M[F (),

m,lezZ"

where « is a function appearing in Theorem 1.3. Set:=¢ o R: mpq — C. Then
¥ is a continuous functional om, 4. As is well-known, any continuous functional on
mp,q can be realized with a coupling, that ig(A) can be expressed as

YA = Y pmicAm, A= (Amimieze With oMy gl < cll¢ o R,

m,l ez

where p = {pmi}miezn € Mg and | - || denotes the operator norm. Be reminded that

¢ is a function satisfying (7) to define the norjirf : M7 ,||. Setting

S(9) := {(M)°*Tm@(D)g()} mezr, 9 € M3 g,
we obtain a linear mapping: M3 , — mp 4 satisfying
IS(9) : Mpgll =clg: M3gll, ¢ =¢oRoS=yoS

Thus, we have;(g) = ¥ ({{m)*Tm@(D)g(1)},mezn) = Zmuezn )*pmi - Tm@(D)g(l) for
all g € M3 .. Now we setf := (27)™2 )\ z0(M)°om - TM_m[F¢]. Then The-
orem 1.3 gives us

fFeMly 1T :MIgll =clp:Mugll =cligoRI < clg]..

00,q"?
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A simple calculation yields

(f,0) =@0) " Y (M) - (TM_u[F¢], Q)

m,l ez

= (27)™2 3" (M) pomi - (FTmgl(l — ), Q)

m,lezn

=¢(9)

for all g € S. Therefore, 2 is proved. O
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