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   Introduction 

    Let Z be the set of link isotopy types and X:Z->C a C-valued 

 invariant of links. For any positive integer r , one can define the 

 r- arallel version X(r): Z _> C of X by putting 

                 X(r) (K) = X K(r)), K E Z, 

 where K(r) is the r-parallel link of K obtained by applying the 

 operation ~r) (see Figure 1) to each cross ing point of K. 

                        Figure I 

 Recently, Morton-Short [241 and Yamada [341 independently noticed the 

 existence of a pair of knots which is indistinguishable by the Jones 

 polynomial [141, but is distinguishable by its 2-parallel version. 

 Moreover there exist mutant knots distinguishable by the 3-parallel 

 version of the two-variable Jones polynomial p(3) ([251 and Section 

 6.2 of this paper). Thus it seems to be .worth while studying the 

 r-parallel version of a link invariant from a general view-point . 

   Throughout this paper we assume that all the invariants of links are 

 of 'trace' type, A link invariant X is called of trace type iff X 

 satisfies the following conditions: 0) Let b^ be the closure of an 

.n-braid b. Then X(b^) can be written as a linear combination of 

 characters of representations of the braid group B 
n 01) The 

characters in W satisfy some compatibility conditions with respect to 

the natural inclusion B 
n -> B n+1 (n= 1, 2, ...) (see Definition 1.1.4). 

For example, the (two-variable) Jones polynomial [7), [141, [291 and the 

Kauffman polynomial [171, [221 fulfill this assumption. (See also [2), 

[101, [151, [261.) The purpose of this paper is to give an efficient



method to calculate the r-parallel version X(r) of the invariant X. 

A direct calculation of X(r)(K) is, in principle, possible, but the 

degrees of the characters of the representations included soon become 

enormous even for relatively smal*1 r. We show that the characters can 

be reduced to a sum of those of much smaller degrees, and we have only 

to deal with representation matrices of much smaller sizes. See 

Table 1. 

                       Table I 

  One of the main results of this paper is the following, which is an 

immediate consequence of Theorems 1.4-9, 1.5.1, 4.4.1, Corollary 4 .2.3 and 

  Theorern. Let V be the one-variable Jones polynomial, r a

positive integer and b

have the following.

V(r) 2   (b^) I c rd          j =o

3-braid whose closure is a knot. Then we

where

 a k
, i (V) = (-1) 

reDresentations of B

3(r-j) 

2 

 1 a. (r- j (V) 
  i=O 

      r-2j+l r+1 

        r+I 

    k+1 t k/2+1/2-i t

  Trace(n 3(r-j),i (b) ),

-k/2-1/2+1

and -n 3
r, i '

    t - t 

3 given in Theorem 4A 1.



   The degree of the representation -n 3
r,i is equal to i + 1 if 

0:< i z-, r and 3r - 2i + I if otherwise. Applications of the above 

theorem are given in (4.4.4)- (4.4 10). 

   In the last section of this paper, we shall give a necessary 

condition for the existence of mutant knots distinguishable by the 

r-parallel version X(r) of the link invariant X (Theorem 6.2.4). We 

construct mutant knots KV K 20 K 3P K 4 for which the 3-parallel 

version p(3) (Ki) (1_<i_<4) of the two-variable Jones polynomial are 

all distinct (Section 6.2). 

   We shall give a formula for an invariant of cable links. Let X be 

a link invariant of trace type. Then we shall construct several link 

invariants X(rj), X(r,2), ... by 'decomposing' the r-parallel version 

X(r) of X (Theorems 1.5.1 and 2.2.1 ). Let K be a knot , L a link 

in the solid torus and K L the satellite link [41 coming from K and 

L. Let X L be a knot invariant defined by X L (K)= X(K L ). Then X L 

can be written as a linear combinations of invariants X(rj 1), X(r,2). ... 

if L , is a 'cable' (Definition 1.6.3), or if X is the Jones 

polynomial or the Kauffman polynomial (Theorem 1.6.4, 2.2.1, 4.3.2, 

   We prove, in Sections i-2, fundamental formulas for X(r) and show 

some related results of general nature. In Sections 3-5 we apply the 

results of Sections 1-2 to the r-parallel version of the (two-variable) 

Jones polynomial and the Kauffman polynomial, and investigate them more 

closely. It is discussed in Section 6 how X(r) works at mutant knots . 

  As a conclusion of this paper, we might say that the r-parallel 

version of link invariants seems to be quite promising in attacking the 

classification problem of link types.
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   1. The parallel version of link invariants) I (the case of knots) . 

We shall discuss in this and next sections general properties of a 

 parallel version' of a link invariant of 'trace' type. In this 

section we first state and prove the results in the case of knots , and, 
in Section 2, generalize them to the case of links. 

   I. I. Link invariants of trace type. Let Bn be Artin's braid 

group on n-strings with standard gen erators 01, 02, -- (Jn-1 as in 
Figure 2, 

                   Figure 2 

  Bn <01) a 2] ...'a n-1 10 i 0 i+1 a i =0 i+1 a i Gi+1 (I K i K n-2), 
                      CY i (Y i +1 = 0 i+1 Oi (1 ~ i < j-1 ~ n-2)>. 

Let t 
n Bn Bn+.r be the'group homomorphism def ined by tn(r)(G,) (J, 

for n, r E N 1, 2, and 1 K i K n-1 . We regard B. as a subgroup of 

B,+, with respect to the inclusion t
n (r). Let B=I(b,n) IbG Bn for 

n = 1, 2, A closure of a braid (b, n), written (b, n) ^ or simply 

b^, is the link formed by joining the n points at the top of (b,n) 
to those at the bottom without further crossings. Two links K1, K2 

are called equivalent if K, is ambient isotopic to K2 in R 3 01 , 
Chapt. 1, B). 

  Theorem 1. 1. 1 (Alexander [ 11 P.42). Every link is equivalent to the 

cl s-ure of a braid,



   Definition 1.1.2 (Markov class). Let - be the equivalence 

relation on B generated by the following; 

   M (bb', n) - (b'b, n) for b, b' E Bn 

                                   -+ I   0 1) (b
, n) - (bCYn , n+1) for b C Bn-

The equivalence classes of B by the above relation are called Markov 

classes. 

   Theorem 1. 1.3 (Markov [ 11 P.51 The closures of two braids bl, b2 

are equivalent if and only if b, and b2 are contained in the same 

Markov class. 

  Definition 1.1.4 (link invariant). A mapping X from B to a set 

S is called a link invariant if X is constant on each Markov class 

of B. 

  Let C be the field of complex numbers and B 
n ̂  the set of 

equivalence classes of finite dime nsional irreducible C-I .inear 

representations of B 
n . Let f be a C-valued function on B. We 

assume that f can be written as a linear combination of characters of 

the braid group, i. e. f or b E Bn, 

                f (b, n) = .1 a R (f) X (b), 
                      REB^ 

n where, for each R EBn~, X
~ is the corresponding character and a R M 

is an element of C independent of b. Let (p V V ) be the 

representation of B. corresponding to [L EBn^p i.e. V is the 

representation space and p R is the group homomorphism from B. to



GL (VR) . Then p R is extended uniquely to a C-algebra homomorphism 

from the group ring CB n to End(VR) and so its character X IL is 
extended to a linear function on CBI, which are also denoted by p 

and XR respectively. Hence the function f is extended to a 

function on CB (b, n) I b c CB n f or n C NJ by 1.5), which is also 
denoted by f. 

  Definition 1.1.6 (associated algebra). Let An(f)^=IREBn^ 

a R (f);eOl for nEN and A 
n (f)= 0 p R (CBn)' We call An(f) 

                            REAn (f ) 

(n=,I, 2, the associated algebra of f. Let p 
n :CB n -> A n (f) be the 

algebra homomorphism defined by P
n PR' 

                                   RE-An (f 

  Definition 1.1.7 (trace type). A C-valued function f on B is 

called of tr--ce type if f satisfies the following conditions: 

       The invariant f can be written as a linear combination of 

       characters of IB, as in 

  0 D Let A, (f ), A2 (f be the associated algebras of f Then 

       there are*algebra homomorphisms t 
n :An(f) ->An+,(f) for which 

       Pn+1 0 n n - Pn" 

  Remark 1. 1.8. Either the one(two)-variable Jones polynomial or the 

Kauffman polynomial is of trace type for the generic values of its 

parameter(s).

7



   To specify the notations, we review the definitions of the 

polynomial invariants of links mentioned in Remark We also 

recall the definitions of the regular isotopy invariants of unoriented 

link diagrams called the bracket polynomial and the L-polynomial [16), 

[171 which will be needed in Sections 2 and :5. 

  Definition 1.1.9 (writhe). The writhe of a link diagram K is the 

sum of the signatures of all crossing points of K (Figure 3) and is 

denoted by w(K). 

                       Figure 3 

   Definition 1.1.10. Fix a non-zero complex number t. The bracket 

polynomial <->=<->(t) with values in C is uniquely defined for 

regular isotopy classes of the unoriented link diagrams by the 

following formulas: 

         <K+> = t-1/4 <Ko> + t 1/4 <K,,.>, <0> = 1 for the unknot 0, 

-here the K
. are identical except within a ball where they are as in 

Figure 4. 

                       Figure 4 

   Fix non-zero complex numbers a and x. The D-polynomial D(.)= 

D(-)(a,x) with values in C is uniquely defined for regular isotopy 

classes of the unoriented link diagrams by the following formulas: 

       D(K.) - D(K-) =x(D(KO) -D(K.)), 

       D (K
~ a D (Kn), D (K2- a- 1 D (Kn), D(O) = 1, 

where the K* are identical except within a ball where they are as in



Figure 4. 

   In the following, we define isotopy invariants of oriented links. 

Fix a non-zero complex number t. The one-variable Jones polynomial 

V(-) =V(-)(t) with values in C is defined by 

             t-lV(K+)-tV(K-)= (tl/2-t-1/2 MKO), V(O) = 1, 

where the K* are identical except within a ball where they are as in 

Figure 5. To specify the parameter t, we also denote V(K) by 

V(K)(t) for a link K. Let K be a link diagram. Then it , is known 

[161 that 

                        3 A                V(K) (t) (-t < K, 1> (t). 

                       Figure 5 

   Fix non-zero complex numbers P and m. The two-variable Jones 

polynomial P(-)=P(-)(g,m) with values in C is defined by 

         9-'P(K+)+PP(K-)+mP(Ko)=O, P(O) = 1, 

where we use the notation in 

   Fix non-zero complex numbers a and x. Let K be a link diagram 

and I K I its unoriented link diagram. The 'K'auf fman polynomial F( 

F( - ) (a, x) with values in C is def ined by F(K) = a-v(K) D(IKI).

9



    1.2. Parallel versionS . Fix a positive integer r . Let 

n 

 Bn-> B
rn be the group homomorphism defined by Figure 1, or , 

  equivalently , by 

             n (r) 

               (J(ri-r+l,ri-1) a (ri , ri+r-1) a (ri-1, ri+r-2) ... (J(ri-r+l,ri) 

 -where (J(i
,j)=Gioi+, ... CY j, Let (r) :B-> B be the map defined by 

 (r) ((b
,n)) (~ 

n (r) (b),rn). 

   Theorem 1.2.2 . Let (bl, nj) and (b2 , n2) be two braids. Then 

Lhe links (Ohl (r) (b 1)' rn')- ard (On2 W(b2), rn2)^ are equiv~lent if 

 (bl, nj)^ and (b2, n2)^ &r.e equivalent, 

   The following lemma and Theorem 1.1.3 yield the above theorem . 

   Lemma 1.2.3. Let - denote the Markov equivalence relation 
.(Definition 1.1.2). _Then we have the followina:

   (a) For bl., b2 

  (b) For Bn, 

   Proof, The part 

The following Lemma I 

  Lemma 1.2.4 . For

c Bn, O
n(r) (bIb2), rn) 

   (r) (b)
, rn) 

(a) holds since (r) 

.2.4 shows the part (b) . 

 b E Bn (n 2 r) , 

   10

  (~n (b2b,), rn), 

  (bCF n ), rn+r). 

is a group homomorphism , 

0



                    (r)   (1 .2.5) (b, n) - (ba 
n n+r), 

  (1.2.6) (b, n) - (b ((Y 
n n+r) 

where a (r) = 0(n-r+1, n-1)-r (J(n,n+r-1) G(n-1,n+r-2) ... 0(n-r+1,ri). 

   Rroof. We first prove 1.2.5) by induction on r. For r = 1, 

 1.2.5) is identical to Definition 1. 1.2 00. Suppose that 1.2.5) is 

true f or r = k-1. By Def inition 1. 1.2 (D and (H) we have 

            (k)   (1 .2.7) (ba 
n , ri+k) 

     (CY(n-l,n+k-2) ... a (n-k+ 1, n) b a (n-k+ 1, n- 1) -k a (n, n+k-2) 0 n+k-l' n+k) 

   -(G(n-l ,n+k-2) ... U(n-k+l,n) bG(n-k+1,n-1)-k o(n,n+k-2), n+k-1) 

     (bG(n-k+I,n-I)-k a (n, n+k-2) a (n-1, n+k-2) ... CY(n-k+l,n), n+k-1). 

By using the relation of the braid group, we have a k- I G(il j)-
       - 1 - I 

(T(il j) CY k
+I , and so we get 

  (1.2.8) CY(n-k+l, n-1)-k+1 

         = a (n-k+2 , n-I)- I CF n-k+l- 1 CF(n-k+l, n-1)- k+2 

         = c(n-k+2, n-I)- I (Y(n-k+l, n-1)-k+2G 
n-1- 1 

         = U(n-k+2, n-1)_2 a 
n-k+l- I G(n-k+l, n-l)-k+30 n-1- 1 

         = CY(n-k+2, n-1)-2 c(n-k+l, n-I)- k+3 0 n-2- 1 (J n-1- 1 

                   ... = 0(n-k+2, n-I)-k+IGn -k+1- I (Yn-k+2- 1 ... On-1- I

( I



By using the relation of the braid group, we have G(i,j)(Y(i-I,j) 

CT(i- 1, j ) (; (i-1, j-1) = "i - i a (i, j ) C; (i-1, j-1) , Hence we get 

   (1.2.9) 0 (n, n+k-2) a (n-1, n+k-2) C; (n-2, n+k-3) ... 0(n-k+1, n) 

   = CF n-1 a (n, n+k-2) CF (n-1, n+k-3) 0 (n-2, n+k-3) ... U(n-k+I, n) 

   = 0 n-lon-20(n, n+k-2) ... cY(n-2, n+k-4) CF(n-3, n.+k-4) ... CF(n-k+1, n) 

                     n-I (;n-2 ---'Un-k+l a (n, n+k-2) ... G(n-k+1, n-1). 

By substituting (1.2.8) and (1.2.9) to (1.2.7), we obtain 

    (ba n n+k) 

     (bG(n-k+1,n-1)-k o(n,n+k-2) (;(n-1, n+k-2) ... G(n-k+1, n), n+k-1) 

     (bcF(n-k+l, n-I)-1O(n-k+2,n-I)- k+1 (Yn-k + 1 -1 'On-k+2 -1 ... (Yn-I -1 

               (n -I'Jn-2 ... Cn-k + 1CY (n, n + k-2 )...a (n-k + 2, n- 1) a (n-k + 1, n-2 ), n+k-1) 

   = (bG(n-k+I , n-1)-1 CF(n-k+2,n-l)- k+1 

         (Y(n,n+k-2) ... CY(n-k+2,n-1)0(n-k+l,n-1), n+k-1) 

  = (ba(n-k+l, n-1)- 1 an (k-1) O(n-k+I,n-1), n+k-1). 

Moreover, Lemma - 1.2.3-(a) and the induction hypothesis imply that 

                 1 (k-1)    (bG(n -k+l ,n-1) (in - 0(n-k+1, n-1), n+k-1) - (b, n). 

Hence (1.2.5) is proved. An analogous- argument yields (1.2.6). o

(2



  Definition 1.2.10 (r-parallel version). Let K be a link and 

(b, n)E=-B the braid whose closure is equivalent to K. The link 

(t (r) (b), n), is called the r-parallel version of K and denoted by 

K (r). The r-parallel version f(r) of a function f on B is defined 

by f (r) (b, n) = f ( ~
n (r) (b), rn). 

  The r-parallel version of a link is well-defined by Theorem 1.2.2. 

Hence the parallel version X (r) of a link invariant X is again a 

link invariant.

I



   1.3. Wreath products. We review representation theory of wreath 

products. The references are [191 and [6). Throughout this paper, a 

semigroup means that . with a unit, a semigroup homomorphism means that 

which preserves the unit and a linear representation of a group or a 

semigroup means that which sends the unit to the identity 

transformation. Let D H a semigroup with a semigroup 

homomorphism 0: H -> Sn, where Sn denote the symmetric group of 

degree n acting on 0 naturally. For h E H, let <O(h)> denote 

the subgroup of S. generated by O(h). Fix a group G and an 

element h of H. 
0 

           H(h 0 )=fheH Ifor every <O(h 0 )>-orbit 0 of 0, 0(h)-0=01, 

which is a subsemigroup of H. The semigroup H(h ) acts on G n by 

0 the following. F - or hEH(h 0 ) arid 9=(91192, ... I gn) C- Gn. hg 
(g 0(h)-'(1)' "" 9 0 (h) 

  Definition 1.3.2. The set Gl.'XH(ho) together with the composition 

law (g,h)(g',h') = (g(hg'),hh') is a semigroup called the wreath product 

Gn>4H(ho) of G with H(hO). 

   For a group G let- G~- denote the set of equivalence classes of 

finite dimensional C-linear irreducible group representations of G, 

and for vr=G^, (pv,Vv) denotes the corresponding representation. For 

V= (V V 
n ) (V i iE G^), let pv = PV1 0 PV n which is an element of 

(Gn)-. In the following, we assume that V i =V if <O(hO)>'i= 

<O(h,)>-j. We define an action of the semigroup G'>4 H(ho) on VV by 

the f ollowing: For (g, h) E Gn >j H(ho) and (vl, ..., vn) C- VV
I 0 ... 0 VVr~, 

       (g, h) (v,, v rd = PV(g) (v 0 (h) _'( 1) VO (h) _'(n)

1~



 We denote by p 
V- the representation of the semigroup G'>4 H(hri) 

 given by the above action on VV. If p V(g) = (PV
.J(gJ)' th-PVn ( gn ) arh 

  (1 a,, dim VVI., 1 K an, Pn ~ dim vv n is the matrix representing g= 

  (g gn) E Gn, then we get for h EH(ho): 

                                      -P (9               PV- (g, h) = (p V
, (gl), 1P n n (4 

    Let n be a representation of the semigroup H(h.). By composing 

 the canonical projection G')~ H(ho) -> H(h.), -n is naturally extended 

 to a representation of the semigroup G')J H(h.), which will also be 

 denoted by n. 

    Proposition 1.3.4. Let (p, V) be a finite dimensional linear 

 representation of the semigroup G>4H(h.) such that the restriction 

 P1 G T, is a com.pletely reducible aroup representation. We assume that 

 the irreducible components of pi 
G n are all eauivalent- to PV' Then 

 there is a representation -n of the semigroup H(ho) such that p j,-L 

 equivalent to p 
V- On. 

    This is a version of a standard result found, e.g., in [61, Theorem 

 51.7. Although Gn may not be a finite group or H(h.) may not be a 

 group, an argument analogous to the proof of [10C.Cit.) works because of 

 our assuniptions, i.e. the finite dimensionality of V and the complete 

 reducibility of pl 
G n-

Is-



   1.4. The characters associated with the parallel version. Fix a 

C-valued function f on B of trace type and r a positive integer . 

The r-parallel version f(r) of f is also of trace type since we 

have the following from 

           f (r) ( (b, n) a 
~L (f ) X11 (on (r) (b)). 

                          ~LEA rn(f) 

We decompose the characters X IL 0~ 
n (r) (~LeArn(f)^) into sums of 

characters of Bn of smaller degrees. We need some preparations. Let 
L 3 : CBr -> CBrII (1 j ~ n) be the homomorphism def ined by" 

  (1.4.2) tj (Gi) = Oi+rj -r 

and t : CBr On-> CBrn the homomorphism defined by L(bi@ ... Obn) 

Ybj) ... tn(bn) for b i E CBrR where CBrOn denotes the n-f old tensor 

product CBr 0 ... 0 CBr of CBr' We regard CBr On as a subalgebra of 

CBrn by the inclusion L. Let 0 be the group homomorphism from B
n 

to the symmetric group Sn of degree n defined by 0 (0i) = (i i+ 1) (the 
transposition of i and i+1). We define an action of B. on 0 = 

I 1R ..., nj by b(i) = O(b) (i) f or i G 01. Then we have the f ollowing. 

  Lemma 1.4.3. For b E Bn and VE Br, 

           On (r) (b) t k (b') = tb(k) (Y) On (r) (b) (1:< k _< n). 

  Proc~f. The following formulas imply the statement of the lemma.

(b



  ( 1. 4.4. a) ~n (cFi) tk (0j). = tk (0j) t (r) (CYi) 

  (1.4.4.b) t (Gi)ti+j(CFj)=ti(Gj)t (CYi) (1-KiKn-1, lsj:~r-l), 

  (1.4.4.0 on (Gi ) ti (Oj ) = tj+ I (cFj ) on (Gi) 1-<j-<r-1) . 

The formula (1.4.4.a) is a consequence of (1.2.1) and the relations 

0 .1 CF 3 = (F 3 a Ii-j I ~ 2). We prove ( 1.4.4b). Let G'(i, j) 

(i ~t j). Then 

t (r) (Gi) =a (ri-r+ 1, ri-1) -r 0'(ri,ri-r+l)c;' (ri+l,ri-r+2) ... 0'(ri+r-1, ri) . 

Since the relations of the braid group imply 0'(', j) Ok = Ok- 1 (7, (i, j) 

(i > k ~t j), we have 

    on (r) (0i)ti+I(Oj) 

      (ri-r+ 1, ri-1) -r 0, (ri, ri-r+ 1) a' (ri+ 1, ri-r+2) ... 0'(ri+r-l,ri) O,i+j 

                       ri-r+j'D*(ri,ri-r+1)0'(ri+l,ri-r+2) ... (Y'(ri+r-l,ri). 

We also know Q 11, P.28, Corollary 1.8.4) that the element 

G(ri-r+1,ri-I)- r is contained in the center of the subgroup 

<Gri -r+l, CFri-r+2, ---, cyri-P of Brn- Hence we have 

        (r) (G
i) ti+ 1 (Gj Gri-r+ i On (r) (Gi) ti (Gj ) on (r) (Cyi) 

This proves (1.4.4.b), The formula (1.4.4.0 is proved analogously by 

using 

on (r) (CF =CY(ri-r+I,ri-I)-r G(ri,ri+r-1) CF(ri-l,ri+r-2) ... G(ri-r+I,ri)

1,7



and the relations G(ij) o k= a k+1 O(i, j ) (i :~ k < j). 0 

  Lemma 1.4.3 implies that the subgroup t(B r n (r) (B n of B rn is 

isomorphic to the wreath product B n )~ B with respect to 0: B -> S 
                                      r n n rl 

   Definition 1.4.5 (isotypic subspace), Let A be a semisimpl . e 

algebra over C, U an A-module and p an irreducible representation 

of A. An A-submodule W of U is called the p-isotypic subspace 

if and only if W is the maximal subspace on which the action of -A 

is isomorphic to p'D ... Sp (n-times) for some n=O, 1, 2, .... 

   For V (1), ..., V (n) C- Ar (f ) ̂  and p G Arn (f ) -1 let V~L,V(1),---,V(n) be 
the N(1) & ... 0 pv(n)-isotypic subspace of V~L as a Brnw--module and 

Y =VV(1) 0 ... 0 VV(n). Then V ILIV(1)1 ... IV (n) = Y E) ... @ Y 

Y 0 C where d(p,V(1),...,V(n)) denote the multiplicity 

of PV(1) 0 ... gpv(,) in P.1 
BE n' Fo I r b G Bn, (b',, ..., b'n) G Brn and 

vi 0 ... Ovn0W C VV(1) q) VV(n) 0 C d(~L,V(1),-..,V(n)) we 
have 

  (1.4.6) P~t (t Wi 0 ... 0 b'n) (b)) (v, 0 ... 0 Vrl 0 W) 

       = P
~L on (b) t (b' b(l) 0 ... 0 b' b(n)))(vj 0 ... 0 v n 0 W) 

       = P
pon (b))(p V(1) (b'b(1))v1O ... 0 P V(n) (b' b(n) )vV 0 W), 

from (1.4.3). The above formula implies the following:

I



  Lemma 1.4.7. For b r= BrI, the subspace P,,(O 
n (r) (b))V 

is equal to the p V(b-1(1)) P V(b-'(
ii))- isotypic subspace 

V~L
,V(b-1(1)),...,V(b-'(n)) of V~L 

   In particular, V is invariant relative to the action of 

i (B r ')On (r) (B n ). Let p P'V be the representation of t(B r II) ~n (r) (B n) 

obtained by restricting p on and 
.7 its character.                         P ~'V 

Then we have the following. 

   Proposition 1.4.8. For b'C-B. and bC-B. such that b^ is a 

knot, we have 

      XIL (tl(b') 0 n (r) (b)) ~X~L'V(tj( . b') On (r) (b)). 
                       J'EAr (' ) 

   Proof. Recall that f is of trace type. The condition OD of 

Definition 1.1.7 implies that there are algebra homomorphisms t 

A r (f) -> A rn (f) (1 :< i :< n) such that t i- 0 p r = Prii ot i ' Hence the 

action of B 
r n on V P is factored by pj~ n : B r n -> A r (f) n . Since 

A r (f) is the associated algebra of f, A r is comp etely reducible and 

so we have V 
IL = E) nr=(A 

r(f),)^ V P-,V('), ...' V(nY Lemma 1.4.7 implies that 

PR(tj(b')~n (r) (b))VR,V( 1),...,V(n) ~= PR(tl(b'))V~L,V(b-'(I)),...,V(b-'(n)) 

V~L,V(b-'(1)),-.,,V(b-1(n)). Hence if then 

the diagonal part of the matrix tl(b') O
n (r) (b) corresponding to the 

subspace V1jV(j),...,V(n) is equal to 0. Thus X iL (t I W) 0 n (r) (b)) is equal



                                      ~rj(,_ to the sum of the diagonal elements of P (L
IW) ~ ri corresponding 

to the subspaces with V
~L'V(1),...,V(n) 
                       Since the closure of b is a knot ., 0(b) is an 

n-cycle. Thus V(i)=v(b-1(i)) (1_<i_<n) imply V(I)= ... =V(n). But 

the sum of diagonals of p~(tj(b' ) O
n (r) (b)) on V~L,V,_,V is equal to 

          (r) X
~L'V(tj(b' n (b)). This proves the proposition. 0 

  Since t(Br n ) O
n (r) (Bn) is isomorphic to Brn)4 Bn, we see, from 

Proposition 1.3.4, that there is a representation n 
R'V of Bn such 

that 

                     On                P
~'V (PV 

          -Ox n 
(B coming from where (p V is the representation of L('r n 

the representation P
V On of B r n as in, - Proposition 1.3.4. Let XV-, 

(~L,V be the characters of (p V On )-, -A~'V respectively. Now we can 
state our main theorem. 

   Theorem 1.4.10. Let b he an n-braid whose closure is a knot .

Then we have the following.

(i)

(i i)

x n (r) (b)) = I XV(1) W~L'V(b)' 
           VGA

r 

f (b, n) a ~L (f ) xv (1) W
~L' V (b) 

        VEiA rn (f VeAr (f ) ~
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           Proposition 1.4.8 and (1.4.9) yield that 

  X IL (on (b) ) I ^ X ~'V (b) ) I ~X V- (or, (b) (b) 
             VEA (f VEA (f 

                           r X 

Hence the first formula is an immediate consequence of the following 

lemma with b'= 1. The second one is obtained from (D and (1.4.1). o 

   Lemma 1.4.11. For b'E Br and b E Bn such that b^ is a- knot, 

we have 

               XV- (t I (b On (r) (b)) =XV(b' 

   Rroc~f. By using 1.3.3, we have 

   XV- (t 1 (Y)O n (r) (b) 

                      (pV(b*)Ct 
lOb-1(1) PV(I) a2PyI(2)*" PV(1)a.PY'(. 

                  n n 

    a a sctjoi ... 8(yno' (pV(b' 8 %0'1(2)- 8 Cenob-1(n)        i i ... nlpn 

Since b^ is a knot and so O(b) is an n-cycle, each term of the 

above summention is 0 except when 0!, = Ob-1(1) = a b-1(1) = ... a b-n+l (1) 

PC i.e. a1)-;an)PI' ... I Pn are all equal. Hence we have 

           XV- (t 1 (b')~n (r) (b))= I p V (b') XV (b') . 
                               0! 

This completes the proof, 0 
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   1.5. A decomposition of x (r) into invariants. For a C-valued 

function f on B of trace type, let 

               f (r.V) (b, n) = I a~L(f) Olt'V(b). 
                         pZArn (f 

The r-parallel version X (r) of a link invariant X of trace type is a 

sum of invariants X(r)V) parametrized by Ar(X)^: 

   Theorem 1.5. 1. For a C-valued function f on B of trace jype 

and b Bn.- we have-the following. 

  0) f (r,V) is a link invariant if f is a link invariant. 

  0 1) f (r) (K)= XV(1) f (r,V) (K) for a knot K. 
              VEAr (f 

   P--Z-C-.)C)f. 0D is an immediate consequence of the definition of 

f (r.V) and Theorem 1.4. 10 OD. To show 0), we check the invariance of 

f (r.V) relative to the relations (1), (H) of Definition 1. 1.2. Let b 

and b' be elements of Bn* Since 10~L
' V (bb W11, V (b'b), we have 

(r,V) (r.V) f. (bb' , n) = f (b'b, n). It remains to show that 

                  (r,V) (r,V) ±1   (1 .5.2) f (b, n) = f (b an , n+1). 

Let fn:CBn->C be a C-linear function defined by fn(b)=f(b,n) for 

b E Bn. For VEA(f)-, let flV be an element of CBr such that 

pV(IIV)=id and pV,(IIV) = 0 for V;,--V' CAr(f)^. Then Pr(flv is 

2 contained in the center of A r (f), Pr(flv) = Pr (flV and 

Pr MV) Pr NV 0 if V;' V' - Since P~L (L1 (flv) L2 (flv) ... tn(flv)) is a



projection from V , to the PV On- isotypic subspace V[L,V,...,V of V,,, 

we have pJL(L1(qv)t2(qV) ... Ln Nv) C (r) (b) pjL,V (On (r) (b)). Hence by (1.4.9) 
and Lemma 1.411, we get 

  (1.5.3) G~'V (b) = XV (1) -1 X~L (LI Nv) t2 Nv) ... tn'01v) On (r) (b)) 
              for '~LEA=M^ and VEAr(f)-. 

This formula implies that 

   (r,V) ±1    f (b a
n , n+1) 

       = x
v (1)-l frn+r('l(qv Ln (qv )tn+1(qV)On+l (r) (b an' 1 

But we I know, from Lemma 1.4.3, that tn+l(qv) On (r) (b an ±1 

On+1 (r) (ba n ±1 )t n(qv ) and so we have 

    (r.v) 4:1    f (ba
n , n+l) 

       = XV(1) -1 f rn+r(tl(qV) ... tn(qV)On+l (r) (b an ±1)tn(qv)) 

        = XVM- 1 f rn+r (tn 010 t I NO ... tn(qv)On+l (r) (b an:~ 1 

                                   2 (r)         = XV(1)-1 f -rn+r(tl(qV) ... tn-1(qV)tn0JV) On+1 (b Gn± 

        = XVM- 1 frn+ r(tl(~V)*"tn-l(~V)tn(qV)On+1 (r) (b an ±1)) 

In the last step of the above calculation, we use p 
rN V )2=p rN V). 

Since 0 (r) (an ±1 (a
rn (r) ) & 1 Lemma 1.2.4 implies that the last term of 

n the above is equal to XV(1)-1 frn+r(tINV) ... tn- 1 NO tn M) on (r) (b)), 

which is equal to f (r,V) (b, n) by (1.5.3). Hence we have (1.5 .2). D
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   1.6. Invariants of cable links. Let t i :Br->Brri (1K i Kn) be the 

group homomorphism defined in.Section 1.4. 

   Proposition 1.6. 1. Let VEB 
r and - denote the Markov 

equivalence relation (Definition Then we have the following: 

   (a) For bl, b2 E B, such that the closure of b1b2 is a knot, 

       (Ll(b' )~n (r) (blb2), rn) - (Ll(b' (r) (b2b,), rn), 

  (b) For b E Bn, (LI (b' ) on (r) (b), rn) - (t, (b' ) On+ 1 (r) (bCY,±1), rn+r). 

   Proof. Lemma 1.2.4 shows the part (b). By using Definition 1.1.2 00 

and Lemma 1.4.3, we have 

   (tl W) C (r) (blb2), rn) (~n(r) (bjb2)tj(b'), rn) 

                      (r)              (t 
bjb2(1) (b') On (bjb2 J, rn) 

             (t 
(bib2 )k(j) ( b') 0,- 1 (r) (blb2), rn) (k = 1, 2, 

            (t 
b2(blb2 )k(j) (b') On (r) (b2b,), rn). 

Since the closure of b1b2 is a knot, we -have j(bjb2) k (1) 1 k = 0, 1, 

n-11 =I 1, nj and so there is ko with (blb2) ko(l) =b2-1(1)- Hence 

we have 
b2(blb2) k 0(1) (b*) On (r) (b2b,), rn) = (tj(b')On (r) (b2b,), rn). This 

proves the part (a). 0 

  The above proposition and Theorem 1.1.3 yield the following.



   Corollary 1.6.2. Let b'E=-B r and (bl,nj), (b2,n2) be two braids 

such that the closures of b, and b2 are knots. Then the closures 

af (t, (b') On I (r) (bl), rnl) and (tj(b')~, 2 W%), rn2) are equivalent if 

(bl,nl)- and (b2,n2)^ are eguivalent. 

  Definition 1.6.3 (cable links). For a braid (b, n) and b' G Br, 

we call (q(b')~,(0(b), rn)' the (r-strand) cable link of (b, n) 

associated with b'. For a function f on B, let fb' (r) (b, n) 

f (t, (b') On (r) (b), rn). For V G CB ry let f V (r) (b, n) 

f (t, (b') Or, (r) (b),rn). 

  The r-strand cable link is well-defined by Corollary 1.6.2, and so 

Xb, is an invariant of link isotopy types for a link invariant X 

and V G CB 

r 

  Theorem 1.6.4. Let VE: CB For a braid b E B. whose closure is 

a knot and'a C-valued function f or. B of trace typ (r)                                                  b' 

satisfies 

           f V W (b, n) X (b') f (r, V) (b, n) 
                      VEAr (f V 

  P-1-0of. Since f b' (b, n) = I X R (t, (b') Or, (b)), we get the 
                               VC-Arn (' ) 

statement of the theorem by 1.4.9) and Lemma 1.4.1 D
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   2. The parallel version of link invariants , 11 (the case of general 

  links). In this section, we give a generalization of Theorems 1.4.10 

 and 1.6.4 for braids whose closures are links . 

    2.1. The characters associated with the parallel version . Fix a 

 C-valued function f on B of trace type and fix an element b 
0 C Bn' 

 Let B 
n (bo) =fbEB n I every <O(bo)>-orbit of 0 is contained in a 

 single <0 (b)>-orbit of f1j, where 0 = j 1, ..., nj . We use the 

 notations in Sections 1.3 and 1.4. Lemma 1.4.3 implies that the 

             n (r) 
 subgroup t(B

r )On (Brl(bo)) of Brn is isomorphic to the wreath 

 product B n I            r 4 Bn(bo) with respect to O:Bn-> Sn. For V= (V 
I V n 

 (V i C Ar(f )^), let pv = PV
1 0 ... (9 P Vn be the representation of B r n -

 For ~L G A 
rn (f)^, let V~t,v be the p V -isotypic subspace..of V,, as a 

 CB rn-module. Let 8(j)=min<O(bO)>_-j for jF=O. If V i =V8(j) for 

 1 ~ j ~ n, then by Lemma 1.4.3, V~t,v is invariant relative to the action 

 of Br11>j Bn(bo). In this case , let PRV denote the representation of 

 t(B r n ) on(r) (Bn(bo)) obtained by restricting P It on V~L' V -and XR,V 
 its character. Then we have the following. 

    Proposition 2.1.1. -Let k be-the number of <O(b,)>-orbits of .0 

 and f 5(j) I j G al = Iml, mkj. Then we have 

    XR(On (r) (b 0)) .= XMV 8(l)""'VS(
n) )(on (r) (bo)).                   V 

M1 GAr(f) V Mk CArM 

W    P-roo-f. The proof of Proposition 1.4.8 shows that XR(O
n (bo)) is 

equal to the sum of the diagonal elements of P O n (r) (b 0))



corresponding to the subspaces V ~L#
1--Vn) such that V ~L#1,--Vn) ~-

V~L# 
0(bo)- 1(1)'-`VO(bO)- 1 (n) ) . If V~Ljvj,...,v n ) = VJL~ (V O(bo) - 1 (1) 1 ... IV O(bo) I (n) ), then 

we have V j= v5(j) and the sum of diagonal elements of P o n (r) (bo)) 
corresponding to the subspace V ~L#

1'....Vri) is equal to 

XMV ...,V- )(~n (r) (bo)). Hence we get the statement of the   8(1) 6(
n) 

proposition. 0 

  Let V = (V 1) ... IV n ) E (Ar (f n with V i = Vs (j Since 

t (Bn) ~n(r) (Bn(bo)) is isomorphic to Br'>4 Bn(bo)l we see, from 
Proposition 1.3.4, that there is a representation n~

,V of Bn such 
that 

  (2.1.2) P R
,V = PV-

where pV- is the representation of L(Br (r) (B,(b,)) coming from 

the representation pV of Br n as 'in Proposition 1.3.4. Let XV-, W ~
,V 

be the characters of pV-, uR
,V respectively. Now we can state a 

generalized version of Theorem 1.4. 10. 

  Theorem 2.1.3. (1) For ~LEA,,(fr, 

     (r) k   Xit on (bo)) 11 xVmj (1))6) MV 8(1) '...'V 3(n) )(bo). 
              V 

mi EAr(f) V mk EAr(f) j=1

)9



  0 1) f (r)(b 0 

k 

                         (f H X'. (1) b 0). 
    ~EA rn(f)^ V CA r (f) V CA (f) j=1 j 8(1) SN 

   Pxoof. Proposition 2.1.1 and (2.1.2) yield that 

  X~L ( ~n (r) (btj)) = I ... I 
^ X~,(V )(bo) 

              V CA (f) V CA r(f) 

                           (XV- N
(l)""8(n)) (bo)              V 

mi CA r (f) V mk EA r (f) 

Hence the first formula is an immediate consequence of following Lemma 

2.1.4. The second one is obtained from M and (1.4.1). 0 

   Lemma 2.1.4. We have 

k 

              XV-(b 0) 11 xVM (1)                            j =1 

   Proof. By using (1.3.3), we have 

 x V-(C (r) (bo)) 

          SC'101 ... ScxnOn (PV I Mccip 0
(bo)-1(1) P ~--) (1) 1 a2p (2) PV n mc, do (bo) (n)



Let 1SI denote the cardinarity of a set S. Each term of the above 

summention is zero unless 

       O(b 0) -1 (M3) O(b 0) -,(Mj) O(b 
0) -1 Y- 10.1 (1 ~ j K k), 

But the above equalities implies that ai = Oi = Qj Pj f or i and j 

such that <O(bo)>,i = <O(bo)>-j. Hence we have 

              k k 
      x Y- (bo) H CI PV

j (Dam- 'a I I x (1)                 j=1 a j Mi j=1 Vi 

This proves Lemma 2.1.4. 0 

  2.2. Further generalizations. In this section, we state a 

generalized version of Theorem 1.6.4 for cable links of multi-component 

links. We omit proofs of the results in this section, which are 

anologous to those of corresponding facts in Section 1. 

  Let K be a k-component link. A bijection T from t .he set of 

connected components of K to f1,2,...,kj is called a marking of K 

and the pair (K,T) is called a (k-component .) marked link. The 

connected component C of K with T(C)=i is called the i-th 

con1ponent of K. Let R= (rPr 2 r k) E N k Let (K,T)(~) denote the 

link diagram obtained by replacing each crossing point of a link 

diagram of K as in Figure 6. The link type of (K,T)'k'R) is not 

depend on the choice of link diagrams of K. We call (K,T) (R) the 

R-Darallel version of (K,T). For a link invariant X, let 

X(R) (K,T) =X((K,T) (R) Then X(R) is an invariant of k-component 

marked links and is called the R-parallel version of X. We can show
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a generalized version of Theorem 2.1.3 OD for X(R). We omit the 

details. 

                      Figure 6. 

  Let (K, T) be a k-component marked link, R= (rj, r 2 r k) C N k 

and b = (bij b 2) ... J b k) C B 
ri X ... XB rk . Let (K,T )b denote the link 

obtained by inserting the braid bi (1~ i Kk) to the bunch of the 

components of (K,T) (R) corresponding to the component of K Sent to 

i by T as in Figure 7. We call (K,T )b the cable link of (K,T) 

associated with b. For a link invariant X, let X b (K,T 

X((K,T )b) Then Xb is an invariant of k-component marked links. 

                      Figure 7. 

Then we have: 

  Theorem 2.2. 1. Let X be a link invariant of trace type, R 

(rPr r )CHk and b=(bjb h -B . Then th~ere are      2) k 2) k ) C r X ... XBr 
                                   1 k 

invariants X(R'V) of k-component marked links parametrized by V=

  (VI * V 2) "') V k) CA 

  k~~component mar]      

.xb(K,T) 

    This theorem

r (X)^X ... XA r (X) -

ced link (K, T), 

I 
(V Vk) E A r

i (X)-X ... 

is a generalization

which satisf

k 

XA (X) - 3=1 

of Theorems

aForf ollowinthe

X (R, V) (K, T)XV 
i (bi) )

1.6.4and1.5.1

30



  3. The r-parallel version of the two-variable Jones polynomial. 

In this section we review representation theory of Iwahori algebras and 

the two-variable Jones polynomial. At the end of this section, we 

shall construct representations of B 3 associated wi th the 

two-parallel version of the two-variable Jones polynomial. Fix 

non--zero complex numbers a and s such that s is riot equal to any 

roots of unity. Let q k/2 = s k for an integer k. 

  Definition 3.1 ([31, p.55, ex.23; [181). Let H n (q) be a C-algebra 
with a unit defined by the following relations: 

   (3.2) H n (q) = <T 1, T2, ..., Trj_ 1. T 2+ (1-q) Ti-q=O (1~i~n-l), 
                             TiTi+lTi=Ti+lTiTi+l (lKi~n-2), 

                             TiTj=TjTi (I~i<j-lKn-2) >. 

We call H r, (q) the Iwahori's Hecke algebra of type A.-I. For 
simplicity, we denote H n (q) by H ri if there is no fear of confusion, 

   It is known that H n is se.misimple (see, e.g. H 11) and isomorphic 
to the group algebra CS 

n of the symmetric group 5 n of degree n. 

  Definition 3.3. Let A(n) be the set of partitions of n, i.e. 

       A(n)=1(~I,?,2,-) I XXi = n' X i C-NU101, xi~txi+j (iEN)). 

i For X = (X1, X2, C A(n), let X.*=max[jlX ~ij if i~x and X.* 
                            2 i 1 3. 

=0 if i>X 
I' We call X* = (X I *j X 2 the.dual partition of X. 

  As is well-known, the irreducible representations of S. are 

parametrized by A(n). Hence A(n) parametrizes the irreducible

3



                                         too. LT c. t I X I -L %, Q III I r -- p r Ie 5 e ~n. t a t i o r, a- o f H n P (p,, V )
. be the representation of 

H n parametrized by a partition XEA(n) and X X its character. For 

each XCA(n), we know [121 the representation matrices of pX(Ti) 

(1~i Kn-1) with respect to a basis parametrized by the standard 

tableaus corresponding to the partition 

   Remark 3.4. Fix X F= A(n), and let be the -set of standard 

tableaus corresponding to the partition For S CA X 5 * d A- ri o t e 

the transpose of S, which is a sta:ndard tableau corresponding to X 

Let JeSI SCA~ 
. I and feS* JSE=-A~ . I be the basis of VX and Vx 

given in 121 respe . ctively. Let q:V V2, * be the linear isomorphism 

def ined -by ~ (eS) = eS* (S C= AX). Then there is a diagonal matrix D 

with respect to th e basis JeS I S E AX) such that 

           pX (Ti) (q) = D- 1 fl- 1 (-q p 2
1 *(Ti)(q-1))~D. 

  By the defining relations of Bn and Hn, there is an algebra 

homomorphis m p n ('D0:CBn->Hn ~definedby p,(a)(0 i ) =aTil 

  Theorem 3.5 ([71). Let 2 = (-q) 1/ 2 a, m = (- 1) 1/ 2 (q- 1/2_ q1/2) and 

P(-)(g,m) be the two-variable Jones polynomial. Then, for bCBj-,, -we

have 

               P(b-) aX (P) XX (pn(a) (b) 

                       Xr=A (n) 

where the coef f icients aX (P) c- C . (X E=- A(n)) are given in [ 101 or [ 151 

  The coefficients a;L(P) (XC-A(n)) satisfies
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   (3.6) a), (P) (a, q) aX* (P) (-aq, q-1), 

   Let K be a link. For a positive integer r and VE A(r) , let 

p(r,V) be the invariant parametrized by .(r,pv) as in Section 
Then Remark 3.4 and (3.6) implies the following . 

   (3.7) P(-r,v)(K) (0t, q) = p(r,V*) (K) (-Uq, q-

   Let I be a subset of H I the subalgebra of H. 
generated by I Ti I i G 11, and S I the subgroup of Sn generated by 

 (i i+1) I i G I] . Let p'. be the representation of S. parametrized 

by XCA(n). Let fXllx I +X 21"'1 x 1 +X 2 + ... + X P) =fl, 2,...,nl \I and A I 

=A(11) XA (X
2) x ... XA(X p Then the irreducible representations of H 

and S I are parametrized by A 
I* The restriction P;(I H and p'XI S 

are sums of irreducible representations of H 
I and S I respectively, 

e.g. p~ I 
H = (D mx,~,P~L and p'XI H m XjL P IL' 'where p ~L and p',,         I REA

, I [LEAI 

are representation of H I and S, parametrized by ~L EA 

   Proposition 3.8. Let p.0 E=- A, such that the corresponding 

representation P, 
ILO Of S I is trivial. Then the above multiplicities 

'XjL
0 and m'x,~Lo are equal. 

   Proof. The construction of each irreducible representations of H 
n 

and H I in[121 satisfies the following: The entries of the matrices 

of the generators T 
I are all rational functions of the parameter q 

with poles at roots of unity. On the other hand , the above proposition 

is proved for infinitely many integer values of q by using (5)
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Theorem 7.2. But we know that CS I and H I are semisi mple if q is 

not equal to any roots of unity. Hence mX
,~to and m'X,,,, are equal if 

q is not equal to any roots of unity. 0 

   Remark 3.9. Decause of the above proposition, we can calculate 

Mx
, to by the Litt lewood-Richardson rule ([131, 2.8.13). 

   Let p. be the representation of Hrn parametrized by XE A(rn) 

and p 
V that of H. parametrized by VGA(r). Let -nX,V be the 

representation of Brn parametrized by pX and p
v as in Section 

1.4. In Table 2, the representation matrices of n2
,,V are given in 

the case of n = 3, r = 2 and V = (2). By using Theorems 1.4.10, 1.5. 1, 

                       (2,(2)) (2,(11)) (2) 3.5 and (3.7), we may calculate P , p and P for knots 

equivalent to the closures of 3-braids. To obtain these matrices, we 

use the representation matrices of the generators of H6 given by 

W-graphs introduced in [181. The W-graphs corresponding to the 

irreducible representations of H 6 are actually constructed by Naruse 

and Gyoja (Figure 8). 

                     Figure 8. 

                      Table 2.
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  4. The r-parallel version of the one-variable Jones polynomial. 

In this section we discuss the r-parallel version V(r) of the 

one-variable Jones polynomial V in detail. We give a formula for the 

one-variable Jones polynomials of satellite links (Theorem 4.3.2). Let 

V(r,v) denote . the invariant associated with VE Ar(V)-. The 

representation matrices of n~t,VCB 3^ (1-1 c A-ir M ^, V C Ar M 

associated with V(r IV) are given explicitly (Theorem 4.4.1 ). By using 

these matrices we can easily compute V(r) (b-) for a knot b^ which is 

the closure of a 3-braid b. The cases r =2 and r =3 are discussed 

closely in (443)~-(44.10). 

  4. 1. The Jones algebra. In this section we review the definition 

of the Jones algebra in, which is the associated algebra A,(V) 

(Definition 1.1.6) of the one-variable Jones polynomial V. We also 

review the construction of the irreducible representations of J. [151 

in terms of rectangular diagrams for our later convenience. Fix a non-

zero complex number s which is not equal to a root of unity. Let 

k/4 k t =s' for an integer k. 

  Def inition 4. 1. 1. The Jones algebra J . = in (t) is a C-algebra with 

1 defined by the following, 

  Jn(t) = <ej, e 21 ..., e n* 1 1 e i e i = _(t 1/2 + t -1/2 )ei (I n-1), 
                        e i e i+1 e i =e i~ ei+1 e i e i+1 ei+l (I K i ~ n-2), 

                      e i e i = e i ei (I K i < j-1 < n-l)>. 

For simplicity, we denote Jn(t) by Jn if there is no fear of 

confusion.
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   Since -(tl/2 + t-1/2 F I e. i ~ n-1) is an idempotent of J 
n , we 

have 

   Proposition 4.1.2. For x E J
nP e i x = c x (c E C \ j 01 if f x E e i J n 

In this case, c is always equal to -(t 1/2 + t -1/2 

   Definition 4.1.3. Let s be a positive real number and R= 

[0, sl x [0, 11. Let n be a positive integer, R 3Qi = (0, i/ (n+') ), 

(s, i / (n+ 1) ) (1 ~ i ~ n) and yl, ..., Yn curves contained in R. Then 

(R, jyj, ..., yJ) is called an (unoriented) rectancrular diagram of degree 

n if it satisfies the following. 

   M Any of the points a 
1 1 .." a n, Pi) "'P On is on6 of the end points 

          of the curves y 1, ..., Y
n. 

   (H) There is no triple crossing point of the curves. 

   (M) Every curve has a marking at the each crossing point 

        indicating whether the curve under consideration is the over 

        path or the under path at the crossing. 

  OV) The intersection of the curves yl, y. arid the boundary of 

         R is equal to ja
i, -)a n, Pi) *-) Onj 

A diagram (R, f yl, ..., Y
n)) is called a rectangular diagram without 

crossing points of degree n if the curves Y1, ..., Y 
n do not intersect 

themselves, If orientations are given to-all the curves in R, then 

R is called an oriented rectangular diagram of degree n.



    We call a 1 ) ... 1 a II (reSpectively 0 1 )"I'D n ) the pointS at the ton-) 

  (respectively bottom) of R. Two rectangular diagrams ([O,s)X[0,11, 

  fyl,-..,ynl) and ([O,s'1X[0,11, jyj',...,yn'j) of degree n are called 

  ecuivalent if there is a homeomorphism. f : [0, sl X [0, 11 -> (0, so] X [0, 11 

  such that f ( (0, t) (0, t), f ( (s, t) (so, t) (t E: [0, 11) and fly 
i) = yi, 

 (1 K i 

     We define algebras D n (nr= N) over C. Let E n ' denote the set of 
  the equivalence classes of rectangular diagrams without crossing points 

  of dearee n. With the convention #E 1, the number -#E of            1 0 

  elements of Eno (nE N) satisfy the recursive relations #E n 

  n-

      #E k' #E Hence #E 
n ' is equal to the Catalan number   k =O 

   2 ')'I(n+l) ([201,52.3.4.4). As a C-vector space, we put Dn= 

   @ Ce; in particular, 
  eGE 

n 

   (4.1.4) dim C DII = (2nn) / (n+ 1) . 
 To define the multiplication in D

nI it is enough to define the 

  product ab for two equivalence classes a and b of rectangular 

 diagrams ([O,s]X[O, 11, fyl, ..., VnI ) and ([O,s']X[O, 11, fyl', ..., Y,'I). This 

 is done similarly as with the case of braids by the following rule. 

    (a) Let R=[O,s+s']X[0,11. Let g:[O,s]X[0,11->R and g':[O,s'lx 

         (0, 11 -> R be the mappings def ined by g ( (x, y) (x, y) and 

          g'((x,y)) = (x+s,y) respectively.

S~



                m n n 

  (b) Le t U y be the decomposition of g(yi)) u 

n 

           U g'(y into connected components, where (1 K i K 
                 J.=1 

         are closed curves and- yi" (1~ i~ n) are curves with end 

        points. 

   (C) Let d be the equivalence class of the rectangular diagram 

        (R, Then ab=(-t 1/2 _ t- 1/2 ) m d. 

Let e (1_<i_<n-1) denote the rectangular diagrams given in Figure 9. 

Then we have 

                        Figure 9 

                  .2 (_tI/2 t- 1/2 )e 

(4.1.5) 
             e i I e. i +I e i ei e i+I I e i . e i+I e i+I (1 ~ -i ~ n-2). 

Hence there is a homomorphism 11 from 3 n to D n sending e i to 

e i'' But, by [ 151 and (4.1.4), we have 

              dim C j .=(2 n n)/(,+,) dirlIC D n 

Hence ~ is an isomorphism. Let E n (E n. Then E n is a basis 

of 3 n The definition of the multiplication in D n implies that, for 

e i - and x F= E n.' e i 'x is a non-zero scalar multiple of an element 

of E n '. Hence e i J n is spanned by a subset of E n . Combining this 

observation with Proposition 4.1.2, we get the following.
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  Proposition 4.1.6. The subspace eiJn of J n is spanned by_ 

  E 
ri (x) I xGEn" the i-th and (i+l)-th points at the top of 

                   x are connected by a curve of xJ. 

  For y C E n.' let T D (y) denote the number of strings of y 

connecting two points at the top of y. For example, 

  (4.1.7) T D (q(e I e 3 ... e 2j -1))=j' 

Let E 1-1, 1 = iq_1 (Y) I y Cz En. , T D (y) ~il and J n,i the two-sided ideal 

of J generated by the elements of E .. Since T (",-Y,)       rl n' :L D 

max(T D (y),T D (y')) for y, y'GE 
nA J n, 1 0 is equal to the C-linear 

span of E n,i in J n . For x EJ n , we have 

  (4.1.8) ei( _I)ei (2 ) ... ei (k)x E=_ J n, k (i(j) <i(j+l)-l for 1Kj Kk). 

Let Jn ,i=:Jn,i*/Jn,i+l" Since J. is known to be semisimple, the 

canonical projection -Jn, i -> Jn, i splits. Hence J., i can be 

regarded as a two-sided ideal of Jn-

  Proposition 4.1.9. The two-sided ideals JI1, i (0 ~ i ~ [n/21) of Jr, 

                       [n/2] are-simple algebras and Jn= a) in ,i-                                    i =O
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  proof. Let e(1,2i-l)= e 1 e Y'e 2i -1 (O~i~[n/21). Since e(1,2i-1) 

E: Jn , i - and e(l, 2i-1) E~ in, i+l*, in, i -! 101 f or 0 ~ i 9 [n/21, We 
also know ~[ IS], 9 11 ) that Jrl is a direct sum of 'In/ fl + 1 two-sided 

ideals which are simple algebras. Hence, by using Jordan-H61der's 

Theorem, we conclude that the two-sided ideals J. , i (0 ~ i ~ fn/21) are 

non-trivial simple algebras. 0 

   Since J. is a semisimple algebra over C, the two-sided ideals 

J n, i of Jn (0 i K [n/21) are isomorphic to the full matrix algebras 
over C. Let p n,i :in ->Jn,i denote the associated irreducible 
representations of J., and X 

n,i their characters. 

   Let p n , p n ' : CBn -> Jn(t) be the algebra homomorphisms def ined by 
Gi_> _t112_ te i and CFi -> C 1/4 + t1/4 e i respectively. Then the 
Jones polynomial V and the bracket polynomial <.> for the closure 

of an n-braid .-b are written as linear combinations of these 

characters, i.e. 

                  [r/2] 
           V(b^) I a., i (V) Xn, i (pn(b)), 

                         i=O 

  (4.1.10) 

                 [r/2] 
            <lb^l>= I a n, i (V) Xn, i (pn. (b)), 

                          i=O 

The coefficients an,i(V) are given by 

               an, i M = (-1) n+1 (t n/2+1/2-i - t-n/2-1/2+i (t - t- 1 

(see [ 101, [ 151, [161).

L~ 0



Note that none of the coefficients a n,-i (V) ar'e equal to zero because 
t is not a root of unity. 

   Remark 4.1.12. Let 9 n :Hn(t)-> Jn(t) be the algebra homomorphism 

defined by 9 n (Ti) =-1 - t 1/2 ei. The compositions p n, i - y n for 0 K i 
K [n/21 give irreducible representations of Hn(t) parametrized by the 

partitions (22 ... 211 ... 1). 

               i-times (n-20-tlmes 

   Definition 4.1.13. Let Gn denote the free semigroup generated by 

1, fit oil CF i- 1 (lKiK n-1), G=I(g, n) JgEGnJ and for (g, n)EG, 

let d(g, n) denote the rectangular diagram (Definition 4.1.3) of 

(g,n) defined as in Figure 10. 

                      Figure 10, 

   By the analogy with braids we use the term closure of a rectang-ular 

diagram d(g,n), written (g,n)^, to mean the link formed by joining 

the n points at the top of d(g,n) to those at the bottom without 

further crossings. Let V n :CGn->Jn denote the algebra homomorphism 
defined by 

   Vn (f i) ~ ei, Vn ((Y i) = t -1/4 + t1/4 e IV n (a i- 1) = t1/4 + t -1/4 e 

By using the original definition of <-> in [161, we can show that 

                        [r/2] 
   (4.1.14) <(g,n)^>= I a n, i (V) Xn, i (Vn (g)                                     i=O 

where the coefficients a,,
,i(V) are given by



  4.2. Relations among the invariants associated with the 

                    (r) decomposition (1.5.1) of V Let pr be the homomorphism from CB, 

to J . defined just before (4.1.10). Let V(r,') denote the invariant 

associated with the irreducible representat .ion p r,i o pr of Br (see 

Sections 1.4 and 4.1 ). In this section, we give relations among 

V(r"). in the following we use the conventions that V(O)(K)=V(0'0)(K) 

=<IKI>(')=-cIKI>(010)(K) = (- t-1/2 _ t1/2 )- I for any link diagram K. 

  Theorem 4.2. 1. Let K be a knot, Then we have 

  V(r,i) (K)=V(r-2k,i-k)(K) for r2O, O~i~[r/21, O~kKi-

  Remark 4.2.2. The same is also true in the case when K is a 

general link, We restrict.our attention to the present case for 

simplicity. 

  Corollary 4.2.3. Let K be a knot. Then we have 

       -V(r) [r/2] V(r-2i,O) 
         (K) I X r ,i(I) (K) for r 20,                     i=O 

       V(r,O)(K) is a linear combination of V(s)(K) (s r, r-2, 

        r-2[r/2]) with integer coefficients, 

        (0/2 + t-1/2) V(r,j)(K) is a Laurent polynomial in the 
                1/2          parameter t 

   Proof. The formula (D is an immediate consequence of Theorems 

1.4.10 and 4.2.1. Solving the formula (D with respect to V("')(K), 

we get 
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       V(S, 0) (K) . = I c s, r V() (K) (cs, r F= C) 
                                r=s, s-2,,.. 

Since X 
r)O (1) = 1, the coefficients c s,r (r = s, s-2, are all 

integers and so we get OD. By (4.1.11), the coefficients 

 1/2 -1/2 1/2 (t +t )a 
rn,i(V) are Laurent polynomials in t We also know 

[121 that the characters X 
rn,i (p rn(b)) (n C N, 0 K i K [rn/21, b E Brn) 

                      1/2 are Laurent polynomials in t Hence OD follows from OID. 0 

  To prove Theorem 4.2.1, we need the bracket polynomial <.> defined 

on G (see the last paragraph of Section 4.1). By (4.1.10), the 

bracket polynomial i's of trace type. Applying Theorem 1.6.4 to 

we get the following. 

   Proposition 4.2.4. For b' GCB, and a braid (b,n) we have 

           (r) [r/2]     <(b,n) > b, I Xr, i (pr'(b') ) < (b, n) >(r") f or r 2 0. 

   Let f i, G CBrn such that Prn. (f i') ei (1 ~ i rn-1). Then we have 

the following: 

   Proposition 4.2.5. For be Bn, we have 

  <(b,n)> f 
1,f 3"-f 2j-1- (r) 3/4 )-2jw(b^) (-tl/2 _ t- 112 < (b, n)> (r-2j),
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   Rroc:)f, For g G G rn' we put <g>=<d(g,n)^>GC. By Definition 

 1. 1. 10 of the bracket polynomial, the mapping <. > : Grn ` C is f actored 

by the projection 4f 
rn Grn -> Jrn (see the last paragraph of Section 

4.1 ). Since p 
rn' (f 1, f 3'-f 2j-l') "(rn(f lf 3 ... f2j-1), we have 

   <(h,n)^> f 
1, f 3"-f 2j-1 I (r) <(f 1'f 3"'If 2j-1. On (r) (b), rn)> 

                        < (f if 3-f 2j -1 On (r) (b), rn)>. 

The following 11-mma shows that the link diagram 

 f 1 f 3- f 2j -10n W (b),rn)^ is regular isotopic to 

       (r-j) 
     n (b), (r-2j)n) ^ U (f a -2w(b^),2)^) (disjoint union).                            I I 

.For a link . diagram K which is a disjoint union of two link diagrams 

K1 and K2, it is known that <K> =(-t 112_ t- 112 ) <Kl><K2>- It is 

also known ([161, Proposition 2.5) that <(f 1 CY 2w(b^) 2)> 

(-t3/4 )- 2w(b-) . Hence we have 

    <(f 1 f 3- f 2j -10n (r) (b), rn)^ > 

    <(O
n(r-j)(b), (r-2j)n) (Li (f I CF 1- 2w(b"') 2)-)> 

       3/4)-I)j-(b A) 1/2 1/2 j< (o
n (r-j)                  (7t (b), (r-2j)n)>, 

as required. 0 

   Lemma 4.2.6. For b E B the link diac[ram



(f 1IC'I-f 2j- I~n (JIO (b), rn) ^ i -, 
the link diagrams (r-j) 

(f a 2w(b ~), 2) 

   Proof. Let si(i) 

I K E(j) I (I K j k), --i(j)( 

a i(j)- 1 Let 0 * s i(i) -2 (C( 

demonstrates that the link 

isotopic to the disjoint un 

(Vt 2) (b), (r-2)n)^ and 

proves the statement of the 

  Lemma 4.2.7. Let e(j) 

be the character of the ren

Section 

  (a) 

  (b) 

where we

     reaular isotoriia to the diojoint union o 

    (b),(r-2j)n)^ and j copies of 

    s i(2) (C(2)) ... s i(k) (F (k )) where 3 ~ i(j) r-1, 

   0) (1) (-      f 
i(j), si(j) Gi(j) and 9,(j) 

          (c(2)) (F-(k))        s 
i(2)-2 ... s i(k)-2 Then Figure 

    diagram (f ~
n (r) (b),rn)^ is regular 

    ion of the link diagrams 

     (f 2w(b"), 2) Hence an induction on 

      lemma. D 

      Figure 11. 

    =e 
1 e 3* " e 2j-1 G Jr (1 K j ~ [r/21). Let X r,i 

     resentation P -Q-1 Jr, defined in

4.1. we have 

X r , i (e(j) ) = 0 

X (e(j) ) = (-t 1/2 _ t- 1/2 

used the convention that

  Proof. Since T D (e(j))=j by 

so we get the first formula of the 

subalgebra of 3 r by the inclu sion 
e E Ir (I ~ i ~ r-2). For an element 

Jr-1, we know 151 that 

                          q-5

P Xr-2 j , i-j 

 X0, 0 (1) = 1 

 (4.1.7), p r
, i( 

 above lemma, 

  homomorphism 

   x F= J cont

         if i < j, 

       if 0 ~ j K i, 

      e(j))=O if j>i and 

        We regard J 
r-1 as a 

        sending e i C3 r-1 to 

r ained in the subalgebra



             X" 0 (X) = xr- 1 , 0 W, 

  (4.2.8) X
r, i (X) = Xr- 1, i (x) 4 Xr- 1, (x) if O<i<r/2, 

              X2r ,r(x) =X2r-1,r-l(x) 

Using (4-2.8) and Lemma 4.2.9 beloi,, we get the part . (b) b; induction on 

r. The details are omitted. 

                                    1/2 _ -1/2 r   LeMma 4 .2.9. X2
r,r(e(r)) =(-t t 

           By LeTffna 4.2.7 (a) and . (4.2.8), it is enough to show: 

   (4.2.10) X 2
r,r (e(r)) = (-tl/2 _ t-1/2).X 2r-1,r-I(e(r-1)). 

Let e(i)' be an element of C B2r with' P2
r(e(i)')=e(i) (lKi~r), 

By Lemma 4.2.7 (a), x 2
r,i (e(r))=o if i<r and X 2r-1,i(e(r-1))=O if 

i <r-1. Hence we have 

             V 2. (e (r)') =a 2r, r M .x2r, r (e(r)) 

and 

        V 2r
7l (e (r- 1)') =a 2r- 1, r- 1 (V) X2r- 1, r- 1 

Since -V- is a link invariant, we have 

  V 2 r(P2r(G2r-l)e'(r-1)') = V2r(P2r(2 .r-l- 1 )e(r-1)') = V 2r-l(e(r-l)') 

                                         (Definition 1.1.20D). 

Hence, by Using 

  e I =tI/2 (t1/2 _ t-1/2 )- I P2r(G i) - t -1/2 (0/2 _ t-1/2 )- 1 P2r(G i- 1



  we have 

    a 2r , r (V) X2r, r (e (r) V (e (r)', 2r) 

         1/2 1/2- - 1/2 - 1 (a ) - t-1/2 (t 1/2 _ t- 1/2 F e (r-  =V( (t t t P
2r 2r-I P2r(C2r-1 

    V(e (r-1)', 2r-1) =a 2r-1 , r-I (V) X2r-1, r-I (e(r-1)). 

  This and (4. LI I) imply (4.2. 10). 0 

     P--roof of Th&orew 42 /, From Proposition 4.2.4 and Lemma 4.2.7 we 

    < (b, n> f 
1, f 3"" f 2j-1. (r) 

               [r/2] 
   (-tl/2 _ t-1/2 ) i ( . I Xr-2j , i-j (1) <(b, n)>(r,i) (OKr,OKj~[r/21).                        i=j 

  By interchanging r with r +2j and i with i +j, we get ..* 

    <(b,n)>f 
I' f 3"" f 2j-1' (r+2j) 

     1/2 _ - 1/2 (r/2) (r+2j,i+j)    (-t t I X r , i(l) <(b, n)> (0 K r, 0 ~ j ~ [r/21).                        i=O 

  Hence Proposition 4.2.5 implies that 

          (r) = (-t 314) 2jw (b^) [r/2] (r+2j,i+j)     <(b,n)> I Xr,i(l) <(b,rl)> 
                                     i=O 

  By using (1.1.12), we get V (r) (b, n) t 3/4 ) rw(b^) < (b, n) > (r) and 

  V(r,i) (b, n) = (-t 3/4 ) rw(b~) < (b, n) > (r,i) Therefore we have 

                 [r/2] (r+2j ,i+2j)         V (b, n) I Xr, i (1) V (b,n). 
                         i=O 

              Y7
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have



Dut the left hand side of the above formula does not depend on j, 

so we obtain inductively that 

  V(O)(b,n) =V(0'0)(b,n) =V(2, 1)(b,n) V (2i, i) (b, D) 

  V(1)(b,n) =V( I '0)(b,n) =V(3, 1)(b,n y (1+2i, ') (b, n) 

   (r) [r/2] (r,i)   V (b
, n) - Xr

, i (1) V (b,n) 

         V(r, 0) (b,n) = V(r+2, 1)(b,n) ... =V(r+2j,j) (b, n) 

These are the equ--Iiti--s we wanted to show. 0

and



  4.3. The Jones polynomial of satellite links. We give a satellite 

link version of Theorem 1.6.4 for the one-variable Jones polynomial V. 

  Definition 4.3. L Let K and L be diagrams of links in the 

3-sphere and the solid torus respectively. Let N(K) the tubular 

neighborhood of K. Then there is a bijection f, called the faithful 

embedding, from the solid torus to N(K), This mapping is determined 

canonically up to ambient isotopy. Let KL~ f(L). Then KL is a link 

in the 3-sphere and is called the satellite link of K with respect to 

L. For a link invariant X, put XL(K)= X(KL). Then XL is a link 

invariant. 

  For a link diagram L, let I L I denote the unoriente'd link diagram 

obtained by forgetting the orientation of L. For (g,n) EG 

(Def inition 4.1.13), let (g,n)- be the unoriented link diagram in the 

annulus obtained by joining the points at the top of d(g,n) and those 

at the bottom without further crossings as in Figure 12. Conversely, 

for any link diagram L in the annulus, there is an element (g,n) EG 

such that ILI is regular isotopic to (g,n)- in the annulus. Let 

IV r :G r _> 3 r be the projection defined in Section 4.1. 

                      Figure 12. 

  Theorem 4.3.2. Let K be a knot, L an oriented link diagram in 

the annulus, w(L) the writhe of L, and (g,r) an element of G 

whose closure is recsilar isotoDic to ILI in the annulus. Then we have

               [r/2) 
V 3 t4 w (L) X (g) ) V(r, i) (K) L(K) t r,i (IF r                       i =O

(0



     Proof. Let (b,n) GB be a braid whose closure is equivalent to 

 K. Then KL is equivalent to (g ~ 
n (r) (b),rn)^. We regard G r as a 

  subsemigroup of G 
rn by the inclusion homomorphism spending g CG r to 

  the isotopy class of g' in G 
rn as in Figure 13. 

                       Figure 13. 

  Dy applying the results of Section 1.3 to the wreath prod uct G 
r G n 

 we get 

                       fr/2] (r ,i)         < (g on (b),rn) I xr, i (4fr (g) ) < -(b, n) > 
                               i=O 

 The proof of this formula is analogous to that of Theorem 1.6.4. We 

 know that V(r I i)(b,n) = (-t 3/4 (b^) < (b, n) > (r,i) and w((g o
n(r) (b),rn)-) 

   W ( (g, r) ^) +r w(b^). By using these formulas, the above statement can 

 be proved. 0 

    Theorem 4.3.2 can be extended for marked links as Theorem 2.5.4. 

    Example 4.3.3. (doubled knot Let LO be the link diagram in 

 the annulus as in Figure ,14. 

                       Figure 14, 

2  Then L
O is regular isotopic to (g,,4)-, where g 0 =f 1 f 2 f 3 G 2 For 

 a knot K, we have V L
O (K) = t- 3/2((I_t) V(2,O) (K) - (t-1 + t) V(010)(K)) 

 since X 4
,0(V4(90))=O' X4,1(V4(90))='- t and X 4, 2 "f4 (90) ) = - (t- + 

 t). But we know that V(2,O) (K) = V(2) (K) + (t-112 + t1/2)-1 from 

 Corollary 4.2.3 and so we have VL
O(K) = t- 3/2 (1 _ t) V(2) (K) + t-2.

SD



    4.4. Representations associated with V(r). Let P
m, k denote the 

 irreducible representation of 3 m def ined in (4.1.9)-(4. 1. 10). In this 

 section, n 3
r,i (0:< i:< [3r/2) ) denote the representations of B 3r 

 parametrized by two irreducible representations p 3r
,i Of J3r and 

 Pr ,O Of Jr defined as in Section 1.4. Let W 3r,i * denote the 

 character of n 3r,1' Let K be a knot equivalent to the closure of a 

 3-braid b E B 3 Then, by using the following theorem, (4, 1.11) and 

 Theorem 1.4,100j), we can calou'late V(r,o)(K) explicitly. Moreover, by 

 using Corollary 4.2.3 (i), we may calculate V(r) (K) explicitly. 

    Theorem 4.4. 1. A set 
. of representation matrices of n 3r, i (C'j 

 (0 i K [3r/21, j = 1, 2) is given L)y the f ollowing. 

   n 3r
, i ("1) (ai, j, k (".) 0 K j, k ~ d (r, i) 

   ,n
3r, i (CF2) (ai, d(ri)-j, d(ri)-k (t) ) 0 K j, k d(r,i)' 

 where d(r,i) =deg(n 3r
,i) (if 0 K ' K r) or 3r - 2i (if r < i K 

 [3r/21) and 

   a i
, j,k(t) (-1) (r+k) t y(r,i,k,j) g(i-k,j-k,t) (k~j, OKiKr), 

   a i
,j,k (t) =0 (j <k, OKi~r), 

    ce i
, j, k (t) = H) (r+k) t y (r, 2r-i, k, j g (i-k, j-k, t) (k K j, r < i K [3r/ 21), 

   a i
,j,k (t) =0 (j < k,r < i K [3r/21), 

 where y(r,p,k,j)=(r+k+2rk-k2+ (r-p-*- j-k)(j-k))/2 and 

 g(p,q,t) is the Gauss' polynomial. i.e.



                                    q tp+i-1 - 1 

                  g(p,q,t) = H i 
                             i=1 t 1 

   The polynomial g(p,q,t) satisfy the following recursive relations: 

              g(P,O,t) = 1, g(P,P,t) = 1, 

   (4.4.2) 

              g(p,q,t) = t(p-q) g(p-l,q-l,t)+ g(p-l,q,t). 

   Before proving the above theorem, we give examples and applications , 

   Example 4.4.3. The representation matrice's of CFI C B3 for the 

case r = 2 and r = 3 are given in Table 3 . The matrices of a 2 are 

obtained as follows. 

     n 3r
, i ((Y2 K n3r, i(al) K, where K 

                      Table 3. 

   Let C' =Icr=CI c;eO, a m ;el for any mC-NI. 

  Proposition 4.4.4. Let (b,b' ) be a pair of 3-braids such that 

w (b~) = w b'~) and V (b^) (s) = V (b'^) (s) f or a 11 s E C* Then, f or t C-

CO, V(IIIO)(b~)(t)=V(2,0)(b--)(t) iff (06
,2(b)(t) = (06, 2 (b-) (t). 

  Proof. Recall that a
n,i (V) (t) ;e 0 for 0 ~ i K [nI 21 by (4. 1.11). 

From (4. 1. 10) and Theorem 1.4. 10, it is enough to show that



  (4.4.5) W F (b) (t) = W (b')(t) for i=O, 1, 3. 
                    '), i 6, i 

We have 6) (b) (t) = 6) (b')(t) for i=1,3 and X (b) (t)           6
, i 6, i 3,0 

X 3,0 (b" (t) since they are linear characters of B3 and w(b') =w(b") 
The assumpt ions v (b^) = w (b"') and V(b^) (s) = V (b") (s) for all s E C, 

yields X (b) (s) = X (b')(s) since V(-)(s)=a )(S) 4-        3,1 3,1 3, 0 (V) (s) X3, 0 

                                                 (b) It I a,, 1 (V) ( S) X 3,1 (-)'s) for 3-braids. But we know that (0 6,1 )= 

(-I), (b~) X 3,1 (b)(t2), and so we have (a 6,1 (b) (t) = W 6,1 (b') (t). Hence 
(144.45) is proved. 0 

  From the above Proposition and Corollary 4.2.3, we have the 

following. 

   Corol I ary 4.4.6. Let (b, b' be a pair of 3-braids such that 

w(b~) =w(b 'A) and V(b~)(s)=V(b 'A)(S) forall SEC'. Then, for tE 

C V(2) (b~)(t)=V(2)(b'A)(t) iff (a 6
,2 (b) (t) = 6) 6,2 (b') (t). 

   Let P= P(-)(Q,q) denote the two-variable Jones polynomial with 

rion-zero complex parameters a and q where q is not equal to any 

roots of unity. Then we have the following. 

   Corollary 4.4.7. Let (bb') be a pair of 3-braids such that w(b^.) 

.'..w(b'-), V(b^)(s)=V(b'^)(s) and V(2) (b^)(s) =V(2) (b'^)(s) forall s 

G C* Then we have 

  (a) p(2,(2)) (b~)(U,q) = p (2, (2) ) (b'~) (a, q), 

  (b) p(2,(11)) (bA)(Q,q) = p(2, ( 11) (b') (a, q) , 

  (C) p(2) (bA)(a,q) =p(2) (b'^ ) (Cc o q)

53



  Proof. The representations nX
,V (X C A(6), V = (2) E A(2)) of B 3 

associated with p(2) are given in Table 3. With these representation 

matrices, an analogous argument of the proof of Proposition 4.4 .4 shows 

the part (a). the part (a) and (3.6) implies the part (b). The part (C) 

follows from the parts (a), (b) and Theorem 1.5.1. 0 

  Proposition 4.4.8. Let (b, b' ) he a pair of 3-braids whose 

closures are knot with w(b^)=w(b'^) and F(b^)(a,x)=F(b'~)(a,x) for 

all a, x E CX, where F denotes the Kauffman -polynomial, Then, for

t E CO, V(3, 0) (b^) (t) =V(3, 0) (b'^) (t) if f W 9
,3 (b) (t) = (0 9,3 (b') 

   Proof. 
' Because a 9, 3 (V) (t) ;'. 0' it is enough to show that 

6) q
'i (b)(t)= W q'i (b')(t) for i=O, 1, 2,4. We have V(b A)(S) =V(b 'A)(S) 

(sEC') from F(b A ) =.F(b 'A [22). Thus, as the proof of Proposition 

4.4.4, we have W (b) (t) (b')(t) for i=0,1,4. Let X be the                  9
'i 9 , i 

character of the representation p of B3 defined by the following. 

                a- 1 0 x 0 -1 0 

  P(01) 0 0 -1 P(02) I x 0 

                0 1 x 0 a- 1 x a -1 

From Theorem 12.2 of [261 we have X(b)(a,x)=X(b')(a,x) if the values 

of a and x are generic. This yields X(b)(a,x)=X(b')(a,,-%) for all 

a, xE CX since X(p)(a,x) are Laurent polynomials of the parameters 

a and x for all P G B 3' Let X' be the character obtained .from X 

by substituting x = -t-3/2 + t3/2 and a = t- 7/2. Then W 9
,2 (- ) (t) = t 3 

X'( -)(t) and so we have (a 9,2 (b) (t) = W 9,2 (b') (t). This proves the 
proposition. D



   From the above proposition and 

following. 

  Corollary 4.4.9. Let (b,b') 

are knot with v(b^) =w(b'^) and 

a, x C CX, . where F denotes the

Corollary 4.2.3, we have the

be a pair of 3-braids whose closures

  F(b^) (a, x) 

Kauffman iDol

=F(b'-)(a,x) for all 

7nomial. Then. for

 t r= CO, V (3) (b-) (t) =V(3) (b' ) (t) if f 6) 9
, 3 (b) (t) = G)9, 3 (b' ) (t). 

    Proposition 4.4.10. The invariant V(*3) is independent from V, 

 V(2), and the Kauffman polynomial F. 

    Proo-f, We give a pair of braids (b,b') such that V(b^)=V(b'^), 

 V(2) (b-) =V(2) (b'^), F(b^)=F(b'^) but V(-')(b^);eV(3)(b'-). Let 

                       2 - 2 2 - 2 M 2 - 2 - 1 2 2 n          b(m
, n) = a 1 G 2 a 1 a 2 G 1 a 2 CY 1 a 2 a 1 G 2 a 1 a 2 

  for odd integers m, n. Then T.Kanenobu noted that the knots b(m,n)^ 

  and b(n,m)^ have the same Kauffman polynomial. Therefore they have 

  the same Jones polynomial [221 and* the same 2-parallel version of the 

  i . ones polynomial [351. But T.Kanenobu conjectured that b(m,n)^ and 

  b(n,m)^ are not equivalent except a finite number of pairs (m,n). 

  From a calculation with a computer we have 6) 9
,3 (b(3,1)) (a 9,3 (b(1,3)) 

  -by substituting 4 to the parameter t. -Thus we have VC)(b(1,3)-);e 

  V(3) (b(3,1)^) from Corollary 4.4.9. 0 

      From now on, we prepare some notations which is needed in the proof 

   of Theorem 4.1.1. We use the notations in Section 4.1. Fix an integer 

   i with 0 K i K Dr/21. Let 

             V3r, i = J3r,iel e 3...e 2i-I / p 3r, i e 1 e 3"'e2i-1 nj',3r,i+l
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From Proposition 4.1.9, V 3
r,-i is an irreducible left J 3r-module and 

the left action of J 3
r on V 3r,i are equivalent to Pr, i. By 

Proposition 4.1.6, there is a subset G 3r
,i of E 3r such that 

lxmodi 3r ,i+l* I x E=- G 3r,il is a basis of V3r,i. More precisely, 
G 3r

, i :'_ E r,i nJ 3r'1'3""2i-l' Let 

  G3r , i, 1 x C G3r, i I there is j;e 0 (Mod r) such that the j-th 

                      point at the top of II(x) is connected to the 

                     (j+l)-th point at the top of q(x)l, 

and V 3r,i,l the subspace of V 3r,i spanned by the image of G 3r,i,l* 

For 0 ~ il' j2' j3 ~ [r/21, let V3r, "jl'j2'j3 be the Pr, j, 0 Pr, j, 0 

     - isotypic subspace with respect to J 
r 03 naturally embedded in Pr, j3 

J 3r (see Section 1.4). Let I k 1 1 K k ~ 3r-1, k;-- 0 Mod r) and 3 1 

the subalgebra of 3 3r generated by e k (kE I). Let Xo denote the 

one-dimensional representation of J I defined by Xo(e k) =0 (kE I). 

For a J I -module U, let U+ e k U. Then U+ is a J i-submodule of 

                          kEI 

U. Let U 0 denote the X 0-isotypic subspace-of U. Since 

-(ti/2 + t-1/2 )_ 1 e 
k (k C I) is a projection and UO 

   (1+(tl/2+t- 1/2 )_ 1 e k) U' we have the following. 
kGI 

   Proposition 4.4.11. The composition of natural homomorphisms

U 0- > U-> U/U 
+ is a J I- module isomorphism.

st



   From Proposition 4.1.8, we have V 3r, i, 1 1 e k V3r, i Since 3 1 is 
                                                          kE=-I 

            0 3 isomorphic to J r we get the following 

   Corollary 4.4-12. The J r (9 3_ 4submodule V 3
, i, 0, 0, 0 of V r,i is 

isomorphic to V, /V as a j 03-module.                     ,jr, i 3r,i,l r 

   Let V3r
,i,O =V 3r,i / V 3r,i,l* Then the above corollary implies that 

the representation n of B in Theorem 4.4.1 is equivalent to the                       3
r,i 3 

action of B 3 on V 3r
,i,O induced by restricting the representation 

      (r) P
3r,i 003 We give a basis of V 3r,i,O and representation matrices 

of n 3
r,i with respect to the above basis. For 0 ~k, m <j, let 

                      e(j-k,j+k) e~j-k-1,j+k+1) ... e(j-m,j+m) if m ~k, 

e (d) (j-k,j+k,j-m,j+m)= 

                      e(j-k,j+k) e(j-k+l,j+k-1) ... e(j-m,j+m) if m <k, 

and 

  e (h) (j-k..j+m,j-m,j+k) =e(j-k,j+m) e(j-k-l,j+m-1) ... e(j-m,j+k). 

Let Hr,i=fh r ,i,j 10~j~i if i~r andi-r~j~2r-i if r<i.1, 
where the elements h r are given as follows. In the case of OK i 

K r, let 

        h (1) = e (d) (r,r,r-j+l,r+j-1),                 r
,-1,3 

        h r
,.i,j (2) = e (d) (2r,2r,2r-i+j+1,2r+i-j-1), 

        h r
, J (3) = e (h) (2r-i+j,2r+i-j-2,r+j+l,r-j+2i-1),
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        h . .(4) = e (h) (r+j,r-j+2i-2,1,2i-2j-1),           r",3 

        h - - = h .(1) h .(2) h. . .(3) h (4)               r , -1, 3 r,1,3 r, -1, 3 r, -1, 3 r,i,j 

f or 0 K j ~ i. In the case of r < i ~ [3r/21, let 

        h (1) e (d) (r,r,r-j+l,r+j-1), 

        h .(2) e (d) (2r,2r,r+j+1,3r-j-1),                  r ,-1,3 

         h. .(3) e (d) (r-j,3r-j,2r-i-j+1,2r+i-j-1),               r, 3 

        h -(4) e (h) (2r-i-j,2r+i-j-2,1,2i-I),              r, 3 

      h h -(1) h (2) h (3) h (4)             r , 3-, r,i,3 r,i,j r,i,j ri,j 

for i-r~ jK 2r-i. The rectangular diagrams of ~(h r,i,j CD 3r are 
given as in Figure 15. 

                       Figure 15. 

Let W3r,i denote the inverse image of V3r,i,l with respect to the 
canonical projection 

   J3re 1 e 3 ... e 2i -1 -> 33re 1 e 3- e 2i-1 1 (J3r , i+1 ' J3rele 3""2i-1) 

  Proposition 4.4.13. The set Hr, i* = 1h Mod W3r, i 1h G Hr, il is a 
basis of V3r , i, 0' 

            For hGH r,i' we know that h C E 3r,i' h E J 3r ele 3 ... e 2i-l' 

h el E 3r
,i+l' and h eE 3r,i,l' Hence H r,i is linearly independent 

since W 3r,i is a subspace of J r,i spanned by (E r,i+l n 

J 3r e I e 3- e 2i-1) 1-1 Er, i, 1 - Since the dimension of the representation
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Pr ' 0 03 Of ir 03 is equal to one, the dimension of the 

Pr
,O 03-isotypic subspace of V3r,i with respect to Jr 03 is equal to 

the multiplicity of p r,O (93 in P 3r,il., 03. From Remarks 4.1.12 and 
3.8, we may use the Litt lewood-Richardson rule (Remark 3.8) for 

computing dim C v3r
,i,O* The result is 

  dim C V3r
, i, 0:-- i+1 if 0 K i ~ r and 2r-i+l if r < i ~ Dr/21, 

which are equal to *Hr ,i. This shows that H is a basis of                                                      3r,i 

V3r
'i'0' 0 

  Let P3r :B 3r ->j3r be the algebra homomorphism introduced in 

Section 4.1. We use the following formulas in the proof of Theorem 

4.41, which can be proved immediately from the definitions of J 3
r' P3.r 

and W 3r
,'' For vEJ r e 1 e 3...e and 1~k~3r-l with k;eO (modr),                                   2 i- 1 

we have 

  (4.4.14) Par (Cyi) v -t 1/2 v (mod W3r,i)' 

For I ~ k K 3r-1, we have 

  (4.4.1 - 5) P3r (0i) ei:-- 'iP"jr('i =t 3/2 e 

For 1K kK 3r-2, we have

s ~



         P3r (a i ) e i+1 e i = t 312 P3r (a i+l)- I e ilp P3r (a i+1 ) e i e i+.t= t 312 P3r (a d- I e i+I' 

         P3r (a d- I e i+1 e i= t-3/2 P3r (a 1+1 ) e i' P3r (0 i+l)- I e i e i+l= t-3/2 P3r (CF I ) e 1+1' 
(4.4.16) 

         P3r (a I e i+1 P3r(ad- P3r(Ci-l)- 1 e i P3r (a i+1) 

        P:3r(ai) e i+lp3r (a d P3r (0 1+1 ) e i P3r ( CY i+l)-

We also need following formulas, which can be proved by using above 

formulas. For p,qC=N with pKq, let 

                                                     - 1 - 1 - 1 
         a (p, q) = (J

pcjp+ 1, "a qP a- (p, q) = CY p a p+1 ... a q 

         (Y' (q, P) = (Y
qluq- p and a'-(q,p) =0 q a q-1 ... a p 

   For 0 KkKirj<j, let 

   G(j±kp j+m, j-m, j:Fk) = o(j±k, j+m) G(j±k-1, j+m-1) ... o(j-m,j:Fk), 

and 

   0 (j±k,j+m,j-m,j:Fk)=o (j-±k,j+m)o (j±k-l,j+m-1) ... a (j-m,j:pk). 

For j, k, m, n E N with j > m-k+n, we have 

   (4.4.17) a (j-k+m,j+m+n-l,j-k+1,j+n) LI(j-k,j-k-n+1,j-l,j-n) 

              e(d)(j,j,j-n+l,j+n-1) 

           0- (j-kp j-k+l, j-k+m-1, j-k-n+m) (J(j-k+m, j+m-1, j-k-n+l, j-n) 

          e(d) (j+m, j+m, j+m-n+l, j+m+n-1) e(h) (j+m-n,j+m+n-2,j-n+l,j+n-1) 

For j, k F-- N, we have
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  (4.4.18) a e(i+2,i+2k) e(i+l,i+2k-1) e(i,i+2k-2) 

              f.-(i+2,i+2k) e(i+l,i+2k-1) e(i,i+2k-2) a i+2k 

Formula (4.4.17) with m= 1, (4.4.15), (4.4.16) and (4.4.18) implies that 

  (4.4.19) a (j, j +k- 1) a' (j- 1, j -k+ 1) e (d) (j,j,j-k+l,j+k-1) 

  t3/2 t 3(k-1) C; (j- 1, j -k+ 1) CF' (j- 1, j- k+ 1) - 1 e(d) (j,j,j-k+l,j+k-1). 

An induction on m and (4.4.19) shows that 

  (4.4.20) o(j,j-m+l,j+m-l,j) e (d) (j, j, i -m+ 1, i +m- 1) 

   (t 312 ) m 2 0*-(j-l,j-m+l)cy'(j-l,j-m+l)- 1 Cj'- (j- 2, j -m+ 1) a' (j- 2, j-m+ 1) 

               O-M, i-M) 0, O-M, j-m)- 1 e (d)

I



   Proof ol' Theorem -44 /. We calculate the representation matrices of 

n 3r 'i(Cy i ) (j =1,2) with respect to the basis H 3r,i*' This can be 

done by writing down P3r(03 (r) (0 i ))h r ,i,k mod w 3r,i (j = 1, 2) as 

C-linear combinations of elements of H 3r ,io* Steps 1-7 can be proved 

by using f ormulas (4.4.14)-(4.4.20). 

  Step 1. P3r(03 (r) (0 i ))h r ,i,k 

            = (-tl/2 ) r(,-I) a (r, 2r-1, 1, r) h r,.i,k (Mod W3r,i)' 

   Step 2. a 
. (r, 2r-1, 1, r) h r,i,k 

     3/2 ) k 2               a (r
, 2r-1, k+I, r+k) a (k, r-1, 1, r-k) 

            CF, - (r- 1, r-k+ 1) CF' (r- 1, r-k+ 1)- 1 a'- (r- 2, r-k+2) a' (r- 2, r-k+2)-

           ... a' - (r-k+l, r-k+l) G' (r-k+l, r-k+l)- I h r ,i,k (mod W3r,i)' 

   Step 3. G(r, 2r-1, k+1, r+k) 6(k, r-1, 1, r-k) 

                 (r-1, r-k+l) a' (r- 1, r-k,+1) CI'- (r-2, r-k+2) a' (r-2, r-k+2)-

                a'- (r-k+l, r-k+l) a' (r-k+l, r-k+ 1)- 1 h r ,i,k 

     (-t -1/2 ) k(k-1) G(r, 2r-1, k+1, r+k) a (k, r-1, 1, r-k) h r,i,k (mod W3r,i)' 

   Step 4. (J(r,2r-l,k+l,r+k) CY(k,r-1, l,r--k) h r ,i,k (2) 

=t3k(r-k)/2 Ci- (k, r-1, 1, r-k) C;(r, 2r-k-1, r-k+1, 2r-2k) O(r-k, 2r-2k-1, 1, r-k) 

             e (d) (2r-k,2r-k,2r- 2k+1, 2r-1) e (h) (2r-2k,2r-2,r-k+l,r+k-1).

0



   Step 5. G-Ck, r-1, 1, r-k) G(r, 2r-k-l- , 1. r-k) e (d)(2r-k, 2r-k, 2r-2k+1, 2r-1) 

            • (h) (2r-2k, 2r-2, r-k+ 1, r+k-1) e (d) (2r ,2r,2r-i+k+1,2r+i-k-1) 

            • (h) (2r-i+k, 2r+i-k-2, r+k+l, r-k+2i-1) e (h) (r-k ,r-k+2i-2,1,2i-1) 

  (-t -1/2 ) k(r-k) a (r-k, 2r-2k-1, 1, r-k) e (d) (2r-k,2r-k,2r-i-k+1,2r+i-k-1) 

               e (h) (2r-i-k, 2r+i-k-2, 1, 2i-1) (mod w 

   Step 6. CF (r-k, 2r-2k-1, 1, r-k) e (d) (2r-k ,2r-k,2r-i-k+1,2r+i-k-1) 

              e (h) (2r-i-k,2r+i-k-2,1,2i-1) 

    t3i(r-k) /2 (-tl/2 ) (r-i)(r-k)-k(r-k) 0-(2r ,r+k+1,2r+i-k-l,r+i) 

    e (d) (r,r,r-i+l,r+i-1) e (h) (r-i,r+i-2 ,1,2i-1) (Mod W 3r
,i)' 

  Step 7. For non-negative integers i, k and m such that k <i 

and m<i-k, we have 

     e (d) (2r, 2r, 2r+m-2, 2r-m+2) e (h) (2r-m+1 ,2r+m-l,r+k+l,r+k+2m-1) 

     0-(2r+m,r+k+2m+1,2r+i-k-l,r+i+m)e (d) (r , r, r-k+ 1, r+k-1) 

     e (d) (r-k,r+k+2m,r-i+m+l,r+i+m-I)e (h) (r-i+m ,r+i+m-2,1,2i-1) 

    (-t -1/2 ) (r-2k-2m+i-1) e (d) (2r,2r,2r+m-2,2r-m+2) 

   (h)      e (2r-m+1 ,2r+m-l,r+k+2,r+k+2m)o (2r+m,r+k+2m+2,2r+i-k-2,r+i+m) 

    e (d) (r, r, r-k, r+k) e (d) (r-k-l,r+k+2m+l,r-i+m+l,r+i+m-1) 

     e (h) (r-i+m,r+i+m-2,1,2i-1)
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  + (r-2k-2m+i-1) e (d) (2r,2r,2r+m-1,2r-m+l) 

     • (h) (2r-m,fllr+m,r+k+l,r+k+2m+1)0-(Zlr+m+l,r+k+2m+3,2r+i-k-l,r+i+m+l) 

    • (d) (r,r,r-k+l,r+k-1) e (d) (r-k,r+k+2m+2,r-i+m+2,r+i+m) 

    • (h) (r-i+m+l,r+i+m-1,1,2i-1) (rnod W 3r ,i)' 

  Step 7 implies the following. 

  Step 8. e (d) (2r, 2r, 2r+m-2, 2r-m+2) e (h) (2r-m+1,2r+m-l,r+k+l,r+k+2m-1) 

            Cf (2r+m,r+k+2m+1,2r+i-k-l,r+i+m) e (d) (r,r,r-k+l,r+k-1) 

            e (d) (r-k,r+k+2m,r-i+m+l,r+i+m-1) e (h) (r-i+m,r+i+m-2,1,2i-1) 

i 

         10 k h r ,i,j' 
           j=k m,D 

where k
,m,j (OK m~ i-k) satisfy the following relations, 

          k,i-k,k = 1 (0 ~ k ~ i), k, i-k, 3 = 0 (0 1 K j ~ i, j;e k), 
(4.4.21) 

          0 k,m,j= (-t-1/2 ) (r-2k-2m+i-l)p k+i,m,j + (-t-1 ) (r-2k-2m+i-l)p k,m+l,j 
                                           (0 ~ m < i-k). 

  Step 9. For OKk~j and OKm~i-j, we have 

  Ok,m,j 

      (r-i+l)(i-k-m) -1/2 (r-i+j-k)(j-k)+2(r+j-2k-m)(i-j-m)    -1) (t gi-k-m,j-. 

Especially- we have 

Pk,O,j =(-') (r-i+l)(i-k) (t-1/2 ) (r-i+j-k)(j-k)+2(r+j-2k)(i-j) gi-k,j- 4t).



            oince 

      (r-i+l)(i-k-m) (t-1/2 ) (r-i+j-k)(j-k)+2(r+j-2k-m)(i-j-m) t 

satisfy the relation (4.4.21), these are identical to Ok
,m,j' 

  Step 10. Combining the results of Steps 1-9, we get the statement 
*of Theorem 4,41 for the case 0 ~ i ~ r. An analogous argument proves 

the statement of the theorem for the case r < i ~ [3r/21,
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  5. The parallel version of the Kauffman polynomial. The 

associated algebras C1,C2. ... of the Kauffman polynomial F 

(Definition 1. 1. 10) are obtained in [21 and [261. The invariant F is 

known to be of trace type if the values of the parameters a and X 

are generic, Therefore we can apply our theory in Section I to F 

with generic parameters. We give a formula for the Kauffman 

polynomials of satellite links (Theorem 

  5.1. The associated algebra C Let a, OF--C\fOl suchthat 0 

is not equal to any roots of unity. Let x=0-110. The associated 

algebra C 
n of the Kauffman polynomial is defined as a C-algebra with 

1 by the following. 

C 
n 

  <Tip T i 1, Ei (I i
+I I i T i+I' 

           i = Ci.- C i+1 E i F- 1+1 = C i+1' 

   T C C =1 C.     i '~i + 1'- i+1 2 i+1 i 1+1 i .1+1' 

    C C i +1 T i ±1= C i -1 i+1 :F1' C 1+1C i T i+I i K n-2), 

    T 3 ='I 3 Ti C i I -E C E F- 
j E (1 i ::g j-1 n-2), 

   T x (I-E (I K i K n-l)>. 

This definition is eauivalent to that in [2). Let C 
                                                       nj 

C 
11 e 1 e 3 "' e 2i-1 C ri, Then C n, i is a two sided ideal and satisfies C n 

C n , 0 D C n,1 D ... D C n,[n/21 . Let D n,i =C n' -i / C n,i+ 1 (0 K i ~ [n/2]-1) and 

D n
, fn /2J = Cn, [n / 21 . Note that

6t



  (5.1.2) D =H ((_j)--112p) (the Iwahori's Hecke algebra of type A 
              n, 0 n 

Let c n n-2) n                   -2i) For ~L C- A(n), let d(p) denote the 
         n,.i 2J, 2 2 

deqree of the character X of H parametrized by the partition ~t. 
                          ~L n 

Then we have ([21, Theorem 3.7) 

  (5.1.3) Dn' i E (D Md (~L) cn, i (C) (0 K i K [n/2]                    p.EA(n-2i) 

Hence the irreducible representations of D n,.i are parametrized by 
A(n-2i) and so -

  MIA C n ̂ '= I (i, ~L) 1 0 ~ i ~ [n/ 21, p, E A(n-2i) 

Let pi ,~L denote the corresponding irreducible representation of 
(i,~L) and Xi,,, its character. Let Pn' CGn Cn be the 

                                      1 1 '(f 
i) and homomorphism defined by Pn' (Gi) =-li' ;'.Pn'(Gi i p n 

Pn: CB n -> C n the homomorphism defined by pn(ai)= ali and pn(G.-i 
 -i -1 

a *1 1 for I K i ~ n-1. Then the main. result of [21 can be 

reformulated as follows. 

  Theorem 5.1.5. For an n-braid b, there are ai ,,(F) E C (0 K i 
[n/211, ~L C A(n-2i)) such that 

             F( (b, n) ̂ ):= I . a i, I-L (F) Xi, ~L (pn (b) 
                        (i, P~) CC 

  The coefficients a (F) are given explicitly in [281.

0



  5.2. Relations among the invariants associated with the 

               (r) decomposition of F Let F(r,("~')) denote the invariant 

                                                  (r) associated with the decomposition of the r-parallel version F of 

the Kauffman polynomial F parametrized by (i,~L)E:C n^ (5.1.4) as in 

Section 1.3. In this section we show that one of the above invariantS 

are the same one. In the following we use the conventions that 

F(O)(K) =F(O' ("))(K) = (-l .+ (a+a-')/x)-l for any link diagram K, 

  Theorem 5.2. 1. Let K be a knot. Then we have 

  F (r, (i, V-) ) (K) = F (r-2k,(i-k,jt) )(K) for OKr, OKi~[r/21, OKkKi. 

   Corollary 5.2.2. Let K be a knot. Then we have 

  F(r) (K) = [r/2) (r-2i,          .1 1 xi '~t(l) F 
           i=O RC=A(r-2i) 

   The above results may be generalized to the case of marked links. 

   We may prove Theorem 5.2.1 by an anologous argument used in the proof 

of Theorem 4.2.1. We use the D-polynomial instead of the bracket 

polynomial. In this case, the following lemma takes the role of Lemma 

4.2.7 in the proof of Theorem 4.2.1. 

  Lemma 5.2.3. L,~~j e (j) = e 1 e Y ' e 2j -1 C Cr (1 K j K fr/21). For the 

character Xi
,,, of the representation Pi,,, ~gf Cr' we have 

  (a) Xi
, . (e (j) 0 if i < j, 

  (b) Xi
,,,(e(j)) (a - a-1) /X)l xi-j, "(1) if i K j K i, 

where Xi -j p E Cr-2j^ and we use the convention that X0, 0 (1) = 1~



   To prove this lemma, we use the following formula in [2]. For ~t= 

    I't2l A(n) and 13-'= (1"1' P'2' E A(ri-1), we denote P, < P if f 

Pi ~pi for all icN. For y G Cr-l' 0 ~ i ~ [r/21 and p, E A(r-2i), 

we have 

(5.2.4) xi
, , (y) xi'P. (y)) + Xi-1, P'. (y)) 

                   p =A(r-2i-1), p"GA(r 

The details of proofs of Theorem 5.2.1 and Lemma 5.2.3 are omitted. 

  5.3. The Kauffman polynomial of satellite links. In the case of 

the Kauffman polynomial, we have a formula for satellite links as in 

the case of the one-variable Jones polynomial (discussed in Section 

4.3). 

  Theorem 5.3. 1. Let K be a knot, L a link diagram in the 

annulus, and (g,r) an element of G whose closure is recrular 

isotopic to ILI. Let FL(K) = F(K L)' where K L is the satellite 

link of K with respect to L. Then we have 

       FL(K) =a-' (L) Xi
, P (pr'(g) ) F (K) 

                   (i,p)EC 

  The proof is similar to that of Theorem 4.3.2 and we omit it. This 

theorem may be generalized to the case of marked links.
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  Example 5.3.2 (doubled knot [331). Let L 0 be the link diagram in 

the annulus as in Figure 14. Then as in Example 4.3.3, LOI is 

2 regular isotopic to (g
o,4)-, where go =f I f 2 f 3 a 2 For a knot K, 

Ne have F L (K) =-a-2 x (V 1 + a- 1) F(2,(O,(2) ))(K) + a-2 x a-1) 

0 F (2, (0, (11) ) ) (K) + a-2 (x 3 (a - a-1 - x)-I + X2 + 1) by calculating 

Xi , ~L (90) for (', P) G C4 ~ -

110



  6. Mutation and the r-parallel version of a link invariant. Let K 

and K' be two distinct mutant links (Definition 6.2.3). We are 

interested in comparing the r-parallel versions X(r)(K) and X(r)(K') 

of a link invariant X. In the case of the (two-variable) Jones 

polynomial V, P and the Kauffman polynomial F, it is already known 

                  (r) (2) [231
, [251 that none of V P and F(2) can distinguish two 

mutant knots. But it is announced (251 that the Kinoshita- Terasaka knot 

and the Conway's 11-crossing knot, which are mutant, have distinct 

P(3). We can show that there are four mutant knots having distinct 

p(3). 

  6.1. Tangles. 

  Definition 6. 1. 1. Let n be a positive integer. An -oriented 

rectangular diagram T which consists of oriented curves is called a 

n-tangle iff T contains some or no closed curves, and n non-closed 

curves starting at the top of the rectangle and terminating at the 

bottom of it (Figure 16). Two n-tangles T and , S are called 

isotopic .if there is a sequence of Reidemeister moves from T to S. 

We denote R . the set o f isotopy classes of n-tangles. A closure of 

an n-tangle T, written T^, is the link diagram formed by joining 

the n points at the top of T to those at the bottom without further 

crossings. For an m-braid b (m 2n), the n-closure of b is the 

n-tangle formed by joining the i-th point (n+1 KiK m) at the top of b 

to that at the bottom without further crossings (Figure 16). 

                      Figure 16. 

  As in Theorem 1.1.1, we have the following.

Iq



  Theorem 6.1.2. 

braid. 

   For two n-tangles 

by connecting the po 

as in Figure 17. T 

is a semigroup calle 

n-tangle and we rega 

the ser.nigroup algebr 

  Definition 6.1.3. 

version T (A of an 

crossings of T as 

  Proposition 6.1.z 

r-parallel versions 

 _-Iq -ro P i -C-I -

  This proposition 

Theorem 1.2.2. We us 

in Definition 1.1.2. 

  Let ~
n (r) :CR n -> 

on (A (T) =T (A. Let 

by (1.4.2) and the ria 

the mapping such tha 

is joined to the 0( 

Then 0 is a semiar

Everv n- tan4 le is isotonic to the n-closure of a

        T and S, we define the composite tangle. TS 

      ints at the bottom of T to those at the top of S 

     he set R n together with the above composition law 

       d the n-tangle semigroup. An n-braid is an 

      rd B n as a subsemigroup of R n* Let CR n denote 

      a of R n called the n-tangle algebra. 

            Figure 17. 

        For a positive integer r, the r-parallel 

       n-tangle T is obtained by replacing each 

     in Figure 1. 

         Let T and S be n-tanales. Their 

      T (r) and S (r) are isotopic if T and S are 

      is proved by an argument analogous to the proof of 

      e the Reidemeister moves instead of the relations 

     CR rn be the algebra homomorphism defined by 

       L k- :B 
r -> CB rn be the composition of t k defined 

      tural inclusion B rn -> CR rn' Let O:R n-> S n be 

     t, for TER 
ni the i-th point at the top of T 

     T)(i)-th point at the bottom by a curve of T. 

      oup homomorphism.

ij~



   Lemma 6.1.5. For T r= R 
rl and b E B ro 

        (r) (T) t
3j (b' t - (b') (r) (T) (1 ~ k ~ n).        n 0 (T) (k) 

   Pro cf Let (b, m) E B such that the n-closure of b is isotopic 

to T. Then o
n (r)(T) is isotopic to the rn-closures of Om (r) (b). 

Hence the statement of the lemma follows from Lemma 1.4.3 and the fact 

that the rn-closures of (0 M (r)(b) tk (c) and (t Oc"m (r)(b)) are 
isotopic f or a E B 

r if n+l~k~m. 0 

   In the following of this section let X be the one-variable Jones 

polynomial (respectively two-variable Jones polynomial, respectively 

the Kauffman polynomial). We fix the complex parameters of the 

invariant X so that X is of trace type and the corresponding 

coefficients a n
,i(V) in M 1.9) (respectively aX(P) in Theorem 3.4, 

respectively a i
, ~L (F) in Theorem 5.1.5) are all non-zero.' ..,Let X n be 

the linear function on the associated algebra A n (X) defined by 

X ((b, n) ^) = X 
rl (pri (b)) for bEB n . Then from the defining relation of 

these invariants, we have the following. 

  Proposition 6.1.6. There is an algebra homomorphism 2 n: CRn -> 

A (X) such that X(T^)=X (EE (T)) for TER  n n n n 

   P-roof. We prove this in the case when X is the Kauffman 

polynomial F(-)(a,x).- The proofs for one and two-variable Jones 

polynomials are similar. Let C m (mE:N) be the associated algebras of 

the Kauffman polynomial (Section 5.1). Let F m :C m -> C be the mapping 

defined by F 
m (p m (b))= F(b^) for bE B m . We first define a linear 

mapping (D m :C m -> C Let be the symmetric bilinear form on 

C m defined by using F m :C m -> C as follows: 

3



  (6.1.7) (yl'y2 )m=F m(y1y2) f or y1' Y2 E Cm -

Since (-,-) is non-degenerate by the assumption of the parameters 

(a,x) of F, we can uniquely define .(P M so that (PM satisfies 

(y1'(PM(y2))m- I = (yl'y2)m for all y1EC ra- , and Y2 E Cm . Djr putting 

y 1, we have F =F By using the defining relations               m(y2) M-- 1 ((PM N ) ) 
(5. 1. 1 ) of C m any element y r= C m can be written as y= z 1 +Z 2 C M-1 z 3 + 

z 4 T M-- 1 z . for some zl,...,z 5 C C m- 1. By using Def inition I - 1. 10, we know 

that (Pm(y) = (1 - (a-a- 1 )/X) yl + Y2'2 a y3z3' Let X r :C M ->C m+r and 

 r ':B M-> B M+r be the algebra homomorphisms defined by Xr (C i )=E i+r' 
             -+ I and 2, - (Gi±1) =CF I respectively. Then  r i+r r i+r 

                (y))=X (y)) for yGC                  M+r r r IB 

and 

  (6.1.9) P., -, (;kr - (b) Xr (pm(b)) for b G 

Hence we have 

   (6.1.10) (P M (yIy2) = (P M(YI)Y2 for y1GC M and Y2 C- Cm.- 1' 

where Pm: CB M ->C M is the projection defined in Section 5.1. Let T 

be an n-tangle. Then there is (b,m) GB whose n-closure is isotopic 

to T. Let 

                   E n (T) = (P n+l( ... ((Drn- 1 ((PM (pm(b))))...

q4



From now on we prove that --- n (TS) n (T) --- n (S) for two n-tangles T 
and S. Let (b,m), (b*,m') C-B whose n-closures are isotopic to T 

and S respectively. Then the product tangle TS is isotopic to the 

n-closure of (5- 1 x M,-n (b) 5 Y , m+m'-n) . where (F (m'-n, 1, m'- 1, n) (see 
(4.4.17)).. By u s ing (6.1.8)- (6. 1. 11 ), f or Y E C we have 

 F n (y En n (TS)) 

= F 
n (y (P n+l( ... ((Pm+m'-n(Pm+m'-n X, m'-n (b) 5b' 

= F 
n (y 41 n+1 ( ((P M .0- 1 (D M . +1 ( ... ((D M4M'- n(pM4M - -,(X'm n (b)))) ... Spm,(b' 

= F 
n (y (P n+I ( ((P M .0-1), M. -n ((P n+1 ( ... ((P M (pm(b))) ... 8pm,(b' 

= F n (y (P n+I ( ((D M. ((P n+1 ((P M (p,(b))) ... ) pm.(L,' ))) ... )) 

= F 
n (y (P n+f( ... ((DM. Opn4j ((P M (p,(b))) ... )4) n+.,( ... ((PM. (pm. (b' 

 F n (y;;' n (T) Z- n (S)). 

Hence we get -- n (TS) n (T) . n (S), 0

~5



  For ~tcli (X)-"' (respectively VEA (X)"), et (p 11                                                               -
r , Y11)            rn R r 

(respectively (pV,VV)) be the corresponding representation of A rn (XII 

(respectively A (X)) and - (respectively X its character. We                    r A. ~L V 

regard B r n as a subgroup of B r n as in Section 1.4. Then V 
~t can 

be regarded as a B r n -module. For VE A r (X)^, let V ~L,V'-,V be the 

        On -isotypic subspace of V Then is invariant (P
V c' Pr) 

relative to the action of (r) (R 
n Let (p P 'VIV P , V,,,.,V ) denote the 

rep 
I resentation p P o-_- rn 0 on (r) i V P,V of R rn . From Proposition 1,14, we 

know that there is a representation n 
P,V of R n such that p P,V 

(Pvon) - @ n P 'VA . where (p V On )- is the . representation of B r n XI R n 

coming from pV 0 n as in Proposition 1.3.4. Let w 
~L , V be the 

character of n
,,V. Then the argument proving Theorem 1.4.10 implies 

the next one. 

  Theorem 6.1.12. Let T be an n-tanale whose closure is a knot.

Then we have the following. 

      X iL rn (6 n (r)(T))) 

  0 D X'Ir) (T-) 

               [LEA rn (X)

VF=Ar (X) 

VEAr (X)

xv I ) W ~L, V (T), 

a (X) XV(1) W~L
,v (T)

W



   6.2. Mutation. 

   In this section, let X be the one-variable Jones polynomial V 

(respectively the two-variable Jones polynomial P, respectively the 

Kauffman polynomial F). 

   Definition 6.2-1. For T in the n-tangle algebra R 
n' we define 

three norl-trivial involutions Y1' Y2 and Y3 (see Figure 18). Let 

Yj be the involution defined by y,T=gTg- 1 where g= 

G(l,n) cr(l,n-2) ... U(1,1) and 0(i,j)=CF i a i +1 - a i (.i:< j). Let D T be a 

rectangular diagram of T and H the half-turn of D T about the 

center of D T' Put T'= H(DT)., Let Y2 T be the element of R n which 

is the isotopy class of the tangle obtained by inverting the 

orientations of all .the strings of T'. Let Y3 denote the composition. 

of yj and y,. 

                      Figure 18. 

   The involution y, induces an automorphism of the 2-tangle algebra 

.CR 21 and Y2 and Y3 induce anti-automorphisms of CR 2 . Hence they 

induce (anti-)automorphisms of the subalgebra E rn (0 n (r) (CR n )) of 

A rn (AX ') , where -__ rn :CR rn -> A rn (X) is the algebra.homomorphism 

int roduced in Proposition 6.1.6. 

   Proposition 6.2.2. Let p E A rn (X) ̂  and V E A r (X)^. If the degree 

(i.e. the dimension of the rei)resentation siDace) of the reDresentation

,n 

P" V 

one.

introduced at the end of the last section) is eaual to zero or

then we have

U
~L'V (T) = TL~L'V(yj)

for TER 1 K i K 3.

~9



   Proof. Lemma 6.2.9, which will be given at the end of this section, 

shows that the actions of yi (1-< i:~.3) induce C-algebra 

(anti-)automorphisms of n~ ,V (CR 2) . But n P'V (CR 2) is isomorphic to C 

or [01 by the assumption. Hence their actions must be trivial ones. 

0 

   Definition 6.2.3 (see, e.g. - 81). Two links K and K' are called 

mutant if there are two 2-tangles T, S and an involution y i (i 1, 

2 or 3) of 5 such that K and K' are equivalent to. TS^ and 

(Ty.S)^ respectively. 

   The following theorem is the main result of this section.. 

   Theorem 6.2.4. Let K and K' be mutant knots. Then, f or a 

positive integer r and VE A (X)~, X (r, V) (K) =x (r,V) (K') if the 

r dearees of the representat ions n,.,,V (ItEA 2r(X) ) are all equal to zero 

or one. 

   Proo.f, Let T and S be the tangles and Y an involution of S 

such that K and K' are equivalent to TS^ and (TyS)^ 

respectively. Theorem 6.1.9 implies that 

  X (r,V) (K) =XV(I) _a ~L (X) trace (IE,,,V(T) TE IL 'V(S) 
               ~EA2,(X) 

  X (r,V) (K~) = XV(1) I a IL (X) trace (n,,,V (T) IE ~L . V(V..5) 
                 P -A2r (X)                    J= 

Hence the statement of the theorem follows from proposition 6.2.2. o



   Corollary 6.2.5. Let K and K' be mutant knots. Then we have 

  (D V (r,V) (K) = V (r,V) (K'), 

  0 D ([231, [251) V (r) (K) = V (r) (W), 

  OiD p(r,IL) (K) = P(r 4') (K') if the partition p of r is 

                               equal to (r) or (jr), 

                      (2) (2)   OV) ([231) P (K) = P (K*)
, 

  (V) ([231) F (2) (K) =F (2) (K') . 

   P-_roof, Recall that the degree of n ~L
s is equal to the multiplici-

ties of p V 02 in p 
V f or ~L E A2r (X) ̂  and V E A r (X). By Remark 3.8, 

the above multiplicities may be calculated by the Littlewood-Richardson 

rule in the case that X is the Jones polynomial V or the two-

variable Jones polynomial P. This rule shows that the degree of the 

representations n IL
,V for the case (D-OV) are all equal to I or 0. 

To prove (V), we show that the degree of -n ~L
,v is equi-tl'to 1 or 0 

for ~i.C-A4(F)^ and VEA 2 (F)^. This can be checked by using the 

realizations of irreducible representations of A4(F) given in (2]. 0 

   Theorem 6.2.6. Let K and K' be mutant knots, i.e. there are 

tangles T and S and an involution y of S such that K and K' 

are equivalent to TS^ and (TyS)^. Put, XO= (32 1) EA(6) and V,= 

(2 1) E A(3). Then. with the -notations in Theorem 6.1.12 we have

P (3) (K) ;d P (3) (K') if f aX 
0 (P) ;e 0 and WX OIVO (T S) ) ) ;, WX ONO (T yS))).

qj



                                         (3)    Froo -f. From Theorem 1.5.1 and Corollary 6.2.5 we have P (K) 

P (3) (K') iff P (3,VO) (K) ;e P (3,VO) (K') . But from Littlewood-Richardson 

rule (Remark 3.8), the degree of n~
.Olvrj is equal to 2 and those of 

nX
,V are equa 1 to 1 or 0 if X;e ~ 0' Hence Proposition 6.2.2 

implies the statement of the theorem. 0 

   Exam pie 6.2.7. We give four mutant knots Ki. K 21 K 3 and K 4 

for which the invariants P (3) (Ki) (I Ki~ 4) are all distinct. Let 

                                                          cc Sil S 2' 0 and U- be the .tangles as in Figure 19, S 3= S 1 0 2P S 4= 

s I S 2 and K i = (S3 "Ii(Y) ^ (1 _< i -< 4, Figure 19). 

                       Figure 19. 

Let q be an indeterminate and H 60 the Z[ql /2 q-1/9-algebra with unit 

defined by the relations (3.2). Let (P : H H 0 be the mapping: 
                                                           m M., Irk-

defined as in the proof of Proposition 6.1.6. Then, from the definitio n 

of the two-variable Jones polynomial, we know that the image (D m (H m 
is contained in H M-1 0 0 z Z a, a-I, (aq' /2-a-I q -1/2 )-1 ]. Hence E n (R n) (D 
3,6) are contained in H no 0 z Z[a, a -1 (aq 1/2 a -1 q -1 /2 ) I by (6. 1. 10. on 
the other hand, Narus e and Gyoja constructed W-graphs, 81 of all the 

irreducible representations of H 6 (Figure 8). This means that, for 

each irreducible representation, they give a basis of the 

representation space and representation matrices of generators of H 6 

with respect to the basis. The entries of the above representation 

matrices of the generators T i E H 6. (1~ i~ 5) are all contained in 

Z[ql /2 .q-1/9. This implies the following two facts. Let 11= 

Z[ql /2 p q_1 /2 P a, a-I, (aq' /2-a-I q -1/2 )_11. The first fact is that the 

composition of 6 and the above representations of H 641 define

%D



irreducible representations of R 6 defined over The second fact 

is that the V 0- isotypic subspace V X
0'V0 of the representation space 

V X of PX is defined over Hence we can define the reduction 
 0 0 

modulo p of the representation n), O'VO of R 2' This is de.fined over 

F 
p [ql /2, q- 1/2, a, a-I, (aql /2 a_1q_1 /2)-1), where F P is the finite field of 

prime order p. In the f ollowing, we put p = 23, a = I and q = 2. 

With these parameters, we know that aq 1/2-a-1 q -1/2 ~- 0 and aX 
0 (P) ;e 0 

(mod 23) from the explicit f ormula for aX 
0 (P) given in [ 101 or [ 151. 

Therefore we may use Theorem 6.2.7. We calculate the elements 

02 (3) (Sl))' 02 (3) (S2))' _-_02 (3) ((J) and - 02 (3) (CF-)) of 

(H 60 0 Z F 2 3) a= 1 , q='2 with the aid of computers (Turbo PASCAL on MS-DOS 

for PC-9801 (NEC) and AOS/VS PASCAL on Eclipse MV-200ODC (DG)). Their 

images under n),O'V with respect to the explicit basis mentioned above 

0 are

nX (S 1 - I , 
 osvo(~2 ) ) = 7 16

nX 0jV (02 (3) ((j) ) ~_ o - .191    0 19 0

nX IV (02 (3) (S 2)) ~ 8 191   0 0 0 5

TEx (3) _)) ~ 0 211 
 OSVO(02 (G - 21 0

(mod 23) ~

Hence we have

      (3) (3) (S CF S = 14 201 nX
0'V0(02 (S 3) "XG'VO (02 1 2)) - 17 1

1~ I



  7110'V (~2 (3) (S 4 nXO'V (~2 (3) (S 1 S 2) 3 151       0 0 10 6 

        (3) (3) - 6 101   IIX
ONO (02 (Y1S4) nXOIVO(~2 (US I S 2 G 15 3 

       (3) (3) 21 131 
    OSVO (02 (Y2S4 nXOSVO (02 (S 2 S1) 12 11 

        (3) (3) - 11 121   nX 
ON (02 (y3S4).) V (02 (US 2 S 1 U (mod 23).        0 10, 0 13 21 

Thus we have (3) (S S - (3)            ('~ 
0' VO 02 3 4)) = 20, w~ ONO (02 (S 3YI S 4 5' 

     (3) (S (3) '~
.O.Vo(~2 3Y2S4)) 7 and 03VO(~2 (S 3 Y3S4) 18 (mod 23).. Hence 

the invariants P (3) (Ki) (1 ~ i 4) are all 'distinct by Theorem 6,2.6 

and so any two of theknots Kil K 2' K 3 and K 4 are not equivalent. 

   In the rest of this paper, we shall prove the remaining part of the 

proof of Proposition 6.2.2. 

  Lemma 6.2.8. Let (p,U) be an irreducible representation of 

A r n (X). Then y i (i=], 2 or 3) induces an automorphism (respectively 

anti-automorphism) of End(U) defined-b yl(p(y)) = NY =A                                 y i y) (yr rn(x))



   Proof, I') The case i 1. For y C- A r n (X), we have yly = 

Prn ( n (r) (g) ) Y Prn (~n (r) (g) where g=cY(1,n)G(1,n-2) ... CF(1,1), a(i,j) 

 CY a a (i::~ j) and p be the projection CB -> A (X). Hence   i i +1- i rn rn rn 

Y, acts on End(U) by Y, (P (Y) P (prn (~n(r) (g) ) P (Y) P (prn (~n(r) (g) 

   2') The case Y = Y2 - In this case, the statement of the lemma 

follows from 11) and Y) since 6                               Y2 = YIOV3 

   Y) The case Y=Y3' We know realizations of every irreducible 

representations of A rn (X) such that p rn (Cfi) (1:< i:~ rn-1) are 

represented by symmetric matrices. When X =V (respectively P, 

respectively F), such constructions are given in [311 (respectively 

[311, respectively (281). For a matrix M, let ~"M denote the 

transposed matrix of M. We may assume that t P(Prn (a i))= P(Prn(c'i))' 

Since Y3 satisfies Y3 (Prn (Cyi Prn (Gi ) (1:!: i:< rn-1) and Y3 (hh') 

Y3 (h' )Y3 (h) for h,h'EA rn' we have Y3 p(h)=tp(h) (hEA rn (X)). Hence 

Y3 acts on End(U) by the matrix transposition. 0 

   Lemma6.2.9. Let (-A ~
'V' W R, V ) (~ C- A 2r (X)^, VEA r (X)^) be the 

reDresentation of CR 2 cTiven at the end of Section 6.1. Then yi (i

1,2,3) 

Y,1R 

   ~'V(y 

   Proof 

f rom Y, 

G(l, n)G( 

   2-) 

f ollows

induces an (aiti-)automorphism of -n~L,V(CR 2 ) defined by

          IL,V(Yiy) (Y(=A2r(X))' 

           1*) The case y=yl. The statement of the lemma 

      (T[~'V (y) = R ~'V (g) n~'V (y) R~'V (g)- 1 where g = 

        1, n- 2) ... (3(1, 1) and CY(i, j) = 0 a G (i:< j)                                      i i+1- i 

       The case Y=Y2' In this case, the statement of the 

       from 1*) and 30) since Y2 = YlOY3 -

f ollows

lemma



,l

  Y) The case Y=~13 . Let (P V v ) be the irreducible 

representation of A rn (X) parametrized bly p. We shall show that 

A ~
'V(Y' Y) = t (r~'V(y)) with respect to a basis of W ~'v In this proof, 

we use the following fact. 

  Lemma 6.2. 10. Let s be an indeterminate. Dtl Y, (s), Y2 (s) G 

Mm(%) with tyl(s) =Y2(s) where is the algebraic closure of 

C(s). Let U(s) be a subspace of such that yl(s)U(s) C-U(s) 

and t yl(s)U(s) CU(s). We assume that there is a open set 'U of R 

(the set of real numbers) and a basis f u, (s), ..., u--(s) I of le such

tha t

ollowing

u 1(s)' "" Uk(s)' 

    conditions.

M 

 01 

Then t

The 

a rid

coordinates of u. 
                                                                .1 

thev are contained

is

of

basis of U(s 

i(s) (1:~i-<M) 

d in R f or

 ful(s),...,Um(s)l 

     which satisfy 

     have no branch in

the

-00int

s (=- It ,

The 

CLL 
-

The

vectors uj(s) 

elements of the

(1 -< i -< M)

ofmatrix

are linearly indeDendent for

of yl(s) 

in 'a.

U

ba s i s have no branch oint

with respect to the above

there is a basis

f

Y2

 yl(":;) I 

(S) lu(s)

with

-.gf U(s), 

resDect to

such that the transpose of the matrix

this basis is eaual to the matrix of

U(S)



    Pi-oof. At first, fix s EU, By aplying the Schmidt's .method to 

 jul(s), ..., um(s)j, we get an orthonormal basis jvj(s), ..., v m (s) I of Rm 

with respect to the standard bilinear form such that [v I (s)) " vk(s) I 

 is an orthonormal basis of U(s). With respect to the basis jvj(s)',1.) 

v the transpose of the matrix of y,(s) is equal to I  k(s))' Y2(sl' 

Now we discuss for general s. From the above argument, we know that 

 (yl(s))ij = N(s))ji (':<', j:rm) for se%L. But the assumption of 

 the lemma implies that the elements of the matrix of yl(s) with 

respect to the basis Iv 1(s)' "') vk(s) I are algebraic functions in s. 

Hence the equalities (yl(-,))ij = (y2(s))ji (1:<',j:") also hold when 

we regard s as an indeterminate. 0 

   Now, we return to the proof of Lemma 6.2.9. Let (p P'V, V~ V) and 

 ((PV On )-IV V On be . the representations of Brr'AR n given at the end 

                                (r) of Section 6.1. , From the definition of we have 

0 (r) % j)-r J)r (r) (0i).   n (Y3(yi) = ((3ri-r+ 1Uri-r+ 2" "Uri- (CFri+1CFri+2-'CYri:+r- Y3 ~n 

We also have ~n (r) (y3y) = cy Y3 ~n (r) (y) where c Y_ is a product of some 

 (a ri+1 0 ri+2-0 ri+r -1) ±r (1:< i --e n- 1) Note that the exponent sum of c y 

 is equa 1 to zero, The elements p V ((Gri+1 G ri+2*"Cf ri+r -l)- r 

act on V~',V by the same scalar PV((0102 ... Or- j)-r) since 

 (0 1 a 2-G r__ 1 - are contained in the center of the subgroup B r' Since 

 the exponent sum of c is equal to zero, we have p (c )= 1. Recall                          y - ~L'v y 

 that V ~'V is the pV On-isotypic subspace of V ~L as a CB r n-module 
 and the representation p ~'V of R n is given by restricting 

 PRO-rno ~n(r) t 0 V The c . onstructions of the irreducible



representations of A k- ('47, Ift, e 1111) refered in the proo.-IL- of ,Lemm 6.2.8 

imply that V 
IL 0 V ~,V and p V,V(Y) (YERn) satisfy the assumption of 

Lemma 6.2,10 for s=q 1/2 . Therefore we have p ~
,V (y3y) = t (PV,V (Y) ) 

             with respect to some basis of V ~
,V- Let 0 :R n ->S n be 

the mapping defined just before Lemma 6.1.5. The representation 

(P V On )-(y) (yER n ) gives a parmutation of a basis of V V On. Hence 

(PV On )- containes the trivial representation of R n with positive-

Trpiltiplicities. This implies that p~
,,V containes the representation 

R ~
,V with positive multiplicities since p~lv =(Ply On )- 0 R V,V - Let 

U ~
,V be a R ri -invariant subspace of V ~L where the representation 

0 R ~
,V of R D on U V,V is equivalent to R V,V, We identify 

 R ~
,V U ~,V ) and (71 V,V, W VV As in the case of p V,V, we can show 

that there is a basis of W such that n for y                         V ~
,V (y3y) = t (nv,v (Y) 

E CR This is what we wanted to show. 0 n
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