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フレーム問題 と世界の因果的理解

中山康雄

は じめに

McCa曲y&Hayes(1969)は 知的な機械 を作ろ うとし、そのために 「能力」、「原因」、

「信念」、「反事実的条件文」などの概念 を明 らかに しようとした。彼 らによれば、 これ

らの概念 を明 らかにする ことは哲 学の課題 であ り、人工知能(AI)研 究は これ らの哲

学的問題 を明 らかにす ることを通 してでなければ発展で きない。そ して、彼 らは、 この

研究の過程で 「フレーム問題」 という知識表示の問題に突 き当たった。

我々は、世界 を因果的に理解 している。雨が降れば、濡れて しまうので傘 をさして外

出 し、ボールをラケ ットで打 てば、ボールは来た方向 と逆の方向に飛んでい くと我々は

思 っている。 この世界の因果的理解 はいかなるものなのか?

この問いは、Hume以 来の問いであ り、その後、分析哲学 ・科学哲学 において も様々

な解 明の努力が なされてきた。そ して、McC飢hy&Hayes(1969)カ ミ発見 した 「フレー

ム問題」 は、我々が持つ世界の因果的理解 とは何 なのかという問題 を分析す るための新

しい視点 を提供 した。因果理解については、Goodman(1953)な どで議論 された様々な

難問が知 られている。それ らの問題 を解 くための方法がは じめから伝統的なものに限定

されていれば、それらの原因を解明す ることもそれ らを解決することも困難になる。

AI研 究は、因果に関す る問題 を知識表示の枠 の中で捉 える。この戦略の利点 は、知

識表示法の選択が容易なことにある。 「我 々の世界理解 を適切 に表現するためには、 ど

のような知識表示法が開発 されねばならないのか」 とい う問いがAI研 究の基本 的問い

である。McCa曲yとHayesは 、因果理解 の細部 をある知識表示法に従 って明 らか にし

ようとする過程の中で、 「フレーム問題」 の存在 に気づいたのである。

McCa曲y&Hayes(1969)が 発見 した 「フレーム問題」 は、ある意味では、AI研 究の

中で1980年 代後半にすでに解かれているといって もよいだろう。本稿では、中山(1997a)

で提案 された枠組みを用いて、McCa曲y&Hayes(1969)の 「フレーム問題」の解決 を

記述する。 この ことは、同時 にある知識表示法の提案 でもある。 また、この枠組みが因

果関係の記述や反事実的条件文の分析 にも用いることがで きることを示す。
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1.フ レー ム 問題 とは何 か

実在する世界 を人間が知的に処理す る時、そこには、すでにある前提が用い られてい

る。物 を見 るためには注意が集中され、処理可能な入力の幾つかは用い られ ない。つま

り、我 々人間の認識は必要の ない情報 を捨てる ことに より初めて実時間の枠 で可能 と

なっている。 また、情報は、記憶の中か ら呼び出 された他の情報 と組み合 わされること

により、適切な行為 を行 うための支えになる。我々の神経組織や我々の思考体系 は、生

きのびるためにどんな情報 を捨てどんな情報を活用すべ きかを学習 してきたのである。

どんな情報 を捨 て どんな情報 を活用すべ きかを適切 に判断す ることはいかに可能 なの

か?こ こには、ある一般的問題、人々が ときどき 「広 い意味 でのフレーム問題」 と呼ぶ

ものが存在する。

フレーム問題 は、広 い意味では、問題表現(representation)と 問題解決 に関わる問題

である。まず、与 えられた問題が何 であるかがある表現 システム(representationsystem)

において記述されねばならない。第一の問題 は、この表現システムの中で与 えられた問

題が表現可能でなければならない ことにある。

(1)解 くべ き問題 は、与 えられた表現 システムを用いて表現可能でなければならない。

また、解 くべ き問題 に必要 な情報が十分与え られていなければな らない。我々人間は、

情報が必要 な時、その情報 をいかに収集すべ きかについてのノウハ ウをい くつかの特定

された分野 について持 っている。コンピューターを用いて問題 を解 く場合に も、どのデー

タベースにどの種類の情報が入ってい るのかを明 らかに しなければならない場合が多い

だろう。

(2)問 題 を解 くのに必要な情報がすでに与えられているか、あるいは、そのような情

報 をいかに獲得す るかの手段が知 られていなければならない。

(1)や(2)の条件は、すべての問題 について満たされているわけではない。問題 をいか に表

現 し、情報 をいかに収集 し、その中から必要なものをいかに取 り出すかということは、

すでに深刻 な問題 を含 んでいる。そ して、 「広い意味でのフレーム問題」は、 この よう

な一般的問題 も含んでいるだろう。

McCa曲y&Hayes(1969)の 導入 した 「フレーム問題」 は、(1)と(2)の条件が満 た され

ていることを前提 にした上で成立する特定の問題である。これ を、「狭い意味での フレー

ム問題」 と呼ぼ う。Winogradの ブロック ・ワール ドは閉 じた人工 的小世界の問題だっ

たために解決は容易だった。ブロ ック ・ワール ドでは、あるブロックに関与する操作が

なされないかぎり、ブロックは同 じところにとどまっている。そ こでは、現実世界 と異

なり、例外 的出来事が起 こらない。 これに対 し、狭い意味でのフレーム問題 では、対象

世界 に関する不完全な知識 しか与 えられてお らず これを完全化する方策 もないという現
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実的前提 か ら出発 している。

狭 い意味でのフレーム問題は、ある特定の状況において行為 を起 こ した時、 どのよう

な状況発展があるかを正 しく予想 しようとした時 に起 こる問題であ る。あ る行為Aは 、

ある条件Cを 満たす時 にのみ効果Eを もたらす とい う一般的な図式が認 め られている

としよう。そ して、状況soで 状態C1とC2が 成 り立つ もとで行為A1が 起 こ り、その後、

状況s1で 行為A2が 起 こるとしよう。また、行為A1は 状 態C1の もとで状態C3を 引 き

起 こし、行為A2は 状態C2とC3の もとで効果E1を 引 き起 こす としよう。これ を一階の

述語論理 の論理式で表せば次のようになる。

(3)行 為 の 効 果 を 記 述 す る 例

sucは 、 後 続 者 を 表 す 関 数 と す る 。1)

(a)S1=SUC(SO)〈S2=SUC(S1).

(b)C1(so)〈C2(so)〈A1(so)〈A2(s1).

(C)∀s((A1(s)〈C1(s))→C3(suc(s))).

(d)∀s((A2(s)〈C2(s)〈C3(s))→E1(suc(s))).

このような定式化には二つの根本的な問題がある。

(4)行 為の効果 を一階の述語論理 により定式化す る時に起 こる根本的問題

(a)(3c)と(3d)の 因果関係 の記述 は、例外 を許 さない。 しか し、一般 に、Aが

起 これば、Eが 起 こるという関係 には例外が存在する。 この問題は、哲学 におい

てはよく知 られた問題である(Goodman(1953)参 照)。McCa曲y&Hayes(1969)

もこのことを指摘 している。

(b)問 題 は、(3a)一(3d)か らEI(s2)が 帰結 しないことにある。それは、(3d)の 論

理式 を適用するには、C2(s1)が 成 り立 たねばな らないが、 これが(3a)一(3d)か

ら帰結 しないか らである。この問題 を解決するには、あ る状況 でC2が 成 り立 て

ば、その後続の状況で もC2は 成 り立つ とい うことを表す(3e)の 論理式 を認め

ればよい。

(3e)∀s(C2(s)→C2(suc(s))).

しか し、(3e)に は例外が あるであろうから、厳密 には(3e)は 偽 である。 また、

一般的 には、C2だ けではな く、他のすべての状態 についてこの ような公 理がた

て られるべ きだろう。

(4b)の 問題がMcC飢hy&Hayes(1969)が 議論 した 「フレーム問題」、つ ま り、 「狭

い意味でのフレーム問題」である。2)こ のフレーム問題のポイ ン トは、一つ一つの状態

について、それぞれ、状態持続の公理 を作る としたなら、記述が膨大 になってしまうと

いうことにある。そ して、 このフレーム問題に伴 う問題 として、例外 を含 んだ規則性 を

いかに表現 したらよいか とい う問題がある。それぞれの例外 を一階の述語論理 を用 いて
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明示的に表そうとする と、多 くの例外 が存在する場合 には論理式の数が急速にふ くれあ

がってい く。McCanhy&Hayes(1969)は 、 「xがyの 電話番号 を電話帳で調べ れば、x

はyの 電話番号を知るであろう」 とい う規則 には、様々な例外が考 えうることを指摘 し

ている。彼 らは、 「xの番号ののったページが電話帳か ら破 り取 られている」 などのこ

の規則 に対する7つ の例外 を列挙 している(邦 訳p.85参 照)。

実際、 このような規則 に対する例外 は数限 りな く考 え出す ことがで きるし、 また例外

の例外、例外 の例外の例外 なども考 えられる。例 えば、(3e)に 対す るn個 の例外 を考

慮する ことを考 えてみ よう。それは、例外 となる状態 をExc、で表現す ると次の ように

表せ る:

(5)(3e)に 対 す るn個 の 例 外 の 考 慮

(a)∀s((C2(s)〈rExcl(s)〈...〈rExcn(s))→C2(suc(s))).

(b)1≦k≦nな る す べ て のkに つ い て 、 ∀s((C2(s)〈Exck(s))→rC2(suc(s))).

これに例外の例外 などを考慮 してい くと、公理の数が爆発す ることになる。 また、新 し

い例外を考慮す るたびに、すでにある公理のい くつかに手直 しをほどこさねばならない。

この問題 を分析 し、一般的解決 を与 えることが以下 に続 く本稿の試みである。

2.狭 い意 味 で の フ レ ー ム問題

狭い意味でのフレーム問題 は、例外 を含んだ規則 をいかに表現するか という問題 と深

く関わる。例 えば、 「状況Sに おける状態 は、普通、その後続の状況SUC(S)に おいて

も成 り立 っている」 とい うような主張 を適切 に表現で きれば、状態の継続に関す る一般

的記述が可能なように思 われる。

例外を含んだ規則 を用いた推論体系 は、普通、非単調推論の体系 となる。 ただ し、非

単調 な推論体系 とは、新 しい情報が加えられることによ り、それまで認め られていたこ

とが否定 される可能性 を持つ推論体系 のことである。非単調の推論体系は次の ように定

義される。

(6)単 調推論体系 と非単調推論体系

Lを ある言語の全論理式の集合 とする。

(a)ト は単調 な推論体系 ⇔ ト∀x⊆L,∀Y⊆L,∀p∈L((xトp&x⊆Y)⇒Y卜p).

(b)ト は非単調な推論体系 ⇔ ト は単調 な推論体系ではない。

rと い う論理式が ある例外 を含 んだ規則 を表 している としよう。rの 適用 に反す る情報

がない限 り、rが 適用 され、その帰結pが 受 け入れ られ る。 しか し、rは 例外 を含むの

で、実は、pの 否定であるrpが 事実 であった と判 明す ることがあ りうる。す ると、最

初のpの 受け入れは単なる推測だったのだか ら、確認の後 に受け入れ られたrpの 方が
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確実であるため、信念総体 の無矛盾性 を保つためには、以前認め られていたpを 消去 し

ないといけな くなる。だか ら、例外 を含んだ規則 を用いた推論体系で受 け入れ られたこ

との整合性 を保 とうとするシステムは、非単調推論の枠組み となるのである。

非単調推論の体系は、1980年頃から提案 されは じめ現在にいたっている。中山(1997a)

の分類に従 えば、それ らは、現段階で、閉世界仮説、無矛盾性 に基づ くアプローチ、最

小 モデルに基づ くアプローチ、認識論的アプローチ、条件論理、信念改訂の理論の六つ

に分類できる。

非単調推論体系の導入 は、例外 を含 む知識の表現 を部分的 に可能に した。 このことに

よ り、「フ レーム問題」の新 しい解決へ のアプローチが可能 となったように見 えた。Den-

nett(1984)は 、非単調推論が人間の意識的考察の メカニズムを明 らかにしていない とい

う理 由か ら、非単調推論のアプローチが フレーム問題解決のための進歩 を示 しているに

して も 「フレーム問題」の完全 な解決 には不 十分 である と指摘 してい る(cfp.164)。

しか し、人間による問題解決の手法が唯一可能 な問題解決の手法ではないのだか ら、Den-

nettの前提 を反駁することによりこの批判 は避 けられ る。このアプローチに対する根本

的な批判 は、Hanks&McDermott(1986)に よりなされているζ彼 らは、イエ ール射撃問

題(YaleShootihgProblem,YSP問 題)と い う小 問題 を考察 し、この問題が、それ まで

提案された非単調推論の枠組み を用いても解 けない ことを主張 した。

YSP問 題が、従来の非単調推論体系 で解 けない とい う指摘 は、 この体系 に対す る破

壊的批判 を意味する。非単調推論 の体系 は、 どれも、コンピューター ・プログラムを用

いてそれを実現 させるこ とが容易で ない複雑 な体系 である。これに対 し、YSP問 題 は、

数行 で表現で きる単純 な小 問題 にす ぎない。 また、YSP問 題 は、状態 の持続 を問題の

中に含んでいるので、 「狭い意味でのフレーム問題」の小 さな例題 である。つま り、 「狭

い意味 での フレーム問題」が解けるか どうかの最初のテス トとして、YSP問 題 を考 え

ることがで きるのである。

YSP問 題は、射撃 に関するある物語か らその結末を予測する次の問題 である。

(YSP問 題):物 語の はじめでは、Aは 生 きている。そ して、銃 に弾 が込 め られ

る。次 にしば らく時間がたってか ら、Aは 銃 により撃たれる。その後、Aは まだ生

きているだろ うか?

YSP問 題において期待 されている答 えは、Aが 死 んでい るとい うものだが、従来 の非

単 調推論 か らは、Aが 生 きて いる とい う解 も得 られ て しま う とい うこ とをHanks&

McDe㎜ottは 指摘 したのであ る。3)YSP問 題が提 出されて以来、その解法 に関す る多

数の提案が なされ てい る。 もっとも有名 なものにShohamに よる時間最小原理 による も

の が あ る(Shoham(1990)参 照)。 他 に は、中 島 他(1993)、 中 山(1997a)、Pollock

(1997)、 そ して、その他YSP問 題 の解法 を提案する数 えきれないほ どの論文 を見 つけ

ることができる。中山(1996,1997a,1997b)に 見 られる仮説推論 に基づ くアプローチ
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を用いれば、継承推論 に関す る問題 もYSP問 題 も、特殊 な仮説 ほど優先 されるべ きだ

とい う考 えを用いて統一的に解決で きる。 また、YSP問 題 な どの時 間発展 する系 の記

述においては、それに加えて、時間的順序 に従 って系の発展が規定 さ乳ねばならない。

継承推論 に関する記述法については、中山(1996,1997a,1997b)に 詳 しく述べれ らて

いるので、本稿では、時間発展 してい く系 における問題 に焦点 を絞 って議論 しよう。

3.順 序づけられた仮説を用いての推論

次 節 で狭 い意 味 で の フ レー ム問 題 を解 決す る た め に我 々 が用 い る推 論 体 系 は、 中山

(1997a)で 定 義 され た 「川頁序 づ け られ た仮 説 を用 い ての推論 」(reasoningwithordered

hypotheses,ROH)で あ る。今 、事 実 言 明 の 集 合Fと 仮 説 図式 の 集合 △が 与 え られ て

い る と しよ う。 す る と、ROHは 、Fの △ に よる無矛 盾 な拡 張Extk(F ,△)を 川頁次 形 成 し

てい く。 このROHを 時 間発 展 して い く系 の 問題 に適 用 す る と、Exto(F,△)か らExtk

(F,△)の 拡 張 の列 は、0と い う出発 点 の状 況 か ら数 えてk番 目の後 続状 況 にい た る状

況発 展 の歴 史の うち もっ と もあ りえ る もの を記 述 して い る こ とに なる(中 山(1997a)

参 照)。ROHの 推 論 を時 間発展 して い く系 に適 用 す る時 、仮 説 図式 は、一般 に(p〈s)→

q(s))と い うsと い う状 況 の変 項 を持 つ 論 理 式 と して 表現 され る。仮 説 は、k+1の 段

階 にお いて 、k段 階 の拡 張 に仮 説 図式 の代 入例 の前 件 が含 まれ てい る 時 にの み生 成 され

る。 例 えば、p(s。)∈Extk(F,△)で あれ ば(p(s。)→q(s。))はk+1段 階 の仮 説 とな る。

Fと △の 第0段 階 にお け る拡 張 であ るExto(F,△)は 、仮 説 図式 を考慮 せ ず 、Fの み

か らの帰 結 の 集合 として定 義 され る(Exto(F,△):={plFトp})。 第k十1段 階 にお け る

拡 張 を計 算 す る た め に は、 ま ず、(F,△)に 関 す るk+1段 階 の 仮 説 領 域 で あ るSk+ユ

(F,△)を 計 算す る。Sk+1(F,△)は 、△中 に含 まれ る仮 説 図式 の うち、 第k段 階の拡 張 を

用 い て前件 を満 たす こ とが わか ってい る ものか ら仮 説 を作 り これ を集 め た もの で あ る

(Sk+1(F,△):={(p(sn)→q(sn))1(p(S)→q(s))∈ △&p(Sn)∈Extk+1(F,△)D。Extk(F,

△)に 特 殊 な仮 説 ほ ど優 先 させ なが らSk+ユ(F,△)の 仮 説 の うち無 矛 盾 に加 え うる も

の す べ て を加 え て集 め た もの を 「(F,△)に 関 す るk+1段 階 の 優 先 部 分 理 論」 と呼

ぶ。4)Extk+1(F,△)は 、 どの(F,△)に 関す る第k+1段 階 の優 先部 分理論 か らも帰結

す る論理 式 をす べ て集 め た もの と定 義 され る。 そ して、EXT(F,△)は 、段 階 を上 る操

作 を繰 り返 して 可能 な限 り上 りつ め た時 の推 論 の結 果 の集 合 を表 す(∪{Extk(F,△)lk

∈N})。

ま た、 こ こで 、Fト ∀s(p(s)→q(s))が 成 り立 ち、(p(s)→r(s))と(q(s)→

t(s))が そ れ ぞれ △ の要素 とな る仮 説 図式 で あ る時 、「(p(s)→r(s))は(q(s)→t(s))

に対 して(F,△)に お き優 先 され る」 と言 う。 つ ま り、前 件 が 特 殊 な状 況 を表 して い

る仮 説 図式 ほ ど優 先 され るの で あ る。 仮説 図式(p(s)→r(s))が 仮 説 図式(q(s)→

t(s))に 対 して(F,△)に お き優 先 され る な ら、そ の代 入例 とな る仮 説(p(S。)→r(S。))
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は仮 説(q(S。)→t(S。))に 対 して(F,△)に お き優 先 され る。時 間 発 展 す る系 を扱 うた め

に、事実 言 明 と仮 説 図式 の 基本 的 な もの を認 め る こ とにす る。

(7)基 礎 的事 実言 明

任意 のCkに つ い て、時 間発 展 す る系 の事 実 記 述Fは 、次 の公 理 図式 お よび公理 系

を含 んでい る。

(a)∀sr(hold(Ck,s)〈hold(nQn(Ck),s)).

(b)state(Ck)→state(non(Ck)).

(c)state(Ck)→ ∀s(persistent-property(Ck,s)).

(d)event(Ck)→ ∀sr(persistent-property(Ck,s)).

(e)状 況 と関数sucに 関 す るペ アノの算 術 の公 理系

(8)基 礎 的仮 説図 式

任意 のCkに つ いて 、時 間発展 す る系 の仮 説 図式 集合 △は、次 の仮 説 図式 を含 んで い る。

((persistent-property(Ck,s)〈hold(Ck,s))→hold(Ck,suc(s))).

(7)と(8)で 用 い られ たpersistent-propertyと い う関 係 語 は、(8)の 仮 説 図式 か ら も読 み とれ

る ように、継 続傾 向 を表 す 関係 語 で あ る。 また 、(7)の 規 定 に よれ ば、状 態 は継続 傾 向 を

持 つが 、 出来 事 は継 続傾 向 を持 た ない。 これ は、言語 学 的意 味論 にお け るアス ペ ク ト研

究 の 結 果 と も一 致 す る考 えで あ る(Comrie(1976)参 照)。persistent-property(Ck,s)

と は 、状 況sに お い てCkが 継 続 して成 り立 つ傾 向 を持 つ こ と を表 してい る。 この関 係

語 を あ えて導 入 した の は、動 的 継 続傾 向 の帰 属 を可 能 にす る ため で あ る 。5)ま た、Ck

は状 況 の集 合 を指 示 す る語 と解 釈 し(V(Ck)⊆[全 状 況 の 集合])、V(hold(Ck,s))が

真 に なるの はV(s)∈V(Ck)の 時 とす る。

4.狭 い意味でのフレーム問題の解決

すでに第2節 で述べたように、狭い意味でのフ レーム問題が解 けるかどうかの最初の

テス トに相当す るもの として、YSP問 題 を考 えるこ とがで きる。この節で は、ROH

の使用 によ りYSP問 題が解 けることを示そ う。まず、YSP問 題 をROHの 枠組 みを用

いて記述するこ とにする。

(9)YSP問 題 の 記 述

FYSP:=(7)∪(9a)∪(9b)∪(9c)∪(9d)∪(9e),△YSP:=(8)∪1(9f),(9g)},と お

く 。

事 実 記 述

(a){Sl=suc(s。),s,=suC(S、),S,=SuC(S、),S、=SuC(S,)}.
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(b>{state(loaded),state(aHve),event(load),event(shoot)}.

(C){hold(non(loaded),so),hold(alive,so)1.

(d)lhold(監oad,s1)}.

(e)伍old(shoot,s3)}.

仮 説 図 式

(f)((hold(load,s)〈hold(non(loaded),s))→hold(loaded,suc(s))).

(9)((hold(shoot,s)〈kold(loaded,s)〈hold(alive,s))→hold(non(alive),

SUC(S))).

(9a)は 、状況 問の順序 について述べ、(9b)は 、何が状態であ り、何 が出来事であ るか

を表 してい る。(9c),(9d),(9e)は 、YSP問 題の物 語 を表現 している。(9f)と(9g)

は、前提 されてい る因果関係 を表現 している。(9f)は 銃 に弾 を込める と銃 は装 填 され

.るということを、(9g)はAが 生 きてお り銃が装填 されている状況で銃 を撃つ とAは 死

ぬということを表 している。 ここで、次の関係が成 り立つことに注意 しよう。

㈹(7c)を 要 素 と し て 含 む 事 実 言 明 集 合Fの 性 質

(7c)∈Fな ら ば 、 任 意 の 出 来 事AI,...,A。 と 状 態C1,...,C、,...,C、 に つ い

て 、 次 の 関 係 が 成 り立 つ 。

Fトstate(Ck)→ ∀s((hold(Al,s)〈...〈hdd(Am,s)〈hold(C1,s)〈...〈hold(Ck,

s)〈...〈hold(C。,s))→(persistent-property(Ck,s)〈hold(Ck,s))).

㈹ は、(7c)か ら一 階 の 論 理 を用 い て 直 ち に帰 結 す る。 そ して、(7c)∈FYspな の で、

(9f)の 仮 説 図式が(8)のCkにnon(loaded)を 代 入 して得 られ る継 続傾 向 の仮 説 図式 に優

先 され(⑳ の 図の[1]か ら[2]へ の 移行 に対 応 す る)、(9g)の 仮 説 図式 がahveに 関 す る

継 続傾 向 の仮 説図 式 に優先 され る こ とが わか る(㈲ の図 の[3]か ら[4]へ の 移行 に対 応 す

る)。 特 に、後 者 の事 実 は、YSP問 題 の解 決 に重 要 な意 味 を持 つ 。YSP問 題 は、Exto(FYsp,

△Ysp)か らEぬ(FYsp,△Ysp)ま で の 拡 張 に よ り記 述 され 、n≧4な ら ば、Ext、(FYsp,

△Ysp)=Ex"(FYsp,△Ysp)が 成 り立 つ(中 山(1997a)参 照)。(hold(A1,s)〈...〈hold(Am,

s)〈hold(C1,s)〈...〈hold(C。,s))を[A1,...,Am,C1,...,C。1(s)と 略 記 す る と、

(FYsp,△Ysp)か ら の帰 結 は次 の よ うに 図示 で きる(出 来 事 を表 す 表現 は、 下線 に よ り

強調 され て い る)。

⑳(FYsp,△Ysp)か ら の 帰 結

[0]⇒[1]⇒[2]⇒[3コ ⇒[4]と い う 発 展 が 見 ら れ る 。 下 線 は 、 出 来 事 で あ る こ と を 表

し て い る 。

[0]:[non(loaded),alive](so)∈Exto(FYsp,△Ysp).

[1]:[non(loaded),ahve,10ad](s1)∈Ext1(FYsp,△Ysp).

[2]:[loaded,alive](s2)∈Ext2(FYsp,△Ysp).
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[3][量oaded,alive,shoot](s3)

[4][loaded,non(alive)](s4)

∈Ext3(FYsP,△YsP).

∈Ext4(FYSP,△YSP).
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㈲ に見 るように、(FYsp,△Ysp>か らは、銃 を向け られた者が状況s4で 死亡する という

唯一の結論が得 られる。 これに対 し、優先順序が表現で きないシステムでは、銃 を発砲

しても相手が死 なない場合 も拡張の一つ として認められてしまうことになる。また、[2]

か ら[3]へ の移行 において装填 されていた銃が装填 されていな くなる とい う例外 も除去

できない。我々の枠組みでは、これらの非典型的時間発展は、すべて、仮説 の優先 に反

するので最初か ら排除されているのである。

今や、(3)で議論 された行為の効果 をROHで 推論できることは明 らかである。ROHで

は、因果効果 を表す図式は仮説図式 として表現 される。このことに注意する と(3)の問題

は次のように記述で きる。

㈱ 行 為 の 効 果 を 記 述 す る 例 の 記 述((3)参 照)

F1:=(7)∪(12a)∪(12b)∪(12c)∪(12d),△1:=(8)U{(12e),(12f)},と お く。

事 実 記 述

(a){S1ニSdC(So),S2=SUC(S1)}.

(b){state(C1),state(C2),state(C3),state(E1),event(A1),event(A2)}.

(c){hold(C1,so),hold(C2,so),hold(A1,so),hold(non(C3),so),hold(non(E1),so)}.

(d)伍old(A2,s1)].

仮 説 図 式

(e)((hold(A1,s)〈hold(C1,s)〈hold(non(C3),s))→hold(C3,suc(s))).

(f)((hold(A2,s)〈hold(C2,s)〈hold(C3,s)〈hold(non(E1),s))→hold(E1,suc(s))).

(3e)の ∀s(C2(s)→C2(suc(s)))に 相 当す る内 容 は、(8)の 仮 説 図式 に よ りす で に述 べ

られ てい る ので、 ここで特 別 に考慮 す る必 要 はな くな る。 また、(12e)に よ れ ば、A1は

C1の 条 件 の も とでnon(C3)か らC3へ の 移 行 を引 き起 こ し、(12f)に 従 い、A2はC2

とC3の 条 件 の も とでnon(EI)か らE1へ の 移 行 を引 き起 こす と考 え る こ とが で き る。

す る と、ROHの 推 論 の結 果 と して次 の ものが 得 られ る。

㈲ 行 為 の効 果 を記述 す る例 につ い てのROHに よ る推 論 の結 果

[0]⇒[1]⇒[2]と い う発 展 が見 られ る。

[0]:[C1,C2,non(C3),non(E1),A1](so)∈Exto(F1,△1).

[1]:【C1,C2,C3,non(E1),A2](s1)∈Ext1(F1,△1).

[2]:[C1,C2,C3,E1](s2)∈Ext2(F1,△1).

さ ら に、 第2節 で論 じ られ た例 外 の記 述 の問題 も解 決 され る。C2の 継 続 傾 向 に対 す る

n個 の例外 の考 慮 も、 △1を 単純 に拡 張 す る こ とに よ り得 られ るの であ る。
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図 例外 の考慮((5)参 照)

△2:=ム ユU{(14a1),_,(14an)}と お く。

仮 説 図式

(a1)((hold(C2,s)〈hold(Excl,s))→hold(non(C2),suc(s)))

(an)((hold(C2,s)〈hold(Exc,,s))→hold(non(C2),suc(s))).

ここ で、F1ト(hold(C2,s)〈hold(Exc、,s))→(persistent-property(C2,s)〈hold(C2,s))が

成 り立つので、例外 を持つ仮説図式 は(8)の継続傾 向を表す仮説図式に常に優先されるこ

とがわかる。つまり、(5a)に あたるようなア ド・ホ ックな規則 を導入する必要がな くな

るのである。 また、同様に、例外の例外 に関する仮説図式は例外 に関す る仮説図式に優

先 されるこ とを容易 に示す ことができる。6)

我々は、 この節で、YSP問 題 とMcC飢hy&Hayes(1969)で 議論 されている例 の一

般化に関 してROHが 解 を与 えることを示 した。松原(1990)は 、狭い意味 でのフ レー

ム問題 を次の ように規定 している。 「世界 のある状態 に対 してなんらかの働 きかけがな

されると世界 はふつ う他の状態 に移る。...そ の二つの状態の間で何が変化 し何が変化

しないかをどのように(効 率的に)記 述すればよいか とい う問題 のことを最初はフレー

ム問題 と呼 んでいた」(p.194f)。 この記述の問題 としての狭い意味 での フレーム問題 は、

我々のアプローチに より解かれたと言 って よいであろう。また、この狭い意味でのフレー

ム問題 は、優先順序 を何 らかの形で考慮 した非単調推論 の枠組みの提案 により、1980年

代後半頃か らすでに解かれていたと言 ってもよいだろう。7)

5.因 果関係の表現 と予測

ROHで は、 「Cと い う出来事が起 こったならEと いう状態が生起 する」 とい うこ と

を仮説図式 により表現で きる((15b)参 照)。

飼 因果 的連 関 の記 述

F2:=(7)∪(15a),△2:=(8)U1(15b)}と お く。

事 実記 述

(a){event(C),state(E)}.

仮 説 図式

(b)((hold(C,s)〈hold(non(E),s))→hold(E,suc(s))).

こ の こ とに よ り、次 の こ とが 言 え る。
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㈲(F2,△2)か ら の 帰 結

F2':=F2∪{hold(non(E),so),s1=suc(so)}と お くQ

(a)SlでCが 起 こ れ ば 、suc(s1)でEが 生 起 す る 。

hold(E,suc(s1))∈Ext1(F2'∪{hold(C,s1)},△2).

(b)s1でCが 起 こ ら な け れ ば 、suc(s1)でEは 生 起 し な い 。

hold(non(E),suc(s1))∈Ext1(F2'∪{hold(non(C),s1)},△2).

(16b)の 結果は、(8)の継続傾向の仮説図式の適用 による ものである。 また、(16a)の 結果

は、(15b)の 仮説図式が(8)の継続傾 向の仮説図式 に優先 されるため得 られる。、㈲ に見 る

ように、(F2,血)と い う状態 においては、Eの 生起 はCの 生起 に依存す る。 「Cが 起 こ

ればEが 生起する」 とい う記述 は、普通、例外 を許す ものだ と考 え られている。因果

関係 に関わるコンテクス トにおいて例外 を扱 う方法は、すでに第4節 で述べ たもの と同

じになる。(15b)に 対す る例外 は、((hdd(C,s)〈hold(Exc,s)〈hold(non(E),s))→hold

(non(E),suc(s)))と い う仮説図式 で表現で きる。そ して、 この仮説図式の方が(15b)よ

り特殊なため、その前件が満 たされた時 には、 この仮説図式が優先 されて適用される。

例えば、マ ッチは、普通、擦れば火がつ くが、湿ったマッチは擦 っても火がつかない。

このことは、今の議論で、Cを マ ッチを擦 ること、Eを マ ッチ に火がつ くこと、そ して、

Excを マ ッチが湿 っていることとすれば表現で き、適切 な予測 をえることができる。 ま

た、マ ッチについて明示的に言及 したいな ら、関数表現 を用いることもで きる。

働 関数表 現 を用 い た仮説 図式 の例

仮 説 図式

(a)((マ ッ チ(x)〈hold(擦 る(x),s)〈hold(non(火 が つ い て い る(x)),s))→hold

(火 が つ い てい る(X),SUC(S))).

(b)((マ ッ チ(x)〈hold(湿 っ てい る(x),s)〈hold(擦 る(x),s)〈hold(non(火 が つ

いて い る(x)),s))→hold(non(火 が つ い てい る(x)),suc(s))).

ここで、 「擦 る」や 「火がついている」や 「湿っている」 は物 から状況の集合への関数

と考 えることがで きる。このように、ROHを 用 いれば、一階の述語論理 を用いて因果

関係 を表現する時 に生 じる困難(Sosa&Todey(1993)参 照)を 克服す ることがで き

る。次に、ROHの 枠組みで因果連鎖がいかに描かれるかについて触 れてお こう。今、

A1と い う行為が遂行 され、それが、EV1,...,EV、 という出来事を次々に引 き起 こして、

最終的にE1と い う結果をもたらした とい う場合 について考 えてみ よう。

働 因 果 連 鎖 の 例 の 記 述

F2:=(7)∪(18a)∪(18b)∪(18c)∪(18d),△2:=(8)∪{(18e),(18f).[1],...,(18f).

[n-1],(18g)}と お く 。
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事 実 記 述

(a){S1-SUC(S・),S2=SUC(S1),_,S。=SUC(S。 一1),S。 ・1=SUC(S。)}.

(b){State(EI),event(A1),event(EV1),...,event(EVn)}.

(c){hold(non(E1),so)1.

(d){hold(A1,s1)].

仮 説 図 式

(e)(hold(Al,s)→hold(EV1,suc(s)).

(f).[1](hold(EV1,s)→hold(EV2,suc(s))).

匝 一1](hold(EVn_1,s)→hold(EVn,suc(s))).

(9)((hold(EVn,s)〈hold(non(E1),s))→hold(E1,suc(s))).

個 の よ う な 場 合 に お い て は 、 状 況s1で 行 為 が 遂 行 さ れ た 後 は 、 そ れ に よ り 引 き 起 こ さ

れ た 出 来 事 が 次 の 出 来 事 を 引 き 起 こ す と い う よ う に し て 、 最 後 に 効 果E1が 引 き 起 こ さ

れ る と い う こ と が 、ROHの 推 論 か ら 明 ら か に な る 。

α臼)因 果 連 鎖 の 例 の 結 果

[0]⇒[1]⇒[2]⇒...⇒[n+1]⇒[n+2]と い う 発 展 が 見 ら れ る 。

[0]:[non(E1)](so)∈Exto(F2,△2).

[1]:[A1,non(E1)](s1)∈Ext1(F2,△2).

[2]:[EV1,non(E1)](s2)∈Ext2(F2,△2).

[n十1]:[EVn,non(E1)](sn+1)∈Extn+1(F2,△2).

[n十2]:[E1](sn+2)∈Extn+2(F2,△2).

働 の 例 は 、 最 も 簡 単 な 因 果 連 鎖 の タ イ プ を 表 し て い る 。 さ ら に 、 あ る 出 来 事 の 成 立 に よ

り他 の 出 来 事 が 起 こ る た め の 条 件 と な っ て い る 状 態 が 生 成 す る と い う 段 階 も 含 ん だ 因 、果

連 鎖 も 考 え ら れ る 。 後 者 の タ イ プ の 因 果 連 鎖 も 、 ㈱ と ㈲ の 記 述 を 混 合 す る こ と に よ り 、

ROHの 枠 組 み で 適 切 に 表 現 で き る 。

6.反 事実的条件文と因果関係の受容条件

伊藤(1997)が 指摘す るように、反事実 的条件文 の意味 の解明 に向 けての有力 なアプ

ローチの一つにStalnakerに よ り定式化 された 「ラムジーのテス ト」がある。

㈲ ラムジーのテス ト

「まず、あなたの信念のス トックに(仮 定的に)前 件 を加 えよ。次 に整合性 を保つ



フレーム問題と世界の因果的理解 59

ために必要 とされる調整 を行 え(た だ し、前件にたいする仮定的信念 を除いて)。最後

に、その場合 に後件が真 となるか否 か を考察せ よ。」(伊藤(1997)p.285,Stalnaker

(1968)p.102)

ラムジーのテス トは、我々の枠組みでは直接用 いることがで きない。それは、ROH

が仮説 を用いているためである。例 えば、(p→q)と い う仮説が信 じられてお り、

qの 否定が受 け入れ られてお り、整合性 を作 り出 した後、なおqの 否定が信 じられて

い るとい うことがあ りうる。この時、我 々の枠組 みでは、 「もし、pな らばq」 とい

う主張についてのテス トができな くなって しまう。それは、pを 受 け入れた時、qの

否定が受 け入 れられているために、先の条件文は常 に拒否されてしまうか らである。

また、我 々の枠組みでは、調整後 の信念状態が一意 に定 まることを一般的には保証で

きない。8>

以上の二点 を考慮す ると、ROHの 枠組みについては、次の ようなテス トが適切 に

思われる。

㈱ROHに おける条件文のテス ト

「もし、pな らばq」 とい う条件文 についてその妥当性 を確かめるため に、 まず、

あなたの信念 のス トックか ら、前件pと 後件qか らの影響力 をすべ て消すような極小

の調整をせ よ。そ して、そのような調整の どの結果について も、pを 加 え、そ こか ら

qが 推論で きるか どうか を確かめよ。 もし、調整後の どの結果か らもqが 推論で きれ

ば、この条件文 は受け入れ可能であ り、そ うでなければ受け入れ可能ではない。

後 に示す ように、この調整 の結果は必ず整合 的になる(命 題P1.(a)参 照〉。だか ら、

ラムジーのテス トを広 く解釈す れば、⑳ における調整 も 「整合性 を保 つために必要 とさ

れる調整」 と考 えることもで きるか もしれない(命 題P1.(b)参 照)。

(F,△)に 対 してpとqか らの影響力 をすべて消すような極小の調整 を、 「pとqに

関する(F,△)の 中立化」 と呼ぼう。つ ま り、pとqに 関 し中立化 され た拡張 は、pも

qもrpもrqも 含 まない もの とする(定 義D2.(a>参 照)。 また、この中立化 により得

られる調整後の信念ス トックの全集合 をmax-SB(F,△,p,q)で 表 そう(定 義D2.(b)

参照)。 すると、㈱に従えば、 「もし、pな らば、q」 が(F,△)で 受け入れ可能 とは、

pとqに 関す る中立化により得 られる調整後の信念ス トックの どれにpを 加 えて も必ず

そこか らqが 推論で きる とい うことになる(定 義D2.(c)参 照)。これ を厳 密に表現す る

と、定義D2の ようになる。定義D1は 、定義D2を 適切 なものにす るため に必 要 とな

る定義である。・

定義D1

一階の論理式 の集合Fが 与 えられている時
、次の操作 を繰 り返 してFか ら構 成 され
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る集 合F*を 「Fの 標 準事 実 集合 」 と呼 ぶ。

(a)F中 の すべ て の論 理 結合 子→,≡ を論 理 的 に同値 な論理 式 を用 い て消去 す る。即 ち、

(p≡q)は(p→q)〈(q→p)で 置 き換 え、(p→q)は(rp>`q)で 置 き換 え

る。

(b)(a)の 操 作 で得 られ た論 理 式集 合 に含 まれ るすべ て の論理 式 を連 言標準 形 の形 に変 形

す る。即 ち、(p1V_>pm)〈...〈(q1>...>q。)で 、す べ て のpk,qkが 原

子 文 または量化 文 また はそれ らの否 定 となる よ う論 理的 に 同値 の式 を代 入 して変 形

す る。

(C)こ の ように得 られ た論 理式 集 合 中 のすべ てのp1〈...〈Pmと い う形 の 論 理式 をそ

の集合 か ら取 り除 きあ らた に集合{p1,...,Pm}と の 和 を とる。

定 義D2

F*を 「Fの 標 準 事 実 集 合」 とす る。 また、pとqは 、原 子 文 ま た は そ の否 定、 選 言 文

ま たは その否 定、 あ るい は内 部が連 言標 準形 にな ってい る量 化文 また はその否 定 とす る。

(a)SB(X,F,△,p,q)⇔[X⊆(F*一{p,q,一 ゆ,rq})&not(p∈EXT(X,△))&

not(q∈EXT(X,△))&not(rp∈EXT(X,△))&not(rq∈EXT(X,A))]. .

(b)max-SB(F,△,P,q):={XISB(X,F,△,P,q)&

∀Y【[SB(Y,F,△,p,q)&X≠Yエ ⇒not(X⊆Y)]}.

(c)「 も し、pな らば 、q」 は、(F,△)で 受 け入れ 可能 ⇔

∀X[X∈max-SB(F,△,p,q)⇒q∈EXT(XU{p},△)].

この定義か ら次の命題が帰結する(付 録2参 照)。

命 題P1

(a)X∈max-SB(F,△,p,q)な ら ば 、XU{plは 無 矛 盾 。

(b)max-SB(F,△,P,q)が 唯 一 の 要 素Fを 持 つ 時 、

「も し 、pな ら ば 、q」 は(F,△)で 受 け 入 れ 可 能 ⇔[q∈EXT(F'∪{p},△)].

(c)not(p∈EXT(F,△))&not(q∈EXT(F,△))&not(rp∈EXT(F,△))&not(rq

∈EXT(F,△))な ら ば 、

(i)max-SB(F,△,P,q)=F.

(ii)「 も し、pな ら ば 、q」 は(F,△)で 受 け 入 れ 可 能 ⇔[q∈EXT(FU{p},△)].

(c).(H)に見るように、(F,△)がpとqに 関 してすでに中立化 されている場合 は、 「も

し、pな らば、q」 とい う文の受容条件 は未来について予測 をす る場合や現在判 明 して

いない過去の状況 について推測す る場合 と同じになる。9)

条件文の分析 を基礎 に因果的関係に関する信念 を表現することがで きる。pがqの

原因と受 け入れ られる時 には、pが 成立 しなかったらqは 成立 しなかった とい うことと
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もに、pが 成立 したのでqが 成立 したと言える時だ と考 える。つ まり、 「pはqの 原因

の一つである」 とい う文 が、 「pだか らq」 とい う説明 と 「もし、pで なか った らqで

なかっただろう」 とい う反事実的条件文 を含意す ると考えるのである。

定義D3

「pはqの 原 因の 一つ で あ る」 は、(F,△)で 受 け入 れ可能

⇔[pとqは(F,△)で 事 実 で あ る]&

[「も し、pな らば、q」 は、(F,△)で 受 け入 れ可能]&

[「も し、rpな ら ば、rq」 は、(F,△)で 受 け入 れ可 能]

⇔[{P,q}⊆F】&

[∀X[X∈max-SB(F,△,p,q)⇒[q∈EXT(XU{p},△)&

rq∈EXT(XU{rP}
,△)]].

定義D3に 従 い、マ ッチを擦 ることがマッチに火がつ くことの原因 となることを示す こ

とがで きる。

㈱ 因 果 記 述 の 例

soで は マ ッ チdに 火 が つ い て お ら ず 、s1で こ の マ ッ チ を 擦 り 、s2で マ ッ チ に 火 が つ い

た と す る 。

(a){S、=SuC(S。),S、=SUC(Sl)}.

(b){∀x(state(火 が つ い て い る(x))),∀x(event(擦 る(x)))}.

(c){マ ッ チ(d),hold(non(火 が つ い て い る(d)),so)),hold(擦 る(d),s1)}.

(d){hold(火 が つ い て い る(d),s2))}.

F3:=(7)*∪(22a)∪(22b)∪(22c)U(22d),△3:=(8)∪{(17a),(17b)}と お く 。

た だ し 、(7)*は(7)の 標 準 事 実 集 合 と す る 。 こ こ で 、 「hold(擦 る(d),s1)はhold

(火 が つ い て い る(d),s2)の 原 因 の 一 つ で あ る 」 と い う 主 張 が(F3,△3)で 受 け 入 れ 可

能 か ど う か を 調 べ る こ と に す る 。

(e)max-SB(F3,幽,hold(擦 る(d),s1)),hold(火 が つ い て い る(d),s2))

={F3一{hold(擦 る(d) ,s1)),hold(火 が つ い て い る(d),s2)}}

こ こ で 、F3':=F3一{hold(擦 る(d),s1)),hold(火 が つ い て い る(d),s2)}と お く と 、

次 の 関 係 が 成 り 立 つ こ と を 示 す こ と が で き る 。

(f)[{hold(擦 る(d),s1) 、,hold(火 が つ い て い る(d),s2)}⊆F3]&

[hold(火 が つ い て い る(d),s2)∈EXT(F3'∪{hdd(擦 る(d),sl)1,幽)]&

[hdd(non(火 が つ い て い る(d)),s2)∈EXT(F3'∪{hold(non(擦 る(d)),s1)},

幽)].

よ っ て 、 定 義D3と(22f)よ り 、 次 の 結 論 が 帰 結 す る

(9)「hold(擦 る(d),s1)はhdd(火 が つ い て い る(d),s2)の 原 因 の 一 つ で あ る 」
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は、(F3,由)で 受 け入 れ可 能で あ る。

我々の因果理解 の分析 は、Humeの 見解 に近い ものである。Hume(1748)は 、因果 関

係 を規則性 と反事実的条件文の二面から考 えている:

「原因を、他 の対象 により後続 され るある対象 として定義 できるだろう。つ まり、そ

こでは、最初の対象に類似 した どんな対象 も第二の対象 に類似 した対象 により後続 され

る。また、言葉を変えれば、そこでは、 もし、最初の対象がなかった としたなら、第二

の対象 はけっして存在 しなかっただろう。」(Hume(1748)sect.7)

この ように、Humeは 、実在論的因果関係の解釈 を避け、規則性 に基づ く因果理解 を基

に因果性 の分析 をし、その分析 を反事実的条件文 の理解 と関連づ けてい る。ROHで は、

事象Cと それ に後続す る事象Eと の典型 的連結は((hold(C,s)〈hold(non(E),s))→

hold(E,suc(s)))と いう仮説図式 により表 され、因果の規則説 を弱めた形で因果的連関

が捉え られている。 また、定義D3に 見る ように、 「Aと い う事象がBと い う事象の原

因の一つである」 とい う文 は、 「もし、Aが 起 こらなか った らBは 起 こらなか っただ

ろう」 とい う反事実的条件文 を含意 していると規定 している。つ まり、本稿 の分析 も、

因果関係が規則性 と反事実 的条件文の特徴 を含 むものであるとしている。

本稿 における反事実的条件文の分析は、時間的発展 を明示的に表現 してい る点 で、

Stalnaker(1968),Lewis(1973),Gardenfors(1988)な どの分析 と大 きく異 なってい る。

YSP問 題の議論で見たよ うに時間的発展 にそ って推論 するこ とは、不必要 な拡張 を除

外す るのに重要 な役割 を果たす。ROHで は、時間順序は、後 に付け加 えれ ばよい よう

な要素ではな く、推論 の順序 を規定す るような根本的なものである。

7.自 律 的 工 一 ジ ェ ン トと フ レ ー ム 問 題

「フレーム問題」 について一般的に考察す る時、重要な問題 を今 まで論 じてこなかっ

た。それは、現実世界 の中に在る ということが、どのような処理や どこまでの処理の効

率化 を要求するかを決定する とい う問題である。そして、この ような問題 を考えるのに

便 利 なのが、ロボ ッ トの ような 自律 的工 一ジ ェン トとい う問題設定 であ る。Dennett

(1984)も 、フレーム問題 を説明す るにあたって自律的工一ジェン トとしての ロボ ッ ト

の例 を用いた。 自律的工一ジェン トという視点は、行為の 目的 とい う新 しい問題 を持 ち

込む。本稿で我々は 「狭い意味でのフレーム問題」 を世界 の因果的理解の問題 として考

えることを提案 した。 しか し、 自律的工一ジェン トは何 をなすべ きかを自分で選び出す

べ き存在者である。彼は、状況 に応 じて可能 な行為のうち 自分の目的設定 に最 も合 うも

の を選び出 さねばな らない。また、与えられた状況 においてどのような目的設定 を選択

すべ きなのかを判断 しなければならない。この ような自律 的工一ジェン トは価値の優先
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順序 を必要 とするだろう。また、 ロボッ トによるサ ッカー ・ゲームなどを可能 にするた

めには、他の自律的工一ジェン トへの態度帰属 に相当するものが必要になって くるだろ

う。 このような問題を解 くためには、信念 を表現す る方法だけではな く、願望や意図な

どの態度を表現 し、それ らを関連 させることが必 要になるのは明 らかであ る。Demett

(1984)の 考 えるような 「フレーム問題」 は、 この問題 を解決 した時、初めて解 けた と

言えるだろ う。

ま と め

McC罎hy&Hayes(1969)の 狭い意味での フレーム問題 は、あるエージェン トが行

為 した時の変化 を適切 に予測するのに必要 な記述を表現する時、その記述の量が膨大に

ふ くれあがって しまうとい う問題だった。 これは、Goodman(1953)な どで も触れ られ

ている問題に も共通する側面 を持 っている。それは、因果関係 を表現 し、それを用いて

適切 に推論す るとい う問題 である。その背後には、一階の述語論理を用いて因果理解 を

表現することの困難 さが横 たわっている。この問題 は、1980年 頃か ら提案 された非単調

推論の枠組みでは直接解 くことがで きなかった。 しか し、1980年 代後半から非単調推論

の中で特定の仮説やモデル を優先する考えが提案 され、狭い意味でのフレーム問題の解

決にいたったと言 える。それで も、現在、狭い意味でのフレーム問題が解決 されたか否

かにっいて意見が分かれるのは、 「狭い意味での フレーム問題」が何 を意味 しているか

について見解が分かれるであろう。

本稿 では、中山(1997a)で 提案 された順序づけ られた仮説 を用いての推論ROHの 枠

組み を使用 してMcC飢hy&Hayes(1969)の フレーム問題、Hanks&McDe㎝ott(1986)

のイエール射撃問題 の解法 を提案 した。ROHで は、出来事Cの 生起 と状態Eの 生起

の間の 因果的連 関 を((hold(C,s)〈hold(non(E),s))→hold(E,suc(s)))と い う仮説

図式で表す。そ して、これ らの仮説図式 を活用す ることによりROHの 枠組みで予測や

過去の事象の推定 を実行で きることを示 した。さらに、第6節 では、反事実的条件文を

も含めた条件文の受容条件 を提案 し、これに基づ き、すでに生起 した事象間の因果連関

の受容条件を示 した。そして、中山(1997a)は 、Hempelの 二つの説明概念一 即 ち、演

繹 ・法則的説明 と帰納 ・統計 的説 明一 とが、ROHに より明 らかにで きることを示

唆 している。10)こ のよ うに、非単調 の推論体系ROHを 用 いるこ とによ り、時間発展

する系の記述 に関する統一的把握が可能 になったのである。

付録1

中山(1997a)か らの重要な定義お よび命題 をあげてお く。なお、命題 の証明は中山
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(1997a)に 与 え られてい るの で省 略す る。また、定 義1と 定義3に つい ては、中山

(1997a)に 対す る多少 の一般化が施 され ている。以下の定義 において、xは 自由変項

の列 を、そ して、dは 定項の列 を表す とする。

定義1(事 実記述,仮 説図式集合,仮 説領域)

(1)以 下、等式を含んだ一階の述語論理を論理体系 として用いる。任意の無矛盾な閉論

理式の集合 を 「事 実記 述」 と呼びFで 表 わす。また、(p(墨)→q(五))と い う形 の 自

由変項 を持つ開論理式の集合 を 「仮説図式集合」 と呼び △で表 わす。

(2)Exto(F,△):={p【Fトp}と お く。Extk(F,△)は 定義1か ら定義7ま でに よ り

再帰的に定義 される。

(3)Sk(F,△):={(P(旦)→q(旦))i(P(蓋)→q(丞))∈ △&P(旦)∈E燕(F,△)}と 定 義 さ

れる文集合Sk(F,△)を 「(F,△)に 関するk段 階の仮説領域」 と呼ぶ。

定 義2(信 頼順 序,仮 説構 造)

次 の三 条件 を満 たす構1造 〈HSk(F,△),>>を 「(F,△)に 関す る第k段 階 の仮 説 構造 」 と

呼 ぶ。

(i)∪{HlH∈HSk(F,△)}=Sk(F,△)

(h)∀H1∈HSk(F,△),∀H2∈HSk(F,△)(H1∩H2=の)

㈹ 〈HSk(F,△),〉>は 半順 序構 造 で あ る。

定 義3(信 頼順 序)Sk(F,△)は(F,△)に 関 す る第k段 階 の仮 説領 域 とす る(定 義1

参 照)。

(1)(p(旦)→r(望))∈Sk(F,△),(q(旦)→s(旦))∈Sk(F,△)の 時 、

(P(旦)→r(旦))～k(q(旦)→s(旦))⇔Fト ∀x(P(丞)≡q(茎))

とSk(F,△)の すべ ての 要素 につ い て～kを 定 義 す る。 また、{qlp～kq}を 「Pの 同

値類 」 と呼 ぶ。

(2)HSk(F,△):={Hl[Hはpの 同値 類]&[p∈Sk(F,△)]1と 定 義 され るHSk(F,△)

を 「(F,△)に 関す る第k段 階 の仮説 集合 領域 」 と呼 ぶ。

(3)H1∈HSk(F,△),H2∈HSk(F,△)の 時 、

H1>kH2⇔[[(P(x)→r(峯))∈H1]&[(q(墨)→s(峯))∈H2]&[Fト ∀峯(p(墨)→q

(X))]を 満 たす仮 説図 式(p(峯)→r(五))と(q(墨)→s(玉))が 存 在 す る]

とHSk(F,△)の すべ ての要 素 につ いて>kを 定義 す る。 以下 、 ～k,>kを 省 略 して 、単

に ～,〉 と書 くこ と もあ る。

命題1定 義3に おける～kは 同値関係、>kは 半順序 となる。



フレーム問題と世界の因果的理解 65

定義4(極 大無矛盾部分集合,優 先部分理論)

(1)無 矛盾な文集Aと 任意の文集合Hが 与えられている とする。 この時、Tが

A⊆T&∀p∈H([TU{p}は 無矛盾]⇒p∈T)

とい う条件 を満 たす な ら、

る」 と言 う。

(2)今 、

「TはAを 基盤にするAUHの 極大無矛盾部分集合であ

(F,△)に 関 す る第k段 階の仮 説構 造 〈HSk(F,△),〉>が 与 え られ てお り、

[S={H1,...,H。}]&[H1>...>H。]と い う線型 性 の 条件 が 満 た され て い る とす る。

この時 、Tが 次 の 条件 を満 たす 時、 「Tは 〈HSk(F,△),〉>に 関 す る 優 先部 分 理 論

で あ る」 と言 う(一 般 に 〈HSk(F,△),>>に 関 す る優先 部 分理 論 は複 数存 在す る):

(i)T。:=Extk(F,△)

㈲1≦m≦nな らば、TmはTm-1を 基 盤iにす るTm-1UHmの 極 大無 矛 盾部 分 集 合 で

あ る。

OiOT:=Tn

定 義5(仮 説 構 造 の線 型化,優 先 部分理 論 集合)

(1)[〉 ⊆ 〉*]&[∀H1∈HSk(F,△),∀H2∈HSk(F,△)(H1>*H20rH1=H20r

H2>*H1)]と い う条件 を満 たす 仮 説構 造 〈HS、(F,△),〉*〉 を「〈HSk(F,△),〉>

の 線 型 化」 と呼 ぶ。(〈HSk(F,△),〉*〉 は 〉の 順 序 を保 ち つ つ 、HSk(F,△)の 全 要

素が 比較 可能 とな る よ うに順 序 づ け を付 け加 えた もので あ る。)

(2)PSk(F,△)≒{TI[〈HSk(F,△),〉*〉 は 〈HSk(F,△),>>の 線 型 化]&[T

は 〈HSk(F,△),〉*〉 に関 す る優 先 部 分 理 論]1と 定 義 さ れ るPSk(F,△)を 「(F,△)

に 関す る第k段 階 の優先 部分 理論 集 合」 と呼 ぶ 。

定 義6(帰 結)PSk(F,△)は(F,△)に 関 す る第k段 階 の優 先 部 分 理 論 集 合 で あ る

とす る。 この 時 、 ∀T∈PSk(F,△)(Tトp)が 成 り立 て ば、 「pは(F,△)か らの 第

k段 階 での強 い意 味 で の帰結 で あ る」、あ るいは 、単 に 「pは(F,△)か らの第k段 階

で の帰 結 で あ る」 と言 う。 また、 ヨT∈PSk(F,△)(Tトp)が 成 り立 て ば 、 「pは(F,△)

か らの 第k段 階 で の弱 い意味 で の帰 結で あ る」 と言 う。

定義7Fは 事 実 記 述、 △ は仮 説 図式集 合 とす る。

(i)Extk+1(F,△):={plyT∈PSk(F,△)(Tトp)}

(n)EXT(F,△):=∪{Extk(F,△)Ik∈N}

Extk(F,△)を 「(F,△)の 第k段 階 にお け る拡 張」、E)ぐr(F,△)を 「(F,△)の 拡 張」 と

呼 ぶ。

命題2Extk(F,△)⊆Extk+1(F,△)。
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命 題3Extk(F,△)=Extk+1(F,△)な ら ば 、EXT(F,△)=Extk(F,△)。

付録2

命題P1

(a)X∈max-SB(F,△,p,q)な ら ば、XU{p}は 無 矛 盾 。

(b)max-SB(F,△,p,q)が 唯 一 の 要素F'を 持 つ時 、

「も し、pな らば、q」 は(F,△)で 受 け入 れ可 能 ⇔[q∈EXT(F'∪{p},△)].

(c)not(p∈EXT(F,△))&not(q∈EXT(F,△)〉&not(rp∈EXT(F,△)〉&not(rq∈EXT

(F,△))な ら ば、

(i)max-SB(F,△,p,q)=F.

(n)「 も し、pな らば、q」 は(F,△)で 受 け 入れ可 能 ⇔[q∈EXT(FU{p},△)].

証 明(a)X∈max-SB(F,△,p,q)を 仮 定 す る。す る と、定 義D2よ り、not(p∈EXr(X,

△))&X⊆EXT(X,△)が 成 り立 つ の で、Xは 無 矛盾 。 こ こで、XU{p}は 矛 盾 して い

る と仮 定 す る。 す る と、Xトrp。 こ れ よ り、rp∈EXT(X,△)。 しか し、 これ は、SB

(x,△,p,q)の 規 定 に矛盾 す る。 よって、xU{p}は 無 矛 盾 。

(b)と(c)は 、 定義D2か ら直 ち に帰結 す る。

注

1)後 続者 を表す関数は、ペアノの算術 の公理系 で表現で きる。

2)狭 い意味でのフレーム問題が知覚の レベルで も起 こるこ とをPollock(1997)が 指

摘 している。行為者は、瞬間瞬間において世界のご く一部 しか知覚 していない。こ

の断片的知覚か ら世界の整合的像 を得るには、推論が必要 になる。そ して、この時、

行為者 は、何が安定 した性質で何が変わ りやすい性質であるかを知 らねばな らない。

さらに、安定 した性質に関 しては、数秒前 に知覚 されていた ものは、今知覚されな

くてもそのままの状態 にあると仮定 されるのである。このことに見 るように、我々

は狭い意味でのフレーム問題 と日常のいたるところで直面 している。

3)銃 により撃たれた後、Aは 死んだとい う解が期待 されている とい うことを明 らか に

す るために、例 えば、 「Aは銃 の名手 により銃で撃 たれた」 としてもよい。この よ

うな書 き直 しは、YSP問 題の核心 に触れる ものではな く、問題 な く実行で きる。

4)優 先部分理論 は、Brewka(1991)で 定義された ものである。

5)動 的信念順序の決定 についてはJunker(1997)を 参照せ よ。

6)1980年 代のエ キスパー ト・システムでは、ルールを用いた知識表示が主に用いられ
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た。この ようなシステムの問題の一つにメインテナンスの問題がある。 これに対 し、

ROHは 、新 しい仮説図式 は単に加 えられるだけでよい という長所 を持つ。 どの仮

説図式が優先 されるべ きかは、ROHに より、かってに推論 されるのである。

7)松 原(1990)は 、 「膨大な情報を(記 述す るに しろ処理す るに しろ)い かに扱 うか」

という問題 として 「一般的 フレ'一ム問題」 を理解する(p.221参 照)。 彼 によれば、

非単調推論 を用いたフレーム問題の解決案 は、単に記述の量 を推論の量 に転嫁 して

いるにす ぎない。 しか し、そのようなフレーム問題の解決か らも、我 々は多 くを学

ぶことがで きる。 この ことを示す ことが本稿の目的の一つで もある。

8)Lewis(1973)に おけ るStalnaker(1968)へ の批判 は、調整後の状態が一般 に一意

に定 まらない ことに関係 している。ただ し、Lewisは 、可能世界意味論 をベ ース

にした条件論理 を展 開 してお り、我々のアプローチ とは大 きく異 なっている。 これ

については、伊藤(1997)の 議論が参考 になる。

9)中 山(1994)で も因果関係 と関連 した条件文の分析が提案 されている。ただし、そ

の時、分析 された条件文 は 「pが起 こった としたなら、その後、(き っと)qが 起

こるだろう」 というこ とを意味する ものであった。これに対 し、本稿における条件

文の分析はく条件文の受容条件 に関する ものである。現在、私は、条件文に真理条

件 を与え うるかについては、懐疑的である。また、実質含意(materialimphcadon)

p→qは 、ROHで は、(p→q)∈Fと い うように表 される。つ ま り、実 質含意 は、

p→qが 仮説 としてではな く事実 として受 け入れ られているとい うことに相当す

ると解釈 される。

10)Tan(1997)は 、中山(1997a)と 同様 にHempelの 説明概念 と非単調推論 との関係

を指摘 している。
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TheFrameProblem.andCausalUnderstanding

oftheWorld

YasuoNAKAYAMA

McCarthy&Hayes(1969)pointoutthattherearedifHculdeswithinferringconse-

quences丘omanactionofanagent.In6fdertLatanacUonhasitsef色ct,itrequiresthat

certaincondiUonsaresatisfied.SupPosethatyouareconvinced
.thatallrequi憩edcondi-

donsaresatisfied.Inthenextsecond,youwillactaccordingtothepreviousbelieflbe-

cζuseyouthinkthattheseconditionsarestillsatisfied.Toinfbrtheseexpectations,we

needsomeaxiomsfbfthepreservalionofbehevedconditions.T聴effamepmb豆e甲of

McCa曲y&Hayes(1969)ishowtoR)rmulatethispreservationofconditions.

Systemsofnohmonotonicreasoningproposed茸nthebeginningofthe1980'sseemedto .

solvethisf亡ameproblem.However,Hanks&McDemlott(1986)showeddef6ctsofthe

nonlnonoton童creasoningsystems.TheyconstmctedasmallproblemcalledtheYale

ShootingProblem,tocriticizethesesystems。Whadsneededhereisapref6renceofcer-

tainsolutions.Sincetheendofthe1980's,severa豊systemsofnonmonotonicFeasoning

havebeenprQPosedtoovercomethesedifficulties.Theycanexpresspfefbrenceofcer-

tainmodelsortheoriesandcanovercomethedif且cultiespointedoutinHanks&

McDelmott(1986).Itcanb6seenthatthe倉 ㎜epr6blemofMcCa曲y&Hayes(1969)

hasbeensolvedintbecurrentstage.

Inthispaper,weuseasystemofnonmonoton童creasoningcalled
.reasoningwithor一.

deredhypotLeses(ROH)de∬nedinNakayama(1997a).Weshow,at血rst,thatthe丘ame

problemofM.cCarthy&Hayes(1969)andproblemsofexpress壼ngcausalconnectionsare

Iela毛edtotheuseoffirs止orderpredicatelogicasarepresentationffamework(cf.sect.2).

Itisshown,then,kowtosolvetheframeproblemwithin艮OH(cf.sect.4).Afterthat,.

wediscussarepresentationmethodofcausalrelationsandpredictionsw孟thinROH(cf.

・ect.5).h・tead・ft舳 ・・nditi・n・,acc6p購 ・・nditi・n・ 鉛 ・c・nditi・n・1・ ㎝ 曲 ・Ih・

ngtionofcausearedefinedin.the6thsection・Todefineacceptanceconditions.fbrcon一

(Htionals,we血odifytheRa卑seyTest.Inthismodifiedtest,influenceoftheantecedent

andtheconsequentisremovedfro卑thegivenstobkofbelief,befbreexaminingwhether

theadditionoftheantecedentenablesinfbrenceoftheconsequent.Inthelastsection,

the丘amepmblemofDennett(1984).isdiscussedinco㎜ectionwiththeproblemofan

autonomou .srationalagent.Itispointedoutthatfbrsolv孟ngthisproblemweneedtode-

fineapref6rencerelationbetw㏄nintentions.
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Thispaperprovides3nunifiedviewfbrnonmonotonicreasoning,cond孟donals,causal

understandingoftheworld,predictions,andexplanations.Theconceptofcausedefined

inthispaperissimilartotheonedescribedinHume(1748).Itwouldbeaninteresting

hユtureworktoapplyROHtocontemporafyphilosophicaldiScussionsoncausati6n.


