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This thesis intends to investigate transformation-invariant functions for applications in pattern recognition. Man does easily recognize very complicated patterns, even if they are distorted, tilted, rotated, and enlarged. To machines, it is quite difficult to identify patterns, which have wide variations in size, style, orientation, and so on, with one another. The functions which are invariant to admissible transformations, if found, can ease postprocessing for pattern recognition. The author has attacked this field and spent several years to arrive at the results described in this thesis.

Some transformation-invariant functions are constructed on a multi-layer series-coupled machine. 'Perceptrons' were first proposed as a model for neural networks with learning capacity. Random connections between the first layer and the second may be interesting from the viewpoint of modeling neural networks. They, however, suffer from the lower capabilities because of inefficient use of the coupling. From an engineering standpoint, it is tried to build up the systematic connections. The processes of composing transformation-invariant functions are applied to Boolean functions, Walsh-Hadamard power spectrums, and Fourier spectrums. Subset methods, which can be considered one kind of template matching methods, are introduced to achieve economy of computation time and required memory. The effectiveness of the theory is confirmed through computer simulations.
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CHAPTER 2

LIST OF SYMBOLS

\( X \) := \{x(0), x(1), \ldots, x(n-1)\}, input pattern

\( V \) := \{x(0), x(1), \ldots, x(n-1)\}, set of variables

\( F \) := \{f(0), f(1), \ldots, f(m-1)\}, set of partial functions

\( F(X) \) := \( F \)-image of \( X \)

\( S(f) \) := support of \( f \)

\( |S| \) := degree of \( S \)

\( B \) := \{0, 1\}

\( B^n \) := \( n \)-cube

\( \mathcal{B}(n) \) := set of all mappings from \( B^n \) to \( B \)

\( 1[P] \) := 1, if \( P \) is true. = 0, if \( P \) is false.

\( \#[P] \) := number of elements satisfying \( P \)

\( OL(\psi) \) := \( L \)-order of \( \psi \)

\( OT(\psi) \) := \( T \)-order of \( \psi \)

\( MF \) := \( F \)-matrix

\( M'F \) := \( G \)-invariant \( F \)-matrix

\( f(\text{AND}, S) \) := \text{AND}-mask on \( S \)

\( f(\text{OR}, S) \) := \text{OR}-mask on \( S \)

\( f(\text{PARITY}, S) \) := \text{PARITY}-mask on \( S \)

\( F(\text{AND}) \) := set of all \text{AND}-masks

\( F(\text{OR}) \) := set of all \text{OR}-masks

\( F(\text{PARITY}) \) := set of all \text{PARITY}-masks

\( G \) := some transformation group

\( g \) := element of \( G \)
CHAPTER 3

\( w(k, X) \): \( k \)-th coefficient of (WHT)

\( H(n) \): \( 2^n \times 2^n \) Hadamard matrix or
\( k^n \times k^n \) complex-valued Hadamard matrix

\( H(n, k) \): \( k \)-th row vector of Hadamard matrix

\( W(X) \): \( (1/N)X \cdot H(n) \), Walsh-Hadamard transform (WHT)

\( \otimes \): Kronecker product

\( P(n) \): \( \{p(0), p(1), \ldots, p(n)\} \), 1-dimensional translation-invariant (WHT) power spectrum

\( \{p(i, j)\} \): 2-dimensional translation-invariant (WHT) power spectrum

\( I \): \( \begin{bmatrix} 1, 1, \ldots, 1 \end{bmatrix}_{2^n} \)

\( \theta \): \( \begin{bmatrix} 0, 0, \ldots, 0 \end{bmatrix}_{2^n-2^{n-1}} \)

\( Q(n) \): \( \{q(0), q(1), \ldots, q(n)\} \), enlargement and reduction-invariant (WHT) power spectrum

\( \{q(i, j)\} \): 2-dimensional enlargement and reduction-invariant (WHT) power spectrum

\( G_v \): \( \{g_v, g_v^2\} \), vertical symmetry transformations

\( G_h \): \( \{g_h, g_h^2\} \), horizontal symmetry transformations

\( G_d \): \( \{g_d, g_d^2\} \), diagonal symmetry transformations

\( G_r \): \( \{g_r, g_r^2, g_r^3, g_r^4\} \), rotations by multiples of 90°

\( \{e(i, j)\} \): (WHT) power spectrum invariant to translations, enlargements, reductions, rotations by multiples of 90°, and so on
\[ s := \cos(2\pi/k) + j \cdot \sin(2\pi/k) \]
\[ R := \{1, z, \ldots, z^{k-1}\} \]
\[ g(z) : \text{translation by } z \text{ elements} \]
\[ A(n) := \frac{1}{N} \overline{H(n)} \cdot T(n) \cdot H(n) \]

**CHAPTER 4**

- \( f(x) \leftrightarrow F(k) \) : Fourier transform pair
- \( f(x) \leftrightarrow F(k) \) : modified Fourier transform pair
- \( Fa(k) \) : Fourier transform of \( f(x-a) \)
- \( Fe(k) \) : translation-invariant Fourier spectrum
- \( Fb(k) \) : Fourier transform of \( f(x/b) \)
- \( Fe(k) \) : enlargement and reduction-invariant Fourier spectrum
- \( Fd(\kappa r, \kappa \theta) \) : modified Fourier transform of \( f(r, \theta-d) \)
- \( Fr(\kappa r, \kappa \theta) \) : rotation-invariant Fourier spectrum
- \( Fn(k) \) : negative-positive reversion-invariant Fourier spectrum
- \( Fa(k) \) : axis-symmetry transformation-invariant Fourier spectrum

\( \omega \) : central frequency

\( \omega_0 \) : \( \omega \) of the reference pattern

\[ \Delta s := \arg(F(1)) \cdot 2\pi / 2\pi \]

\[ \Delta e := \omega_0 / \omega \]

\[ \Delta r := \arg(F(0,1)) \]

\[ \Delta r_0 := \Delta r \] of the reference pattern
CHAPTER 5

\( A_j \) : subpartition
\( A \) : set of subpartitions
\( B_i \) : partition
\( \mathcal{B} \) : set of partitions
\( \theta(N) \) : threshold for noise
\( \theta(C) \) : threshold for covering features
\( \theta(M) \) : threshold for covered bits by subpatterns
\( \theta(P) \) : threshold for \( m(P) \)
\( \theta(U) \) : threshold for \( n(P) \)
\( \theta(A) \) : threshold for shifted versions of a feature
\( \eta \) : neighborhood
\( L(P) := m(p) + n(P) \)
\( m(P) \) : number of specified covered bits in a pattern
\( n(P) \) : number of specified uncovered bits in a pattern
\( L(P) := m(P) + n(P) \)
\( m(F) \) : number of specified covered bits in a feature
\( n(F) \) : number of specified uncovered bits in a feature
\( g(l) \) : translation by \( l \) bits
\( F\text{-table} \) : matrix with row \( F\bar{i} \) and column \( m\bar{j} \)
CHAPTER I

INTRODUCTION

Character recognition, speech recognition, medical diagnosis, and remote sensing appear to be one of the most interesting applications in the field of pattern recognition. Though they have an abundant literature, there is still a wide gap between human and machine in recognition of patterns without restriction. We do easily recognize complicated patterns, even if they are distorted. We can make out a character, even if it is tilted and written on any place of a sheet of paper and it is large or small. To machines, a large character and a small one are quite different. In optical character readers (OCR) and speech recognition machines on the market, some restraints are put on an input pattern. Input patterns had better be allowed to have wide variations in size, style, orientation, and so on within admissible transformations.

According to Felix Klein's mathematical viewpoint, every interesting geometrical property is invariant to any element of some transformation group. An input pattern is often normalized through appropriate preprocessing. Group-invariant functions, if found, could ease postprocessing. This paper aims at a basic research to achieve some transformation group-invariant system for applications in pattern recognition. Pattern recognition machines are generally designed to tolerate certain transformations and noise. According to the interesting indication by Ullmann [1], [2], a transformation changes the spatial arrangement of points of a pattern without changing their associated values, as typified by a
distortion on a rubber sheet. Noise, on the other hand, changes the values, but does not change the spacial arrangement of the points. There are a number of techniques to deal with noisy and transformed patterns [1]-[9], one of which is a subset method investigated later. Transformations are divided into two classes, local ones such as distortions and global ones such as translations, enlargements, reductions, rotations and so on.

The theory of computational geometry was first developed by Minsky and Papert [10], [11], and next extended to 'Analog Perceptrons' with real-valued inputs and output by Uesaka [12]. They have made theoretical investigations of what is called perceptrons. Perceptrons were first suggested by Rosenblat [13] as a model for neural networks with learning capacity. Since then, various models of perceptrons have been proposed. We have been carried formal and mathematical investigations in a three-layer series-coupled machine without feedback loop and lateral coupling [14]-[25]. One of the most important problems in this type of machine is determination of connections between the first layer and the second. The connections are decisive on the capacity of the machine. Random connections may be interesting from the viewpoint of modeling neural networks in a biological system. They, however, suffer from the lower capabilities relative to the number of connections because of inefficient use of the coupling. From an engineering standpoint, it will be necessary to build up systematic connections with consideration of applications.

With this in mind, we make theoretical researches on the efficient construction of this type of machine in Chapter 2. The functions on the
second layer are called partial functions, which are mainly Boolean functions in this chapter. First, the necessary and sufficient condition for a complete system, of which any function can be expressed by a linear threshold function, is derived. Among complete systems, the system which has the minimum number of connections between the first layer and the second is considered, which is called a minimum complete system. For parallel computation machines such as perceptrons, it is important what range each partial function should deal with. We define the locality of computation by $T$-order and $L$-order. A minimum complete system proposed here is useful for decision of these orders.

Next, we introduce a transformation group $G$ on an input space, and show how to construct functions which are invariant under $G$. As a method of realizing such $G$-invariant functions, Minsky and Papert [11] have already presented a method of equating the coefficients of partial functions in the same $G$-equivalence class. This is summarized in 'Group-Invariance Theorem', which is one of the most useful mathematical tools. In contrast to their method, this paper describes a method by which every partial function itself has $G$-invariant property. Then any function on the last layer is of course $G$-invariant, since the function is expressed by a linear threshold function of partial functions. If a family $P$ of partial functions is linearly independent and closed under $G$, the coefficients of partial functions depend only on the $G$-equivalence class in a linear expression of a $G$-invariant function. In other words, two partial functions have the same coefficient, if they belong to the same $G$-equivalence class. This is the necessary and sufficient condition
here. This was the sufficient condition in the system of Minsky and Papert, since there was tolerance about expression of functions. The family of partial functions, which is $G$-invariant and has a linear expression of any $G$-invariant function, is called a $G$-invariant complete system. Such a system can make distinctions between $G$-nonequivalent patterns. It is investigated how to realize a $G$-invariant complete system.

In Chapter 3 Walsh functions [26]-[31] are used as partial functions. Walsh-Hadamard transform (WHT) has the advantage of computational simplicity when compared with Fourier transform. The Fourier power spectrum is invariant to translations, but the (WHT) power spectrum is not. The (WHT) for image processing has been discussed by Andrews and Hunt [32]. The axis-symmetry-histograms developed by Alexandridis and Klinger [33] are invariant to translations and rotations by multiples of $90^\circ$, but they require normalization of an input pattern through the Fourier transform. The (WHT) power spectrum developed by Ahmed, Rao and Abdussatar [31], [34] is invariant to translations, which is obtained directly through the (WHT). But it is not invariant to enlargements, reductions, and so on.

In this chapter it is described how to develop the (WHT) power spectrum to be invariant under all of translations, enlargements, reductions, rotations by multiples of $90^\circ$, and so on [35]. A composing process is introduced, which is available for obtaining the modified (WHT) power spectrum having these transformations-invariant properties. It is based on the Group-Invariance Theorem developed in Chapter 2. The main
idea is to make a linear combination of $G$-equivalent functions. First, a $G_1$-invariant (WHT) power spectrum is constructed. Next, a permutation group on the $G_1$-invariant (WHT) power spectrum caused by $G_2$ operating on an input pattern is found. Thus we arrive at a (WHT) power spectrum being constant under both $G_1$ and $G_2$, where $G_1$ and $G_2$ are some transformation groups. Repeating this process, a power spectrum can be derived from the (WHT) power spectrum that is invariant to a more general group of transformations. The real-valued (WHT) is mainly dealt with, which is convenient in treating transformations in the form of $2^{tm}$. When the complex-valued (WHT) is adopted for convenience of treating transformations in the form of $k^{tm}$, the $G$-invariant (WHT) power spectrum is obtained in the same composing process [36], [37]. Many interesting results are got through the composing process [35]-[47].

The $G$-invariant (WHT) power spectrum developed here may be regarded as a feature. It is also possible to adopt any other functions besides power spectrums. There are many other translation-invariant functions such as $R$-transform [48], [49] which is computed only through addition and subtraction, $M$-transform [50] which is done only through logical product and sum, BIFORE power spectrum [34], and so on. As pointed out by Arazi [51], these transformation-invariant functions are constant under other transformations besides objective transformations. In other words, they are not $G$-invariant complete systems. The Fourier transform is convenient in treating more general transformations.

In Chapter 4 Fourier sinusoids are used as partial functions. Changes in Fourier spectrum of an input pattern are investigated under several
transformations such as translations, enlargements, reductions, rotations, and so on. Then the Fourier spectrum is developed to be invariant under these transformations [52]. It is well known that Fourier power spectrum and auto-correlation functions are translation-invariant [53] etc.. They preserve only amplitude information and are not a translation-invariant complete system. On one hand the importance of phase information in image processing is pointed out by Oppenheim and others [54]-[56]. The spectrum developed here is a transformation-invariant complete system and any essential information is not lost. We can regenerate (a representative of the class of) an input pattern through the inverse Fourier transform. Parameters introduced in this chapter represent the degree of translation, enlargement, reduction, and rotation, so they can be used for normalization of an input pattern. The normalization is less affected by local distortion and noise, since the Fourier transform is a global transform depending on the whole pattern. The efficiency of our theory is confirmed through computer simulation.

A simple template-matching recognition technique by using an associative memory was presented by Yau and Yang [57]. Classical template matching is of limited usefulness in advanced picture analysis systems. However, a hierarchical template matching can be used even in cases where patterns are subject to distortions [5]. The process of finding best matching takes a long time. It may save us computation time and required memory to determine the correspondence between small parts of an input pattern instead of the whole pattern. The idea of using subsets has been developed by several people [1], [2], [4], [5], [6], [58]. Chapter 5
aims at a basic research to achieve automatic design of recognition and representation systems of highly variable patterns by a subset method. The design of features usually takes a great deal of human effort. It is desirable to automate the determination of features. In an example, our algorithm automatically extracts a few features from several patterns of the portion where the upper stroke joins the bottom loop in closed-loop 6's written without constraint. Admissible distortions are given a priori, but it is also a problem how to determine them. The investigation as to learning algorithm for them was conducted by Ullmann [1], [59].

In general, the set of automatically determined features may include redundant features. Features could be linearly ordered by a criterion of the estimated error or entropy [60]. Elashoff and others [61] showed that for optimum selection of a subset of features, the features generally may not be evaluated independently. A counter example was given to a possible claim that the best subset of features must contain the best single feature [62]. After learning of features, some of them are selected to obtain a min-max-cover which covers as many bits of patterns in the training set as possible. The selection problem is represented by a table (F-table). The table is an extension of a prime implicant table which has been used in a classical problem of minimizing a Boolean function, that is, selection of the minimum cost subset of prime implicants of a Boolean function. There are a great number of techniques for minimum or nonminimum irredundant solutions [63]-[73]. Three well-known reduction rules, which are based on row dominance, column dominance and row essentiality [65],[66], allow, in general, large simplification in
the determination of min-max-covers. Differing from prime implicants, redundant features in the $F$-table are not always useless but often useful for increasing the reliability in recognition.

After obtaining a min-max-cover, a classifier function is constructed in the form of a product-of-sums, whose geometrical interpretation will be given later, of features in the min-max-cover. Then, we introduce a product which works as a design tool for the sums in the product-of-sums. All patterns in the training set are correctly classified into the corresponding classes by the classifier function. Patterns in the on-set of it can be generated by possible combinations of features. A fundamental weakness of product-of-sums is pointed out by Ullmann [1], [2], [58]. On the contrary to the weakness, it has a good point of flexibility and economy. The reliability of a classifier function can be increased by using overlapping covers. Therefore product-of-sums expression is adopted here. The aspects of constructing a classifier function are shown in a simple example.
2.1 Introduction

In this chapter, theoretical investigations on the construction of multi-layer (mainly three-layer) series-coupled machines will be conducted. The first layer is an input space (an input pattern) and the last is an output space (a linear threshold function or a linear combination of partial functions). Functions on the middle layers are called partial functions. Our main purpose is to find a family of partial functions which is invariant under some transformation group $G$ and is able to make distinctions between $G$-nonequivalent patterns. Such a family is called a $G$-invariant complete system. The system is generally required to have the additional property that any $G$-invariant function has a linear expression by it.

First, mathematical terms and definitions will be given in preparation for the following discussions. Next, the necessary and sufficient condition for a complete system, by which any function has a linear expression, will be given. The complete system which has the minimum number of connections between the first layer and the second is called a minimum complete system. It will be considered how to construct such a system. Lastly, 'Group-Invariance Theorem' and other theorems, which are useful mathematical tools to construct group-invariant functions, will be introduced. A composition method of a group-invariant complete system will be investigated.
2.2 Multi-Layer Series-Coupled Machines

The general scheme of a three-layer series-coupled machine is illustrated in Fig. 2.1. The first layer \( V \) is an input space consisting of \( n \) points. The second \( F \) is a family of functions which are called partial functions. The values of partial functions are computed independently of one another. This is highly important for parallel computation. The last layer \( \psi \) is represented by a linear threshold function of partial functions or a linear combination of them.

Geometric patterns are often drawn by using black points and white ones. So we assume that an input pattern \( X=[x(0), x(1), \ldots, x(n-1)] \) is expressed by an \( n \)-vector of 1's and 0's which correspond to black points and white ones. We use \( x(i) \) instead of \( x_i \) to avoid complicated subscripts. Let \( B \) be the set \( \{0,1\} \), an \( n \)-cube \( B^n \) be the direct product of \( n \) \( B \)'s, and \( \beta(n) \) be the set of all mappings from \( B^n \) to \( B \). \( X \) is an element of \( B^n \) and any function is an element of \( \beta(n) \). The set of variables is expressed by \( V=\{x(0), x(1), \ldots, x(n-1)\} \) and the set of partial functions by \( F=\{f(0), f(1), \ldots, f(m-1)\} \) or simply by \( F=\{f\} \). Every partial function is a mapping from \( B^n \) to \( B \). Let \( f(i,X) \) denote the value of the \( i \)-th partial function for \( X \), then an \( m \)-vector \( F(X)=[f(0,X), f(1,X), \ldots, f(m-1,X)] \) is called the \( F \)-image of \( X \).

Let \( |S| \) denote the number of members in a set \( S \) and be called the degree of \( S \). If a subset \( S \) of \( V \) satisfies the following conditions, we call it the support of \( f \) and express it by \( S(f) \). \( |S(f)| \) is called the degree of \( f \).

1. \( f(X)=f(Y) \) for any \( X \), and it is satisfied that
Fig. 2.1. A three-layer series-coupled machine.
2. We can't choose $S'$ which is a proper subset of $S$ such that $f(X)=f(Z)$ and

$$y(i) = \begin{cases} x(i), & \text{if } y(i) \text{ is in } S, \\ \text{constant, if } y(i) \text{ is in } V-S. \end{cases} \quad (2.1)$$

2. We can't choose $S'$ which is a proper subset of $S$ such that $f(X)=f(Z)$ and

$$z(i) = \begin{cases} x(i), & \text{if } z(i) \text{ is in } S', \\ \text{constant, if } z(i) \text{ is in } V-S'. \end{cases} \quad (2.2)$$

where $i=0,1,\ldots,n-1$. For example, $S(x(0) \lor x(1)) = \{x(0), x(1)\}$, $|S(x(0) \lor x(1))| = 2$, $S((x(0) \lor x(1)) \land x(1)) = \{x(1)\}$, $|S((x(0) \lor x(1)) \land x(1))| = 1$, where $\lor$ and $\land$ denote ordinary Boolean notations.

A function $\psi(X)$ on the third layer has an output of 1 or 0 according to whether an input pattern $X$ satisfies a proposition $P$ or not. $\psi$ is a member of $\beta(n)$ and usually expressed by a linear threshold function. Let $1[P]$ be defined as

$$1[P] = \begin{cases} 1, & \text{if } P \text{ is true} \\ 0, & \text{if } P \text{ is false}. \end{cases} \quad (2.3)$$

For instance, $1[0<1]=1$, $1[0>1]=0$. If there exist real numbers $a(i)$'s such that

$$\psi(X) = 1[ \sum_{i=0}^{m-1} a(i) f(i,X) > 0 ] \quad (2.4)$$

for any $X$ in $\mathcal{B}^n$, then (2.4) is called a $T$-expression of $\psi$ by $F$. We sometimes rewrite this more simply as

$$\psi = 1[ \sum_{f \in F} a(f) f > 0 ]. \quad (2.5)$$

The family of subsets of $\beta(n)$ which give a $T$-expression of $\psi$ is denoted by $T(\psi)$. The $T$-order of $\psi$ is defined as

$$OT(\psi) = \min_{F \in T(\psi)} \max_{f \in F} |S(f)|. \quad (2.6)$$
Similarly, if there exist real numbers \( a(i) \)'s such that

\[
\psi(X) = \sum_{i=0}^{m-1} a(i) f(i, X). 
\]  

for any \( X \) in \( B^n \), then (2.7) is called a \( L \)-expression of \( \psi \) by \( F \) and simply rewritten as

\[
\psi = \sum_{f \in F} a(f) f. 
\]  

The family of subsets of \( \beta(n) \) which give a \( L \)-expression of \( \psi \) is denoted by \( L(\psi) \). The \( L \)-order of \( \psi \) is defined as

\[
OL(\psi) = \min_{F \in L(\psi)} \max_{f \in F} |S(f)|. 
\]  

Both \( OT(\psi) \) and \( OL(\psi) \) depend only on \( \psi \) and not on the choice of \( F \). As seen from the definition, if a family gives a \( L \)-expression of \( \psi \), it also gives a \( T \)-expression of \( \psi \). The converse to this, however, is not always true. Consequently, for any \( \psi \)

\[
OT(\psi) \leq OL(\psi) \leq |S(\psi)|. 
\]  

When \( F \) is an infinite set, (2.5) and (2.8) are defined by quadratic mean convergence, that is,

\[
\psi = \lim_{m \to \infty} \sum_{i=0}^{m-1} a(i) f(i) \quad \text{if} \quad \sum_{i=0}^{m-1} a(i) f(i) > 0, 
\]

\[
\psi = \lim_{m \to \infty} \sum_{i=0}^{m-1} a(i) f(i). 
\]

The orders \( OT(\psi) \) and \( OL(\psi) \) express an important concept of locality in parallel computation. If \( \psi \) has small orders, the partial functions needed are easy to compute in parallel, because each depends only on a small part of the whole input pattern. To illustrate one simple concept of locality, we state a fact about convexity. An input pattern \( X \) fails
to be convex if and only if there exist three points such that \( x(i_2) \) is in the line segment joining \( x(i_1) \) and \( x(i_3) \), and \( x(i_1) = x(i_3) = 1, x(i_2) = 0 \). Thus we can test for convexity by examining all triplets of points. If all the triplets pass the test then \( X \) is convex. If at least one triplet meets all the conditions above, then \( X \) is not convex, that is, concave. All the tests can be done independently. Fig 2.2 shows a convex pattern and a concave one. Then the order of \( 1[X \text{ is convex}] \) is less than or equal to three. A function \( \psi \) is said to be global, if the order of \( \psi \) is \( n \). There exist two and only two global functions \( x(0) \oplus x(1) \oplus \ldots \oplus x(n-1) \) and \( \overline{x(0)} \oplus x(1) \oplus \ldots \oplus x(n-1) \) \([14]\), where "\( \oplus \)" denotes 'exclusive or'.

The following three transformations are called isomorphisms: (1) exchanging the \( i \)-th element of \( X \) for the \( j \)-th, (2) negation of the \( i \)-th element, (3) negation of the function. Let

\[
X = [x(0), x(1), \ldots, x(i), \ldots, x(j), \ldots, x(n-1)]
\]
\[
X_1 = [x(0), x(1), \ldots, x(j), \ldots, x(i), \ldots, x(n-1)]
\]
\[
X_2 = [x(0), x(1), \ldots, \overline{x(i)}, \ldots, \overline{x(j)}, \ldots, x(n-1)]
\]
\[
\psi_1(X) = \psi(X_1), \quad \psi_2(X) = \psi(X_2), \quad \psi_3(X) = \overline{\psi(X)}
\]

(2.11)

then \( \psi, \psi_1, \psi_2, \) and \( \psi_3 \) are also called isomorphism functions and

\[ OT(\psi) = OT(\psi_1) = OT(\psi_2) = OT(\psi_3) \]
\[ OL(\psi) = OL(\psi_1) = OL(\psi_2) = OL(\psi_3). \]

(2.12)

In other words, the order is unchanged by isomorphisms. This is easy to understand without proof \([20], [21]\). The set \( \{F(X)\} \) of all \( F \)-images is also unchanged by isomorphisms \([15]\).

Before we prove the theorem which gives the upper limit of the orders, we state a few propositions.
Fig. 2.2. A convex pattern and a concave pattern.
[Proposition 2.1] Assume that $\psi$ has two $T$-expressions as follows:

$$
\psi = [a(0)f(0) + \sum_{i=0}^{m-1} a(i)f(i) > 0]
$$

$$
= [b(0)f(0) + \sum_{i=0}^{m-1} b(i)f(i) > 0] \quad (2.13)
$$

where $a(0)b(0) < 0$. Then there exists a $T$-expression of $\psi$ by $F-\{f(0)\}$:

$$
\psi = [\sum_{i=1}^{m-1} ((a(i)/|a(0)|) + (b(i)/|b(0)|))f(i) > 0]
$$

$$
F = \{f(0), f(1), \ldots, f(m-1)\} \quad (2.14)
$$

(Proof) When $\psi(X) = 1$, we have

$$
(a(0)/|a(0)|)f(0) + \sum_{i=1}^{m-1} (a(i)/|a(0)|)f(i) > 0
$$

$$
(b(0)/|b(0)|)f(0) + \sum_{i=1}^{m-1} (b(i)/|b(0)|)f(i) > 0. \quad (2.15)
$$

Because $a(0)b(0) < 0$, we obtain $(a(0)/|a(0)|) + (b(0)/|b(0)|) = 0$. Therefore

$$
\sum_{i=1}^{m-1} ((a(i)/|a(0)|) + (b(i)/|b(0)|))f(i) > 0. \quad (2.16)
$$

When $\psi(X) = 0$, we conclude in the same way that

$$
\sum_{i=1}^{m-1} ((a(i)/|a(0)|) + (b(i)/|b(0)|))f(i) \leq 0. \quad (2.17)
$$

QED.

[Proposition 2.2] Let $\psi(\text{AND}, i) = f_1 \& f_2 \& \ldots \& f_i = \bigwedge_{i=1}^{i} f_i$, $\psi(\text{OR}, i) = f_1 \vee f_2 \vee \ldots \bigvee_{i=1}^{i} f_i$ and $\psi(\text{PARITY}, i) = f_1 \oplus f_2 \oplus \ldots \bigoplus_{i=1}^{i} f_i$, then we have

$$
\text{OT}(\psi(\text{AND}, i)) \leq \min_{i} \left( \max_{f_i} \text{OT}(f_i), \text{OL}(f_i) \right), \quad \text{OL}(\psi(\text{AND}, i)) = \sum_{i=1}^{i} \text{OL}(f_i)
$$

$$
\text{OT}(\psi(\text{OR}, i)) \leq \min_{i} \left( \max_{f_i} \text{OT}(f_i), \text{OL}(f_i) \right), \quad \text{OL}(\psi(\text{OR}, i)) = \sum_{i=1}^{i} \text{OL}(f_i)
$$

$$
\text{OT}(\psi(\text{PARITY}, i)) \leq \sum_{i=1}^{i} \text{OT}(f_i), \quad \text{OL}(\psi(\text{PARITY}, i)) \leq \sum_{i=1}^{i} \text{OL}(f_i). \quad (2.18)
$$

When $S(f_i)$ and $S(f_j)$ are disjoint for any $i$ and $j$ ($i \neq j$), we obtain

$$
\text{OT}(\psi(\text{AND}, i)) = \max_{i} \text{OT}(f_i), \quad \text{OL}(\psi(\text{AND}, i)) = \sum_{i=1}^{i} \text{OL}(f_i)
$$
It is same thing with any isomorphism function.

(Proof) We briefly prove the assertion for \( f_1 \cap f_2 (l=2) \) in the simplest case. Suppose that

\[
\begin{align*}
f_1 &= \sum_{i=0}^{m-1} a(i) f(i) = 1 \sum_{i=0}^{m-1} b(i) f(i) > 0 \\
f_2 &= \sum_{j=0}^{m-1} c(j) f(j) = 1 \sum_{j=0}^{m-1} d(j) f(j) > 0 \\
\end{align*}
\]

then

\[
\begin{align*}
\psi(\text{AND, } 2) &= f_1 \cap f_2 = 1 \sum_{i=0}^{m-1} b(i) f(i) + N2 \sum_{j=0}^{m-1} c(j) f(j) > N2 \\
&= 1 \sum_{i=0}^{m-1} a(i) f(i) + N1 \sum_{j=0}^{m-1} c(j) f(j) \\
&= \sum_{i,j=0}^{m-1} a(i) c(j) f(i) f(j) \\
\end{align*}
\]

where \( N1 = \max_X \left( \sum_{j=0}^{m-1} d(j) f(j, X) \right) \), \( N2 = \max_X \left( \sum_{i=0}^{m-1} b(i) f(i, X) \right) \). Therefore we conclude that

\[
\begin{align*}
OT(\psi(\text{AND, } 2)) &= \min(\max(OL(f_1), OT(f_2)), \max(OL(f_2), OT(f_1))) \\
OL(\psi(\text{AND, } 2)) &= OL(f_1 \cap f_2) + OL(f_2). \\
\end{align*}
\]

Suppose that \( S(f_1) \) and \( S(f_2) \) are disjoint. Since \( \psi(X) = f_1(X) \) for any \( X \) such that \( f_2(X) = 1 \), we obtain

\[
OT(\psi(\text{AND, } 2)) \geq OT(f_1). \tag{2.23}
\]

Similarly we have

\[
OT(\psi(\text{AND, } 2)) \geq OT(f_2). \tag{2.24}
\]

Hence

\[
OT(\psi(\text{AND, } 2)) \geq \max(OT(f_1), OT(f_2)). \tag{2.25}
\]
The equality is not satisfied in general. On the other hand we have

\[ OL(f_1 \cup f_2) = \max_{i,j} |S(f(i)) \cup S(f(j))| \]

\[ = \max_{i(a(i) \neq 0)} |S(f(i))| + \max_{j(c(j) \neq 0)} |S(f(j))| \]

\[ = OL(f_1) + OL(f_2) \]  \hspace{1cm} (2.26)

since \( S(f_i) \cap S(f_j) \) is an empty set from the supposition. The proof about the orders of \( f_1 \cup f_2 \) and \( f_1 \cap f_2 \) is given in the similar way \[21\]. QED.

There exist partial functions \( f_1 \) and \( f_2 \) of order 1 such that \( f_1 \cup f_2 \) and \( f_1 \cap f_2 \) become of rather large order, that is, the orders are not of bounded order as \( |V| \) becomes large \[11\]. If there is not an input pattern \( X \) such that \( e(X_1) < e(X) < e(X_2) \) for a function \( e \) which is not generally a Boolean function, the pair of two patterns \( X_1 \) and \( X_2 \) is called a boundary. Where \( X_1 \) and \( X_2 \) belong to different classes, that is, \( \psi(X_1), \psi(X_2) \) \([1,0] \) or \([0,1] \). Furthermore it is supposed that there is no pair such that \( e(X_1) = e(X_2) \).

[Theorem 2.1](Upper Limit of T-order) If there are \( k \) boundaries, then

\[ OT(\psi) \leq k \cdot \max_i |S(f(i))| \]  \hspace{1cm} (2.27)

where \( e(X) = \sum_i a(i)f(i, X) \).

(Proof) Let \( k \) boundaries be expressed by \( e(X(2j-1)), e(X(2j)) \) and \( e(X(2j-1)) < b(j) < e(X(2j)) \) \( (j = 1, 2, \ldots, k) \), then we obtain

\[ \psi(X) = 1[ \prod_{j=1}^k (e(X) - b(j)) > 0 ] \) or \( 1[ \prod_{j=1}^k (e(X) - b(j)) < 0 ] \). \hspace{1cm} (2.28)

Therefore we conclude that

\[ OT(\psi) \leq k \max_i |S(f(i))| \]  \hspace{1cm} (2.29)

QED.
[Corollary 2.1] If there are \( k \) boundaries, then \( OT(\psi) \leq k \), where \( e(X) = \sum_i \alpha(i) \omega(i) \). This is the special case of Theorem 2.1 when \( f(i, X) = \omega(i) \).

[Corollary 2.2] If \( |\{X: \psi(X) = 0\}| = k \) or \( |\{X: \psi(X) = 1\}| = k \), then \( OT(\psi) \geq 2k - 1 \).

[Example 2.1] In Corollary 2.1 the number \( k \) of boundaries depends on \( \{a(i)\} \). When \( |V| = n < 3 \), it is seen from testing representatives of isomorphism functions that we can choose \( \{a(i)\} \) such that \( OT(\psi) = k \) except for one [20]. Fig 2.3 shows representative functions when \( n = 3 \) and a black point means an input pattern point \( X \) such that \( \psi(X) = 1 \). Table 2.1 shows one example of \( a(i) \)'s which satisfy that \( OT(\psi) = k \). \( \psi 11 \) is omitted because there do not exist suitable \( a(i) \)'s.

2.3 Complete Systems

If one can choose \( a(i) \)'s such that they satisfy \( \sum_{i=0}^{m-1} a(i)f(i) = 0 \) and are not simultaneously zero, \( F = \{f(i)\}(i=0,1,\ldots,m-1) \) is called linearly dependent, otherwise linearly independent. If for any \( \psi \) in \( \beta(n) \) there exists at least one \( T \)-expression of \( \psi \) by \( F \), \( F \) is called a \( T \)-complete system. A \( L \)-complete system is defined in the same way. Later we know a \( T \)-complete system and a \( L \)-complete system are the same thing, so we will simply call them complete systems. In this section we describe first the necessary and sufficient condition for a complete system. Next we do how to construct a minimum complete system which has the minimum number of connections between the first layer and the second. The system is useful to decide orders of a function. The fact that \( F \) is a complete system implies that \( F \)-images of all elements in \( \mathbb{B}^n \) are arbitrarily separable and \( F \)-images of two or more elements in \( \mathbb{B}^n \) do not coincide with
Fig. 2.3. Representatives of Boolean functions with three variables. (•: on-set).
Table 2.1. $T$-order and $a(i)$'s.

<table>
<thead>
<tr>
<th>$T$-order</th>
<th>functions</th>
<th>$a(0)$</th>
<th>$a(1)$</th>
<th>$a(2)$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\psi 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>$\psi 2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$\psi 3$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$\psi 6$</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$\psi 9$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$\psi 10$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$\psi 4$</td>
<td>2</td>
<td>-1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>$\psi 5$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>$\psi 7$</td>
<td>2</td>
<td>2</td>
<td>-1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>$\psi 8$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>$\psi 12$</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>$\psi 13$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>$\psi 14$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
[Lemma 2.1] The necessary and sufficient condition for $N$ points to be arbitrarily linearly separable is that those $N$ points span an $(N-1)$-dimensional space, that is, they do not stay on an $(N-2)$-dimensional space.

(Proof) Cover and others have determined the number of linear dichotomies of $N$ points [71]. Using their results, this is easy to prove. QED.

Let $F = \{f(0), f(1), \ldots, f(m-1)\}$ and $B^N = \{X(0), X(1), \ldots, X(N-1)\}$, then a $F$-matrix $MF$ is defined as

$$MF = \begin{pmatrix}
    f(0, X(0)) & \ldots & f(m-1, X(0)) \\
    \vdots & \ddots & \vdots \\
    f(0, X(N-1)) & \ldots & f(m-1, X(N-1))
\end{pmatrix}$$

(2.30)

When $N=m$, the determinant of the above matrix is denoted by $|MF|$. In the above definition the $i$-th row vector $[f(0, X(i)), \ldots, f(m-1, X(i))]$ represents the $F$-image of $X(i)$ and the $j$-th column vector $[f(i, X(0)), \ldots, f(i, X(N-1))]^t$ represents the partial function vector $f(i, B^N)$. Where the superscript "$t$" means a transposed vector.

[Theorem 2.2] (Necessary and Sufficient Condition for a Complete System)

The necessary and sufficient condition for $F$ to be a complete system is that $\text{rank}(MF) = N$. When $N=m$, this condition can be rewritten as $|MF| = 0$.

(Proof) From Lemma 2.1 the necessary and sufficient condition for $F$ to be a complete system is that the $N$ row vectors of $MF$ are linearly independent. Consequently, the condition is $\text{rank}(MF) = N$. QED.

When the number of partial functions in a complete system exceeds $N$, it is possible to choose $N$ linearly independent partial functions so that they constitute a complete system.
[Corollary 2.3] A complete system $F$ gives a $L$-expression to any $\psi$ in $\beta(n)$. When the number of partial functions is minimum, that is, $|F|=N$, the expression is unique.

(Proof) Let $f(i,B^n)=[f(i,X(0)), f(i,X(1)), \ldots, f(i,X(N-1))]^t$. From Theorem 2.2 $\mathsf{rank}(MF)=N$. Consequently, for any $N$-dimensional vector $\psi(B^n)$ there are certain real numbers $a(i)$'s such that $\psi(B^n)=\sum a(i)f(i,B^n)$. In other word, $F$ gives a $L$-expression to $\psi$. When $|F|=N$, partial functions in $F$ are linearly independent and $a(i)$'s are uniquely determined. QED.

From Corollary 2.3 it is seen that a $T$-complete system and a $L$-complete system are equivalent. Let for a subset $S$ of $V$ $J(S)$ be the set of all partial functions any of whose supports is a proper subset of $S$, and $I(S)=\{F|F\subseteq J(S)\}$ be the family of all subsets of $J(S)$. If $I(S)$ and $L(f)$ are disjoint for a partial function $f$ whose support is $S$, that is, $S(f)=S$, then the partial function $f$ is called a mask on $S$. For example, $f=x(0)\lor x(1)$ is a mask on $\{x(0), x(1)\}$, but $f=x(0)+x(1)$ is not. There are many masks on $S$. A mask is defined here in wider meaning than that of Minsky and others [11]. They used a mask only in the meaning of a AND-mask defined here. The functions $f(\text{AND},S)$, $f(\text{OR},S)$, $f(\text{PARITY},S)$, and $f(\text{MASK},S)$ are defined as

$$f(\text{AND},S)=\land_{i=0}^{k-1} x(i) = \{ \sum_{i=0}^{k-1} a(i)x(i) \text{ is even} \}$$

$$f(\text{OR},S)=\lor_{i=0}^{k-1} x(i) = \{ \sum_{i=0}^{k-1} a(i)x(i) \text{ is odd} \}$$

$$f(\text{PARITY},S)=\oplus_{i=0}^{k-1} x(i) = \{ \sum_{i=0}^{k-1} a(i)x(i) \text{ is an odd number} \}$$

$$f(\text{MASK},S)=\text{a mask on } S$$

$S=\{x(0), x(1), \ldots, x(k-1)\}$. (2.31)
and they are called AND-, OR-, PARITY-mask, and simply a mask, respectively. If $S$ is an empty set, then they are defined as $f(\text{AND}, S) = f(\text{OR}, S) = f(\text{PARITY}, S) = f(\text{MASK}, S) = 1$. $F(\text{AND})$, $F(\text{OR})$, $F(\text{PARITY})$, and $F(\text{MASK})$ are defined by

$$F(\text{AND}) = \{ f(\text{AND}, S) | S \text{ is a subset of } V \}$$

$$F(\text{OR}) = \{ f(\text{OR}, S) | S \text{ is a subset of } V \}$$

$$F(\text{PARITY}) = \{ f(\text{PARITY}, S) | S \text{ is a subset of } V \}$$

$$F(\text{MASK}) = \{ f(\text{MASK}, S) | S \text{ is a subset of } V \}$$

(2.32)

and we have

$$|F(\text{AND})| = |F(\text{OR})| = |F(\text{PARITY})| = |F(\text{MASK})| = 2^n.$$  

(2.33)

$F(\text{AND})$, $F(\text{OR})$, and $F(\text{PARITY})$ are special cases of $F(\text{MASK})$.

[Proposition 2.3] Let $S = \{x(0), x(1), \ldots, x(k-1)\}$, and $F(\text{AND}, l, S)$, $F(\text{OR}, l, S)$, and $F(\text{PARITY}, l, S)$ be defined as

$$F(\text{AND}, l, S) = \{ f(\text{AND}, z, S) | S \subset S, |S'| = l \}$$

$$F(\text{OR}, l, S) = \{ f(\text{OR}, z, S) | S \subset S, |S'| = l \}$$

$$F(\text{PARITY}, l, S) = \{ f(\text{PARITY}, z, S) | S \subset S, |S'| = l \}$$

(2.34)

then we have the following relations among AND-, OR-, and PARITY-masks:

$$f(\text{AND}, S) = \sum_{l=1}^{k} (-1)^{l-1} \sum_{f \in F(\text{OR}, l, S)} f$$

$$= \frac{1}{2} k \sum_{l=1}^{k} (-1)^{l-1} \sum_{f \in F(\text{PARITY}, l, S)} f$$

$$f(\text{OR}, S) = \sum_{l=1}^{k} (-1)^{l-1} \sum_{f \in F(\text{AND}, l, S)} f$$

$$= \frac{1}{2} k \sum_{l=1}^{k} (-1)^{l-1} \sum_{f \in F(\text{PARITY}, l, S)} f$$

$$f(\text{PARITY}, S) = \sum_{l=1}^{k} (-2)^{l-1} \sum_{f \in F(\text{AND}, l, S)} f$$

$$= (-1)^{k-1} \sum_{l=1}^{k} (-2)^{l-1} \sum_{f \in F(\text{OR}, l, S)} f$$

(2.35)

(Proof) Let $x(i)$'s ($i = 0, 1, 2$) be in $B$, then we have

$$x(0) \land x(1) = x(0) + x(1) - (x(0) \lor x(1)) = (1/2)(x(0) + x(1) - (x(0) \lor x(1)))$$
where the double signs (,) are taken in the same order. Using these relations, (2.35) can be easily proved through mathematical induction [15], [24].

Let $F(\text{AND}, \omega, F(i))$, $F(\text{OR}, \omega, F(i))$, $\psi(\text{OR-AND}, \omega, F(i))$, and $\psi(\text{AND-OR}, \omega, F(i))$ be defined as

\[
F(\text{AND}, \omega, F(i)) = \{f | f = f(i1) \land f(i2) \land \ldots \land f(iL)\}
\]
\[
F(\text{OR}, \omega, F(i)) = \{f | f = f(i1) \lor f(i2) \lor \ldots \lor f(iL)\}
\]
\[
\psi(\text{OR-AND}, \omega, F(i)) = \bigvee_{f \in F(\text{AND}, \omega, F(i))} f
\]
\[
\psi(\text{AND-OR}, \omega, F(i)) = \bigwedge_{f \in F(\text{OR}, \omega, F(i))} f
\]

(2.37)

where $\{f(i1), f(i2), \ldots, f(iL)\} \subseteq F(i) \subseteq \omega$, $1 \leq L \leq |F(i)|$, $F(\text{AND}, \omega, F(i)) = F(\text{OR}, \omega, F(i)) = F(i)$. From Proposition 2.3 we have

\[
\bigvee_{f \in F(i)} f = \sum_{L=1}^{F(i)} \sum_{L=1}^{F(i)} f \in F(\text{AND}, \omega, F(i))
\]
\[
\bigwedge_{f \in F(i)} f = \sum_{L=1}^{F(i)} \sum_{L=1}^{F(i)} f \in F(\text{OR}, \omega, F(i))
\]

(2.38)

[Proposition 2.4] For any $F(i) \subseteq \omega$ we have

\[
\sum_{f \in F(i)} f = \sum_{L=1}^{F(i)} \psi(\text{OR-AND}, \omega, F(i)) = \sum_{L=1}^{F(i)} \psi(\text{AND-OR}, \omega, F(i))
\]

(2.39)

(Proof) Let $\#(F)$ be the number of elements which satisfy the condition $F$. For example, $\#(x = \text{an odd number, } 0 < x < 10) = 5$. We assume without loss of generality that $\#(f(X) = 1, f \in F(i)) = k$ for an input pattern $X$.

(1) If $k = 0$, then each side in (2.39) is equal to zero.

(2) If $1 \leq k \leq |F(i)|$, then the left side in (2.39) is equal to $k$. If
1 \leq k_1 \leq k \text{ and } |F(i)| - k + 1 \leq k_2 \leq |F(i)|, \text{ then we have}
\psi(OR, k_1, F(i), X) = 1, \quad \psi(AND, k_2, F(i), X) = 1.
(2.40)

If \( k + 1 \leq k_1 \leq |F(i)| \text{ and } 1 \leq k_2 \leq |F(i)| - k \), then we obtain
\psi(OR, k_1, F(i), X) = 0, \quad \psi(AND, k_2, F(i), X) = 0.
(2.41)

These aspects are shown in Fig 2.4. Hence
\#[\psi(OR, k_1, F(i), X) = 1] = \#[\psi(AND, k_2, F(i), X) = 1] = k
\#[\psi(AND, k_1, F(i), X) = 0] = \#[\psi(OR, k_2, F(i), X) = 0] = |F(i)| - k.
(2.42)

Therefore we can conclude that each side in (2.39) is equal to \( k \). QED.

[Theorem 2.3] \( f(\text{AND}, S), f(\text{OR}, S), \text{ and } f(\text{PARITY}, S) \) are masks on \( S \). For any function \( \psi \) in \( \beta(n) \), the \( L \)-expressions of \( \psi \) by \( F(\text{AND}) \), \( F(\text{OR}) \), and \( F(\text{PARITY}) \) exist and are unique. Generally speaking, the \( L \)-expression of \( \psi \) by \( F(\text{MASK}) \) always uniquely exists.

(Proof) It is well known that any function \( \psi \) in \( \beta(n) \) can be written uniquely in the disjunctive normal form. We can rewrite \( \psi \) using the arithmetic sum(+) instead of the logical sum(\( \vee \)). Furthermore any negation \( \overline{a(i)} \) can be replaced by \( 1 - a(i) \). Applying this repeatedly, all negations can be removed. When the same terms have been collected together, we have the \( L \)-expression of \( \psi \) by \( F(\text{AND}) \). From Theorem 2.2 it must be satisfied that \( \text{rank}(MP(\text{AND})) = 2^k \). Since \( |F(\text{AND})| = 2^k \), \( F(\text{AND}) \) is linearly independent. This means that \( F(\text{AND}) \) is a linearly independent complete system. It is easily known that \( F(\text{OR}) \) and \( F(\text{PARITY}) \) are also linearly independent complete systems, using Proposition 2.3. It is the same thing with \( F(\text{MASK}) \).

Suppose that \( f(\text{AND}, S) \) is not a mask, then we could have the \( L \)-expression of \( f(\text{AND}, S) \) by \( F' \) such that \( S(f) \) is a proper subset of \( S \) for
Fig. 2.4. Values of $\psi(\text{OR}, k1, F(i), X) = 0$ and $\psi(\text{AND}, k2, F(i), X) = 0$.

($K = |F(i)|$).
any $f$ in $F'$. From the above proved fact, any $f$ in $F'$ has a $L$-expression by $(f(\text{AND}, S') | S' \subseteq S)$. Therefore $f(\text{AND}, S)$ has a $L$-expression by $(f(\text{AND}, S') | S' \subseteq S)$ as follows:

$$f(\text{AND}, S) = \sum_{S' \subseteq S} a(S') f(\text{AND}, S').$$

(2.43)

This contradicts that $F(\text{AND})$ is linearly independent, hence proves that $f(\text{AND}, S)$ is a mask. It is proved in the same way that $f(\text{OR}, S)$ and $f(\text{PARITY}, S)$ are masks.

QED.

[Theorem 2.4] Assume that $S(f1) = S(f2) = S$, $f2$ is a mask and there is a $L$-expression of $f1$ such that

$$f1 = \sum_{f \in F} a(f) a2 \cdot f2$$

(2.44)

where $F \subseteq I(S)$. Then the necessary and sufficient condition for $f1$ to be a mask is that $a2 \neq 0$ for any $L$-expression of $f1$.

(Proof) Necessity: If $a2 = 0$, then it is obvious that $f1$ can not be a mask.

Sufficiency: If $a2 \neq 0$, then we obtain

$$f2 = (1/a2) f1 + \sum_{f \in F} (-a(f)/a2) f$$

(2.45)

Suppose that $f1$ is not a mask. Then it is derived from (2.5) that $f2$ is not a mask. This contradicts the conditions, and therefore $f1$ is a mask.

QED.

[Corollary 2.4] Let $f$ be a mask, then any function given by isomorphism is a mask.

[Corollary 2.5] Masks with different supports are linearly independent.

2.4 Minimum Complete Systems

A minimum complete system is defined as a complete system $F$ such that the number $\sum_{f \in F} |S(f)|$ of connections between the first layer and
the second is minimum.

[Theorem 2.5] (A Minimum Complete System) \( F(MASK) \) is a minimum complete system. Conversely, any element of a minimum complete system should be a mask.

(Proof) It has been proved that \( F(MASK) \) is a complete system. Since there is a mask \( f \) such that \( S(f) = V \), there is at least one partial function should be in a complete system whose support is \( V \). As the definition of a mask is taken into consideration, the partial function must be a mask. Furthermore there is a mask \( f \) such that \( S(f) = V \setminus \{ w(i) \} \). Since masks with different supports are linearly independent, a complete system needs at least \( \binom{n}{2} + \binom{n}{n-1} \) partial functions to have a \( L \)-expression of a mask \( f \) such that \( |S(f)| = n-1 \). Where \( \binom{n}{2} \) and \( \binom{n}{n-1} \) mean combinations. Then the number of connections requested is at least \( \binom{n}{2} \times \binom{n-1}{1} \). If we continue this computation, we can conclude that the number of connections is more than or equal to \( \sum_{i=0}^{n} \binom{n}{2} \times \binom{n-1}{i} = n \times 2^{n-1} \). On the other hand, the number of interconnections in \( F(MASK) \) is minimum, since \( \sum_{f \in F(MASK)} |S(f)| = n \times 2^{n-1} \). Hence \( F(MASK) \) is a minimum complete system. It is obvious from linear independence of masks with different supports that any element of a minimum complete system must be a mask.

QED.

[Corollary 2.6] For any \( \psi \) there are \( F1 \) and \( F2 \) such that

\[
F1 \in F(MASK), \quad F1 \in L(\psi), \quad OT(\psi) = \max_{f \in F1} |S(f)|
\]

\[
F2 \in F(MASK), \quad F2 \in L(\psi), \quad OL(\psi) = \max_{f \in F2} |S(f)|
\]  \hspace{1cm} (2.46)

From Corollary 2.6 it is enough to test only subsets of \( F(MASK) \).
instead of $F$ in (2.6) and (2.9) in order to get $OT(\psi)$ and $OL(\psi)$. A minimum complete system defined above has the minimum number of interconnections. When a multi-stage coupled partial functions are used, the number becomes much less [16]. This is shown in brief here.

[Proposition 2.5] We can construct a complete system by using partial functions $f'$ such that $|S(f)| \leq k (k \geq 2)$ and $f'$s are at most $h$-stage coupled. Where $h$ is the smallest integer that is not under $\log_k n$.

(Proof) We can construct any mask $f$ by using one stage-coupled partial functions with order $k$, where $|S(f)| \leq k$. Assume that we have already got any mask whose order is less than or equal to $l$. Adding one more stage and using only partial functions $f'$s such that $|S(f)| \leq k$, we can have any mask $f(MASK)$ such that $l+1 \leq |S(f(MASK))| < \min(k \times l, n)$. These facts lead the proposition. QED.

[Theorem 2.6](Multi-Stage Coupled Minimum Complete Systems) When $k=2$ in Proposition 2.5, we have a complete system which has the minimum number of interconnections among multi-stage coupled complete systems. Then the number of interconnections is $2(s^n-1)-n$ and the number of stages is the smallest integer $h$ that is not under $\log_2 n$.

(Proof) With partial functions whose degree is 1, we can construct masks whose degree is 1. But we can not do masks whose degree is greater than 1. Even if we add one more stage in the proof of Proposition 2.5 using partial functions whose degree is 1, we can not obtain any masks $f'$ such that $|S(f)| \geq \Sigma + l$. If we use $(s^n-1-n)$ partial functions whose degree is 2, any mask can be constructed by multi-stages. Then total number of connections is
\[ 1 \times n + 2 \times (2^n - 1 - n) = 2(2^n - 1) - n. \quad (2.47) \]

QED.

Compared with a minimum complete system defined before, the numbers of interconnections are in the ratio of
\[ \frac{2(2^n - 1) - n}{n5^{n-1} \approx n/n(n >> 1)}. \quad (2.48) \]

(2.48) decreases in inverse ratio to \( n \). The system proposed in Theorem 2.6 is very convenient, since it can be constructed by using uniform components and moreover the number of components requested is minimum.

[Example 2.2] When \( n = 3 \), a two-stage coupled minimum complete system \( F_1 \) is as follows:

\[ F_1 = \{ f(i) \mid i = 0, 1, \ldots, 7 \} \]

\[ f(0) = 1, f(1) = \alpha(0), f(2) = \alpha(1), f(3) = \alpha(2), f(4) = \alpha(0) \land \alpha(1) \]

\[ f(5) = \alpha(1) \land \alpha(2), f(6) = \alpha(2) \land \alpha(0), f(7) = \alpha(1) \land f(6) = \alpha(0) \land \alpha(1) \land \alpha(2) \]

\[ \sum_{f \in F} |S(f)| = 0 + 1 + 1 + 2 + 2 + 2 + 2 = 11, 2(2^3 - 1) - 3 = 11 \quad (2.49) \]

For comparison, a minimum complete system \( F_2 \) is shown.

\[ F_2 = \{ f(0), f(1), \ldots, f(7) \}, f(7) = \alpha(0) \land \alpha(1) \land \alpha(2) \]

\[ \sum_{f \in F} |S(f)| = 0 + 1 + 1 + 2 + 2 + 2 + 3 = 12, 3 \times 2^3 - 1 = 12. \quad (2.50) \]

\( F_1 \) is shown in Fig. 2.5.

Let Hamming distance between \( F \)-images of \( X_1 \) and \( X_2 \) be expressed by \( HD(F(X_1) - F(X_2)) \), then we have the next theorem.

[Theorem 2.7] For \( X_1 \) and \( X_2 \) in \( B^n(X_1 \neq X_2) \) we have

\[
\begin{align*}
\min_{X_1, X_2} HD(F(\text{AND}, X_1) - F(\text{AND}, X_2)) = \min_{X_1, X_2} HD(F(\text{OR}, X_1) - F(\text{OR}, X_2)) &= 1 \\
\max_{X_1, X_2} HD(F(\text{AND}, X_1) - F(\text{AND}, X_2)) = \max_{X_1, X_2} HD(F(\text{OR}, X_1) - F(\text{OR}, X_2)) &= 2^n - 1
\end{align*}
\]
Fig. 2.5. A two-stage coupled minimum complete system when $n=3$. 
\[ \min_{X_1, X_2} \text{HD} (F(\text{PARITY}, X_1) - F(\text{PARITY}, X_2)) = \max_{X_1, X_2} \text{HD} (F(\text{PARITY}, X_1) - F(\text{PARITY}, X_2)) = 2^{n-1} \text{(constant)}. \quad (2.51) \]

(Proof) First, we consider the case of \( F(\text{AND}) \)-images. There is no pair of \( X_1 \) and \( X_2 \) such that \( F(\text{AND}, X_1) = F(\text{AND}, X_2) \) and \( X_1 \neq X_2 \), since \( F(\text{AND}) \) is a complete system. On the other hand, \( F(\text{AND}, X) \) is a \( 2^n \)-dimensional vector.

Hence we have
\[ 1 \leq \text{HD} (F(\text{AND}, X_1) - F(\text{AND}, X_2)) \leq 2^{n-1}. \quad (2.52) \]

Let \( X_1 = [0, 0, \ldots, 0] \), \( X_2 = [1, 0, 0, \ldots, 0] \) and \( X_3 = [1, 1, \ldots, 1] \), then we have
\[ \text{HD} (F(\text{AND}, X_1) - F(\text{AND}, X_2)) = 1 \]
\[ \text{HD} (F(\text{AND}, X_1) - F(\text{AND}, X_3)) = 2^{n-1}. \quad (2.53) \]

It is the same with \( F(\text{OR}) \)-images, since \( F(\text{AND}) \) and \( F(\text{OR}) \) are isomorphisms.

Next, we consider the case of \( F(\text{PARITY}) \)-images. We can assume without loss of generality that \( X_1 = [x(0), x(1), \ldots, x(k-1), x(k), \ldots, x(n-1)] \), \( X_2 = [\bar{x}(0), \bar{x}(1), \ldots, \bar{x}(k-1), \bar{x}(k), \ldots, \bar{x}(n-1)] \) \((0 \leq k \leq n-1)\) for \( X_1 \) and \( X_2 \).

\[ \text{HD} (F(\text{PARITY}, X_1) - F(\text{PARITY}, X_2)) = \sum_{i=1}^{k} \text{HD} (F(\text{PARITY}, S) \mid S = \text{Sn}[x(0), x(1), \ldots, x(k-1)]) = i, \]

\[ \text{i is an odd number} \]
\[ = 2^{n-k} + 2^{n-k} + \cdots + 2^{n-k} = 2^{n-k}(2^k/2) = 2^{n-1} \quad (2.54) \]

where \( k_1 = k \), if \( k \) is an odd number, otherwise \( k_1 = k - 1 \) [23]. QED.

[Corollary 2.7]

\[ \min_{X_1, X_2} \text{HD} (F(\text{PARITY}, X_1) - F(\text{PARITY}, X_2)) > \min_{X_1, X_2} \text{HD} (F^*, X_1) - F^*(X_2)) \]

\[ \text{*=AND or OR, and } n \geq 2. \quad (2.55) \]
In linear separation reliability is generally estimated by the minimum distance from points of on-set and off-set to the separation plane. When reliability of a multi-layer series-coupled machine is estimated by the minimum Hamming distance between F-images, from Corollary 2.7 \( F(\text{PARITY}) \) is the most reliable system compared with \( F(\text{AND}) \) and \( F(\text{OR}) \). But the reliability must be appraised in the total system. The minimum Hamming distance may be one criterion of it.

The above technique is applicable to construct a complete system on Hilbert space \( L^2(0,1) \) [25]. The notations are used in the similar meaning to the foregoing. If any function \( \psi(x) \) in \( L^2(0,1) \) can be expressed by a series expansion as follows, \( F \) is called a complete system:

\[
\psi(X) = \sum_{f \in F} a(f) f(x), \quad 0 \leq x \leq 1
\]

(2.56)

where the equality signifies quadratic mean convergence. The family of Walsh functions [26] is a well-known complete system, which is represented as \( \{ \omega(i) \} (i=0,1,\ldots) \). Where the numbering is based on that of Palay [27]. Rademacher functions are defined as

\[
r(0,x) = \begin{cases} 
1, & \text{if } 0 \leq x < 1/2 \\
0, & \text{if } 1/2 \leq x \leq 1 
\end{cases}
\]

(2.57)

where the range is changed from the set \( \{-1,1\} \) to the interval \( (-\infty, r(n, x) \leq \infty) \). Let \( F(\text{AND}) \), \( F(\text{OR}) \), and \( F(\text{PARITY}) \) be defined as

\[
F(\text{AND}) = \{ f(\text{AND}, 0) \}, \quad F(\text{OR}) = \{ f(\text{OR}, 1) \}, \quad F(\text{PARITY}, i) = \{ f(\text{PARITY}, i) \},
\]

\[
f(\text{AND}, 0) = f(\text{OR}, 0) = f(\text{PARITY}, 0) = 1
\]

\[
f(\text{AND}, i) = r(i(1)) \land r(i(2)) \land \ldots \land r(i(k))
\]
where $i=1, 2, 3, \ldots, i=2^i(1)+2^i(2)+\ldots+2^i(k)$ and $i(l)<i(l+1)$ ($l=1, 2, \ldots, k-1$). Moreover let $S_i=\{i(1), i(2), \ldots, i(k)\}$, $\mathcal{I}_1=\sum_{i(l)\in S_{i(sj)}} Z^i(l)$, $\mathcal{I}_2=\sum_{i(l)\in (S_{i(sj)}-S_{i(sj)})} Z^i(l)$, then we have

$$f(\text{AND}, i) \cap f(\text{AND}, j) = f(\text{AND}, \mathcal{I}_1)$$

$$f(\text{OR}, i) \lor f(\text{OR}, j) = \begin{cases} f(\text{OR}, \mathcal{I}_1), & \text{if } i \cdot j \neq 0 \\ 1, & \text{if } i \cdot j = 0 \end{cases}$$

$$f(\text{PARITY}, i) \oplus f(\text{PARITY}, j) = f(\text{PARITY}, \mathcal{I}_2)$$

The third equation in (2.59) corresponds to the following equation about Walsh functions:

$$\omega(i) \times \omega(j) = \omega(i \oplus j)$$

where $i=2^i(1)+2^i(2)+\ldots+2^i(k)$, $j=2^j(1)+2^j(2)+\ldots+2^j(k)$, $i \oplus j=2^i(1)+2^i(2)+\ldots+2^i(k \oplus j).$ Let $F(\text{AND}, \mathcal{I})$, $F(\text{OR}, \mathcal{I})$, and $F(\text{PARITY}, \mathcal{I})$ be defined as

$$F(\text{AND}, \mathcal{I})=\bigwedge_{f \in S} f$$

$$F(\text{OR}, \mathcal{I})=\bigvee_{f \in S} f$$

$$F(\text{PARITY}, \mathcal{I})=\bigoplus_{f \in S} f$$

where $S \subseteq \{r(i(1)), r(i(2)), \ldots, r(i(k))\}$ and $|S|=\mathcal{I}$. Using (2.35) it is known that there is the ensuing relation between the above defined functions and Walsh functions.

$$\omega(0) = f(\text{AND}, 0) = f(\text{OR}, 0) = f(\text{PARITY}, 0) = 1$$

$$\omega(i) = 2 \sum_{l=1}^{k} (-1)^{l-1} \sum_{f \in F(\text{AND}, \mathcal{I})} f_l - 1$$

$$= 2(-1)^{k-1} \sum_{l=1}^{k} (-1)^{l-1} \sum_{f \in F(\text{OR}, \mathcal{I})} f_l - 1$$
Therefore \( F(\text{AND}) \), \( F(\text{OR}) \), and \( F(\text{PARITY}) \) are complete systems, since any Walsh function can be expressed into finite series by any of them. Let \( k \) denote the number of Rademacher functions which is requested to compute \( f(\text{AND},i) \), \( f(\text{OR},i) \), and \( f(\text{PARITY},i) \), \( i=0,1,\ldots,2^k-1 \). \( F(\text{AND}) \), \( F(\text{OR}) \), and \( F(\text{PARITY}) \) have the similar property to a minimum complete system.

Let us take an example by \( F(\text{AND}) \). Any Walsh function \( w(z) \) for \( z<2^k-1 \) has series expansion by \( F(\text{AND},0) F(\text{AND},1) \cdots F(\text{AND},k) \). Furthermore the number of interconnections is

\[
0+1 \cdot \binom{k}{1} + 2 \cdot \binom{k}{2} + \cdots + k \cdot \binom{k}{k} = k \cdot 2^{k-1}.
\]

This is minimum among complete systems on \( L^2(0,1) \).

2.5 Group-Invariant Complete Systems

The set of all one-to-one mappings from \( B^n \) to \( B^n \) forms a group, where composition of mappings is taken as operation in the group. Let \( G \) be a subgroup of such a group. When

\[
f(X) = f(g \circ X) \tag{2.64}
\]

holds for any \( g \) in \( G \) and any \( X \) in \( B^n \), \( f \) is called a \( G \)-invariant function. If there is an element \( g \) in \( G \) such that

\[
f'(X) = f(g \circ X) \tag{2.65}
\]

for any \( X \) in \( B^n \), it is said that \( f' \) and \( f \) are \( G \)-equivalent. This is rewritten as follows: \( f \sim^G g \). (2.65) is abbreviated to "\( f = g \circ f \)". "\( X \sim^G X \)" is defined in the same way. The relation \( \sim^G \) forms an equivalence relation and decomposes \( F \) and \( B^n \) into \( G \)-equivalence classes:

\[
F = F(1) \cup F(2) \cup \cdots \cup F(2^n), \quad F(i) \cap F(j) = \emptyset, \quad i \neq j
\]
\[ B^n = B^n(1) \cup B^n(2) \cup \cdots \cup B^n(12), \quad B^n(i) \cap B^n(j) = \text{an empty set}, \quad (i \neq j) \quad (2.66) \]

Where \( F \) is closed under \( G \) and any \( |B^n(i)| \) is a divisor of \( G \). When \( g \circ f \) is in \( F \) for any \( g \) in \( G \) and any \( f \) in \( F \), it is said that \( F \) is closed under \( G \). If \( f' \sigma f \), then there is \( F(i) \) such that \( f' \) and \( f \) are in \( F(i) \). Otherwise, \( i \neq j \) for \( F(i) \) and \( F(j) \) such that \( f' \) is in \( F(i) \) and \( f \) is in \( F(j) \). If \( x' \in x \), then there is \( B^n(i) \) such that \( x' \) and \( x \) are in \( B^n(i) \). Otherwise, \( i \neq j \) for \( B^n(i) \) and \( B^n(j) \) such that \( x' \) is in \( B^n(i) \) and \( x \) is in \( B^n(j) \). If the following two conditions are satisfied, a family \( FG \) is called a \( G \)-invariant complete system.

1. \( FG \) is in \( T(\psi) \) for any \( G \)-invariant function \( \psi \), and
2. any \( f \) in \( FG \) is \( G \)-invariant.

In this section we consider \( FG \) which is constructed from a linearly independent complete system \( F \), where \( F \) is closed under \( G \).

Let \( F \) be a family of \( G \)-invariant partial functions and \( \{X_1, X_2, \ldots, X_{12}\} \) be representatives of \( G \)-equivalence classes \( \{B^n(1), B^n(2), \ldots, B^n(12)\} \), then the \( G \)-invariant \( F \)-matrix \( M'F \) is defined as

\[
M'F = \begin{pmatrix}
    f(0, X_1), & \ldots, & f(m-1, X_1) \\
    \vdots & \ddots & \vdots \\
    f(0, X_{12}), & \ldots, & f(m-1, X_{12})
\end{pmatrix}
\quad (2.67)
\]

When \( l_2 = m \), the determinant of the above matrix is denoted by \( |M'F| \).

[Theorem 2.8] (Necessary and Sufficient Condition for a \( G \)-invariant Complete Systems) The necessary and sufficient condition for a \( G \)-invariant complete system is that \( \text{rank}(M'F) = l_2 \). When \( |F| = l_2 \), this condition can be rewritten as \( |M'F| \neq 0 \).

(Proof) From Lemma 2.1 the necessary and sufficient condition for a \( G \)-
invariant complete system is that the \( l_2 \) row vectors of \( M'F \) are linearly independent. This condition can be written as \( \text{rank}(M'F) = l_2 \). When \( |F| = l_2 \), it is written as \( |M'F| \neq 0 \).

[Corollary 2.8] A \( G \)-invariant complete system \( F \) gives a \( L \)-expression to any \( G \)-invariant function. When the number of \( G \)-invariant partial functions is minimum, that is, \( |F| = l_2 \), the \( L \)-expression is unique.

(Proof) This is proved in the same way as that of Corollary 2.3. QED.

From Corollary 2.8 it is seen that "\( F \) is in \( T(\psi) \) for any \( G \)-invariant function \( \psi \)" and "\( F \) is in \( L(\psi) \) for any \( G \)-invariant function \( \psi \)" are equivalent.

The composing process of \( G \)-invariant functions is shown by the diagram in Fig. 2.6. The diagram shows that one can compose \( G \)-invariant functions in two stages. At the first stage partial functions are computed independently of one another. Next they are combined through 'G-Invariance Theorem' to obtain \( G \)-invariant functions. Now we state \( G \)-invariance theorem and its corollaries which are important and powerful mathematical tools. The theorem was first proposed by Minsky and others [11]. Since they used \( T \)-expression, equivalence of coefficients was a sufficient condition and there was some tolerance. Since we use a \( L \)-expression to compose \( G \)-invariant systems, it is a necessary and sufficient condition. The same may be said of Boolean operations instead of arithmetic sum in a \( L \)-expression.

[Theorem 2.9] (G-Invariance Theorem) Let \( F = \{ f(i) \} (i=0,1,\ldots,m-1) \) be a linearly independent complete system which is closed under \( G \) and finite. Suppose that \( \psi \) is a \( G \)-invariant function and expressed as
Fig. 2.6. Composing Process of $G$-invariant functions.
\[ \psi = \sum_{i=0}^{m-1} a(i)f(i) = \bigvee_{i=0}^{m-1} (b(i)f(\text{AND}, i)) \]
\[ = \bigwedge_{i=0}^{m-1} (c(i)f(\text{OR}, i)), \quad b(i) \text{ and } c(i) \text{ in } B \quad (2.68) \]

Then the coefficients depend only on \( G \)-equivalence classes, that is,

if \( f(i)Gf(j) \), then \( a(i)=a(j) \), \( b(i)=b(j) \), \( c(i)=c(j) \). \quad (2.69)

The reverse is also right, that is, if (2.69) is satisfied, then \( \psi \) is \( G \)-invariant.

(Proof) The proof about a \( \tilde{L} \)-expression is made in the same way with that of Minsky and others. We will prove only the case when \( \psi = \bigvee_{i=0}^{m-1} (b(i)f(\text{AND}, i)) \), since we can do similarly the case when \( \psi = \bigwedge_{i=0}^{m-1} (a(i)f(\text{OR}, i)) \) \([24], [36]\).

Necessity: We use \( b(f) \) instead of \( b(i) \) to avoid complicated subscripts.

Any element \( g \) in \( G \) defines a one-to-one correspondence \( f \leftrightarrow g\circ f \) and \( F(\text{AND}) \) is closed under \( G \). Therefore, we have

\[ \psi(X) = \bigvee_{f \in F(\text{AND})} b(f)\psi(X) = \bigvee_{f \in F(\text{AND})} b(g\circ f)\psi(X) \quad (2.70) \]

Since for any \( g \) in \( G \) the inverse \( g^{-1} \) is in \( G \) and \( \psi \) is \( G \)-invariant, we obtain

\[ \psi(g^{-1}X) = \bigvee_{f \in F(\text{AND})} b(g\circ f)\psi(X) = \psi(X) \quad (2.71) \]

If it is supposed that \( b(g\circ f')=b(f') \), then for \( X \) in \( \{X|f'(X)=1\}\cap\{X|\bigvee_{f \neq f'} f(X)=0\} \), we have

\[ b(g^{-1}X)=b(g\circ f')X\cap\bigvee_{f \neq f'} b(g\circ f)\psi(X)=b(g\circ f') \]
\[ \psi(X)=b(f')X\cap\bigvee_{f \neq f'} b(f)\psi(X)=b(f') \quad (2.72) \]

that is, \( \psi(g^{-1}X) = \psi(X) \), and this contradicts that \( \psi \) is \( G \)-invariant. Hence we can conclude that \( b(g\circ f')=b(f') \) for any \( g \) in \( G \) and any \( f' \) in \( F(\text{AND}) \).

Sufficiency: Let us assume that \( b(g\circ f')=b(f') \) for any \( g \) in \( G \) and any \( f' \)
in \( F(\text{AND}) \). From (2.70) we have
\[
\psi(g \circ X) = \bigvee_{f \in F(\text{AND})} b(g^{-1} \circ f) \bigcirc g \cdot f(g^{-1} \circ X)
\]
\[
= \bigwedge_{f \in F(\text{AND})} b(g^{-1} \circ f) f(X)
\]  
(2.73)

From the assumption we obtain
\[
\psi(g \circ X) = \bigvee_{f \in F(\text{AND})} b(f) f(X) = \psi(X).
\]  
(2.74)

Hence \( \psi \) is \( G \)-invariant. QED.

If \( F \) is an orthogonal complete system, even if \( F \) is an infinite set, then it is easily understood from the process of the proof that the theorem is satisfied.

[Corollary 2.9] For any \( f \) in \( \mathcal{B}(n) \), \( f_1, f_2, f_3, \) and \( f_4 \) written as follows are \( G \)-invariant functions:
\[
f_1 = \sum_{g \in G} g \circ f, \quad f_2 = \bigvee_{g \in G} g \circ f
\]
\[
f_3 = \bigwedge_{g \in G} g \circ f, \quad f_4 = \bigoplus_{g \in G} g \circ f.
\]  
(2.75)

When \( f_1, f_2, \ldots, f_k \) are \( G \)-invariant, \( \psi \) defined as follows is \( G \)-invariant:
\[
\psi = \psi(f_1, f_2, \ldots, f_k)
\]  
(2.76)

where \( f \) is an arbitrary function.

If \( G \) is a permutation group on \( V \), then \( V \) is decomposed into \( G \)-equivalence classes.
\[
V = V(1) \cup V(2) \cup \cdots \cup V(k)
\]
\[
V(i) \cap V(j) = \text{an empty set, } i \neq j
\]  
(2.77)

If \( x(i_1) \neq x(i_2) \), then there is \( V(i) \) such that \( x(i_1) \) and \( x(i_2) \) are in \( V(i) \) and \( |V(k)| \) is a divisor of \( |G| \). Otherwise, \( i \neq j \) for \( V(i) \) and \( V(j) \) such that \( x(i_1) \) is in \( V(i) \) and \( x(i_2) \) is in \( V(j) \). \( F(\text{AND}), F(\text{OR}), \) and \( F(\text{PARITY}) \) defined above are closed under any permutation group. If all members of \( V \) are \( G \)-equivalent, that is, \( k = 1 \) in (2.77), then \( G \) is called a global
group. Translation and rotation are one kind of permutation groups on \( V \).

The group of all translations is a global group, but that of all rotations is not. \( \mathbb{Z}_2 \) in (2.66) is not always equal to one, even if \( \mathbb{Z}_3 = 1 \). On the contrary, \( \mathbb{Z}_3 \) is always equal to one, if \( \mathbb{Z}_2 = 1 \). In the case when \( \mathbb{Z}_2 = 1 \), discrimination has no meaning, since all input patterns are \( G \)-equivalent.

[Example 2.3] (G-Equivalence Decomposition)

(1) Decomposition induced by a cyclic group: Let \( V = \{ x(0), x(1), x(2) \} \), \( g_1 = (0, 1, 2) \) and \( G_1 = \{ g_1, g_1^2, g_1^3 \} \), then \( G_1 \) is a global group and \( V \) and \( B^3 \) are decomposed as follows:

\[
\begin{align*}
V &= \{ x(0), x(1), x(2) \} = V(1) \\
B^3 &= \bigcup_{x(0) \leq x(1) \leq x(2)} \{ [x(0), x(1), x(2)], [x(1), x(2), x(0)], [x(2), x(0), x(1)] \}.
\end{align*}
\]

(2.78)

(2) Decomposition induced by another group: Let \( V = \{ x(0), x(1), x(2) \} \), \( g_2 = (0, 1, 2) \) and \( G_2 = \{ g_2, g_2^2 \} \), then \( V \) and \( B^3 \) are decomposed as follows:

\[
\begin{align*}
V &= \{ x(0), x(1), x(2) \} U \{ x(1) \} = V(1) U V(2) \\
B^3 &= \bigcup_{x(0) \leq x(2)} \{ [x(0), x(1), x(2)], [x(2), x(1), x(0)] \}.
\end{align*}
\]

(2.79)

Where \( g_1^3 \) and \( g_2^2 \) are identity operators, and it is shown in Fig 2.7 that \( g_1 \) and \( g_2 \) operating on a pattern \( X \) in \( B^3 \) yield another pattern \( g_1^o X \) and \( g_2^o X \), respectively, and a subset of \( B^3 \) is decomposed into \( G_1 \)-equivalence classes and \( G_2 \)-equivalence ones by \( G_1 \) and \( G_2 \) respectively.

[Theorem 2.10] (Support and Degree of \( G \)-invariant Functions) We can assume without loss of generality that the following three conditions are satisfied:

(1) \( \psi \) is a \( G \)-invariant function, and

(2) there is \( x(i) \) such that \( x(i) \) is in \( S(\psi) \cap V(j) \), \( j = 1, 2, \ldots, L \), and
Fig. 2.7. G1-equivalent decomposition and G2-equivalent decomposition.
(3) there cannot exist \( x(i) \) such that \( x(i) \) is in \( S(\psi) \cap \{ V(l+1) \cup V(l+2) \cup \cdots \cup V(l+3) \} \), where \( G \) is a permutation group and \( l \leq 3 \).

Then \( S(\psi) \) is decomposed into \( G \)-equivalence classes as follows:

\[
S(\psi) = V(1) \cup V(2) \cup \cdots \cup V(3).
\]  

(2.80)

Since \( V(1), V(2), \ldots, V(3) \) are \( G \)-equivalence classes, we have

\[
|S(\psi)| = \sum_{i=1}^{l} |V(i)| = |V(1)| + |V(2)| + \cdots + |V(3)|.
\]  

(2.81)

(Proof) There exists \( F \) which is a linearly independent minimum complete system and closed under \( G \). Then we have a \( L \)-expression of \( \psi \) by \( F \).

\[
\psi = \sum_{f \in F} a(f) f, \quad S(\psi) = \bigcup_{a(f) \neq 0} S(f).
\]  

(2.82)

From Theorem 2.9 and (2.66) this is rewritten as follows:

\[
\psi = \sum_{i=1}^{l} a(i) \left( \sum_{f \in F(i)} f \right), \quad S(\psi) = \bigcup_{a(i) \neq 0} \left( \bigcup_{f \in F(i)} S(f) \right)
\]  

(2.83)

where \( F(i) \) is a \( G \)-equivalence class. If it is satisfied that \( x(i_1) \) is in \( S(\psi) \cap V(j) \) \( (j \leq 3) \), then there are \( g \) in \( G \) and \( F(i) \) such that \( x(i_2) = g \cdot x(i_1) \) for any \( x(i_2) \) in \( V(j) \), \( x(i_1) \) in \( S(f) \), and \( f \) in \( F(i) \). Hence

\[
V(i) \subseteq \bigcup_{g \in G} S(g \cdot f) = \bigcup_{f \in F(i)} S(f) = S(\psi).
\]  

(2.84)

hence

\[
\bigcup_{i=1}^{l} V(i) \subseteq \bigcup_{a(i) \neq 0} \bigcup_{f \in F(i)} S(f) = S(\psi).
\]  

(2.85)

From the condition (3) we have

\[
S(\psi) \cap \{ V(l+1) \cup V(l+2) \cup \cdots \cup V(l+3) \} = \text{an empty set}
\]

(2.86)

From (2.84) and (2.86) we can conclude that

\[
S(\psi) = \bigcup_{i=1}^{l} V(i).
\]  

(2.87)

Since \( V(i) \) and \( V(j) \) \( (i \neq j) \) are disjoint, then we obtain

\[
|S(\psi)| = \sum_{i=1}^{l} |V(i)|.
\]  

(2.88)

QED.
If \( G \) is a global group, then the support of any \( G \)-invariant function is \( \mathbb{V} \) except for a constant function. For example, supports of translation invariant functions are \( \mathbb{V} \), but those of rotation invariant functions are not always \( \mathbb{V} \). \( F(\text{AND}) \), \( F(\text{OR}) \), and \( F(\text{PARITY}) \) are all linearly independent minimum complete systems and closed under any permutation group. Then they are decomposed into \( G \)-equivalence classes:

\[
F(\text{AND}) = \bigcup_{i=1}^{\infty} F(\text{AND}, i), \quad F(\text{OR}) = \bigcup_{i=1}^{\infty} F(\text{OR}, i), \quad F(\text{PARITY}) = \bigcup_{i=1}^{\infty} F(\text{PARITY}, i).
\]

(2.89)

\( F1(\text{AND}), F2(\text{AND}), F1(\text{OR}), \) and \( F2(\text{OR}) \) are defined as:

\[
\begin{align*}
F1(\text{AND}) &= \{ f' \mid f' = \sum_{g \in G} g \circ f' = \sum_{f \in F(\text{AND}, i)} f, \quad f' \text{ in } F(\text{AND}, i) \} \\
F2(\text{AND}) &= \{ f' \mid f' = \bigvee_{g \in G} g \circ f' = \bigvee_{f \in F(\text{AND}, i)} f, \quad f' \text{ in } F(\text{AND}, i) \} \\
F1(\text{OR}) &= \{ f' \mid f' = \sum_{g \in G} g \circ f' = \sum_{f \in F(\text{OR}, i)} f, \quad f' \text{ in } F(\text{OR}, i) \} \\
F2(\text{OR}) &= \{ f' \mid f' = \bigwedge_{g \in G} g \circ f' = \bigwedge_{f \in F(\text{OR}, i)} f, \quad f' \text{ in } F(\text{OR}, i) \} \\
F1(\text{PARITY}) &= \{ f' \mid f' = \sum_{g \in G} g \circ f' = \sum_{f \in F(\text{PARITY}, i)} f, \quad f' \text{ in } F(\text{PARITY}, i) \} \\
F2(\text{PARITY}) &= \{ f' \mid f' = \bigwedge_{g \in G} g \circ f' = \bigwedge_{f \in F(\text{PARITY}, i)} f, \quad f' \text{ in } F(\text{PARITY}, i) \}
\end{align*}
\]

(2.90)

where \( f' \) is a representative of \( G \)-equivalence classes \( F(\text{AND}, i), F(\text{OR}, i), \) and \( F(\text{PARITY}, i) \). It will be shown that all the families in (2.90) are \( G \)-invariant linearly independent complete systems.

[Theorem 2.11](G-Invariant Linearly Independent Complete Systems)

1. Let \( F \) be a linearly independent complete system which is closed under \( G \), then \( F_G \) defined by the following equation is a \( G \)-invariant linearly independent complete system:

\[
F_G = \{ f' \mid f' = \sum_{g \in G} g \circ f', \quad f' \text{ in } F(i) \}
\]

(2.91)

where \( f' \) is a representative of a \( G \)-equivalence class \( F(i) \). Therefore \( F1(\text{AND}), F1(\text{OR}), \) and \( F1(\text{PARITY}) \) are \( G \)-invariant linearly independent
(2) $F^2(\text{AND})$ and $F^2(\text{OR})$ are also $G$-invariant linearly independent complete systems.

(Proof) (1) It is easy to see that any $f$ in $FG$ is $G$-invariant. Now we prove that $FG$ is in $L(\psi)$ for any $G$-invariant function $\psi$. Since $F$ is a complete system, $\psi$ has a $L$-expression by $F$:

$$\psi = \sum_{f \in F} a(f)f.$$  \hfill (2.92)

Then we have

$$g \circ \psi = \sum_{f \in F} a(f)g \circ f$$

$$= \sum_{g \in G} g \circ \psi = \sum_{g \in G} \sum_{f \in F} a(f)g \circ f$$

Since $\psi$ is $G$-invariant, we obtain

$$|G| \psi = \sum_{f \in F} \sum_{g \in G} a(g^{-1}f)f = \sum_{f \in F} \sum_{g \in G} a(g \circ f)f$$

hence

$$\psi = \sum_{f \in F} \frac{1}{|G|} \sum_{g \in G} a(g \circ f)f = \sum_{f \in F} b(f)f$$

$$b(f) = \frac{1}{|G|} \sum_{g \in G} a(g \circ f)$$  \hfill (2.95)

On the other hand, $(g \circ f | f \in F) = F$ and from Theorem 2.9 we have

$$\psi = \sum_{i=1}^{L_2} b(f')(\sum_{g \in G} g \circ f')$$  \hfill (2.96)

where $f'$ is a representative of a $G$-equivalence class $F(i)$. We can rewrite (2.96) as follows:

$$\psi = \sum_{f \in FG} a(f)f, \quad a(f) = b(f'), \quad f = \sum_{g \in G} g \circ f'$$  \hfill (2.97)

(2.97) means that $FG$ is in $L(\psi)$. Since $F$ is linearly independent, so is $FG$, too.

(2) It is also easy to see that any $f$ in $F^2(\text{AND})$ is $G$-invariant. Now it is shown that $\text{rank}(M'F^2(\text{AND})) = L_2$, that is, $F^2(\text{AND})$ is linearly independent. Where $L_2$ is the number of $G$-equivalence classes of input patterns.
Assume that $F_2(\text{AND})$ is not linearly independent, then there exist non-zero coefficients such that
\[ \sum_{f \in F'} \alpha(f) f = 0, \quad F' \subseteq F_2(\text{AND}) \quad (2.98) \]
Let $f'$ be one of members in $F'$ such that $|S(f')|$ is minimum, where
\[ f' = \bigvee_{f \in F(\text{AND}, i)} f. \quad \text{From (2.38) and (2.90)} \quad f' \text{ can be written as} \]
\[ f' = \bigvee_{f \in F(\text{AND}, i)} f \]
\[ = \sum_{f \in F(\text{AND}, i)} f + \sum_{j=2}^{n} \left( -1 \right)^{j-1} \sum_{f \in F(\text{AND}, i, j)} f \quad (2.99) \]
From (2.98) and (2.99) we have
\[ \sum_{f \in F(\text{AND}, i)} f = \sum_{f' \in F'} \alpha(f)/\alpha(f') f \]
\[ - \sum_{j=2}^{n} \left( -1 \right)^{j-1} \sum_{f \in F(\text{AND}, i, j)} f \quad (2.100) \]
where $F(\text{AND}, i, j) = (f|f = f(i1) \land f(i2) \land \ldots \land f(ij))$, $S(\psi) = (f(i1), f(i2), \ldots, f(ij)) \subseteq F(\text{AND}, i)$. Let $|S(f)| = k$ for $f$ in $F(\text{AND}, i)$, then (2.100) means that a linear combination of masks with degree $k$ has a $L$-expression by masks whose degrees are $k$ or more and whose supports are different from $S(f)$'s. This contradicts Corollary 2.5, that is, the linear independence of masks with different supports. Consequently, $F_2$ is linearly independent, and $\text{rank}(M'F_2(\text{AND})) = 2$. From Theorem 2.8 we can conclude that $F_2(\text{AND})$ is a $G$-invariant linearly independent complete system. It is the same with $F_2(\text{OR})$. Using Proposition 2.4, these may be proved in a different way [40]. QED.

[Corollary 2.10] Any $G$-invariant function has unique $L$-expressions by $FG$, $F_1(\text{AND})$, $F_2(\text{AND})$, $F_1(\text{OR})$, $F_2(\text{OR})$, and $F_1(\text{PARITY})$.

By applying Theorem 2.11, a $G$-invariant complete system can be easily constructed from the viewpoint of mathematics for any permutation group $G$, for instance, translations, enlargements, reductions, rotations,
and so on.

[Example 2.4] Let $V=\{x(0), x(1), x(2)\}$ and $G=$ any permutation on $V$, then $F_1(\text{AND})$, $F_2(\text{AND})$, $F_1(\text{OR})$, and $F_2(\text{OR})$ defined as follows are all $G$-invariant linearly independent complete systems:

$$F_1(\text{AND}) = \{f(\text{AND}, 11), f(\text{AND}, 12), f(\text{AND}, 13), f(\text{AND}, 14)\}$$
$$F_2(\text{AND}) = \{f(\text{AND}, 21), f(\text{AND}, 22), f(\text{AND}, 23), f(\text{AND}, 24)\}$$
$$F_1(\text{OR}) = \{f(\text{OR}, 11), f(\text{OR}, 12), f(\text{OR}, 13), f(\text{OR}, 14)\}$$
$$F_2(\text{OR}) = \{f(\text{OR}, 21), f(\text{OR}, 22), f(\text{OR}, 23), f(\text{OR}, 24)\}$$

where

$$f(\text{AND}, 11) = f(\text{AND}, 21) = f(\text{OR}, 11) = f(\text{OR}, 21) = 1$$
$$f(\text{AND}, 12) = f(\text{OR}, 12) = x(0) + x(1) + x(2)$$
$$f(\text{AND}, 13) = x(0) \land x(1) \land x(2) + x(2) \land x(0)$$
$$f(\text{AND}, 14) = f(\text{AND}, 24) = f(\text{OR}, 22) = x(0) \land x(1) \land x(2)$$
$$f(\text{AND}, 22) = f(\text{OR}, 14) = f(\text{OR}, 24) = x(0) \lor x(1) \lor x(2)$$
$$f(\text{AND}, 23) = f(\text{OR}, 23) = (x(0) \lor x(1)) \lor (x(1) \lor x(2)) \lor (x(2) \land x(0))$$
$$= (x(0) \lor x(1)) \lor (x(1) \lor x(2)) \lor (x(2) \land x(0)) \lor (x(0) \lor x(2)) \lor (x(2) \land x(0))$$
$$f(\text{AND}, 13) = (x(0) \lor x(1)) + (x(1) \lor x(2)) + (x(2) \land x(0)) \lor (x(0) \lor x(2)) \lor (x(2) \land x(0)).$$

The values of the functions in these systems are shown in Table 2.2, which shows that the functions are $G$-invariant. This is also shown in Fig. 2.8.

2.6 Conclusions

In parallel computing machines such as multi-layer series-coupled machines investigated here it is important how wide range each partial function should process. This is the problem of locality of a function.
Fig. 2.8. $F_2(\text{AND})$-images and $F_2(\text{OR})$-images and $G$-equivalence decomposition: $B^2 = \{P0\} \cup \{P1, P2, P4\} \cup \{P3, P5, P6\} \cup \{P7\}$.

Table 2.2. Values of $G$-invariant functions.

<table>
<thead>
<tr>
<th>Patterns</th>
<th>$f(\text{AND}, 12) = f(\text{OR}, 12)$</th>
<th>$f(\text{AND}, 13) = f(\text{AND}, 24) = f(\text{OR}, 22)$</th>
<th>$f(\text{AND}, 14) = f(\text{OR}, 14)$</th>
<th>$f(\text{AND}, 22) = f(\text{OR}, 24)$</th>
<th>$f(\text{AND}, 23) = f(\text{OR}, 23)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P0(000)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P1(001)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$P2(010)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$P4(100)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$P3(011)$</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P5(101)$</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P6(110)$</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P7(111)$</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
The minimum complete system introduced in 2.4 is useful in the determination of such ranges. We represented the locality by $T$-order and $L$-order. In practical pattern recognition machines, however, the locality may be redefined in more suitable meaning for their structures. Moreover from the viewpoint of the number of partial functions it becomes difficult to realize a group-invariant complete system by electronic parts. It will be the next problem how to select the best subset of a group-invariant complete system.
CHAPTER 3

WALSH-HADAMARD POWER SPECTRUMS

INVARIANT TO CERTAIN TRANSFORMATIONS

3.1 Introduction

In Chapter 2, it was considered how to construct $G$-invariant functions in multi-layer series-coupled machines which mainly dealt with Boolean functions. In this chapter, Walsh functions are used as partial functions, and it is investigated how to construct $G$-invariant functions, especially $G$-invariant power spectrums. Walsh functions were introduced by Walsh in 1923 [26]. They can be generated recursively, are orthonormal, and form a closed set [26]-[31]. They have been used in several applications because of the simplicity of square waves. Walsh-Hadamard transform (WHT) has the advantage of computational simplicity when compared with Fourier transform. It is well known that the Fourier power spectrum is invariant to translations. Let $\psi(k, \lambda)$ be the $k$-th (WHT) coefficient. Then the set $\{\psi^2(k, \lambda)\}$ is not invariant to translations. The (WHT) power spectrum developed by Ahmed, Rao and Abdussattar [34] is invariant to translations, which is obtained through the (WHT). The fast algorithm for the power spectrum was also presented by them.

Here a composing process is introduced that produces functions which are invariant to some transformation groups. It will be described how to develop the (WHT) power spectrum to be invariant to enlargements, reductions, rotations by multiples of 90°, and some other transformations. Then it turns out that 'Group-Invariance Theorem' and other theorems
developed in Chapter 2 are useful mathematical tools. Using 'Group-Invariance Theorem', it is known that there are the second degree $G$-invariant functions besides the power spectrum by Ahmed and others. According to the process presented here, a $G$-invariant complete system seems easy to make mathematically, but in general, difficult to make practically because of the huge number of functions required. Power spectrums which we chiefly adopt may be regarded as subsets of a $G$-invariant complete system.

Parallel computation is taken into consideration, but locality is not, because (WHT) itself is a global transform. We mainly treat transformations in the form of $2^{in}$. When we treat ones in the form of $k^{in}$, it is convenient to adopt complex-valued Walsh-Hadamard transform (CWHT). Then the (CWHT) power spectrum is developed to be invariant to the above described transformations, too.

3.2 Walsh-Hadamard Transform

There are three types of orderings for the Walsh functions [75]. One of them is used here, that is, natural or Hadamard ordering. Hadamard matrices can be recursively generated as follows:

\[ H(0) = \begin{bmatrix} 1 \end{bmatrix} \]

\[ H(n) = \begin{bmatrix} H(n-1)H(n-1) \\ H(n-1)H(n-1) \end{bmatrix} = H^R(1) \]

where $H^R(1)$ is the $n$ successive Kronecker product of $H(1)$. Let $H(n,k)$ denote the $k$-th row vector of $H(n)$, $k=0,1,\ldots,2^n-1$. The Hadamard matrices satisfy the following:
\[ H(n) = H(n-m) \otimes H(m) \]

\[(U \otimes V)(H(n-m) \otimes H(m)) = (U \cdot H(n-m)) \otimes (V \cdot H(m)) \] 

(3.2)

where \( 0 \leq m \leq n \); \( U \) and \( V \) are a \( 2^n \times m \)-vector and a \( 2^m \)-vector, respectively; and the notation "\( \otimes \)" denotes the Kronecker product. These can be proved by taking the definitions of the Hadamard matrices and the Kronecker product into consideration.

Let \( \{x(i)\} \) denote an \( N \)-periodic sequence \( x(i)(i=0,1,\ldots,N-1) \), of real numbers, and \( \{x(i)\} \) be represented by means of an \( N \)-vector \( X \):

\[ X = [x(0), x(1), \ldots, x(N-1)] \]

(3.3)

where \( N=2^N \). Walsh-Hadamard transform (WHT) of an input pattern \( X \) is defined as

\[ W(X) = (1/N) \cdot H(n) \cdot X \]

(3.4)

where \( W(X) = [w(0,X), w(1,X), \ldots, w(N-1,X)] \) and \( w(k,X) \) is the \( k \)-th (WHT) coefficient. The inverse transform is defined as

\[ X = W(X) \cdot H(n)^* \]

(3.5)

From (3.4) it follows that

\[ W(X) \cdot W(X)^* = (1/N) \cdot X \cdot X^* \]

(3.6)

where "\( \cdot \)" denotes the transposed vector. The right side of (3.6) represents the average power of the input pattern. Although Fourier power spectrum is invariant to translations, the set \( \{w^2(i,X)\} \) is not. A composing process is proposed in preparation for the development of the (WHT) power spectrum.
3.3 Composing Process

The process to obtain a $GI \otimes G_2$-invariant power spectrum in several stages is shown by Fig. 3.1. First, an input pattern is transformed through the (WHT), and the (WHT) coefficients are squared. Second, the results are combined according to a certain function to obtain a $GI$-invariant power spectrum. Lastly, we find a permutation group on the $GI$-invariant power spectrum caused by $G_2$ operating on the input pattern, and then we combine the $GI$-invariant power spectrum to be $G_2$-invariant in the same way and arrive at a $GI \otimes G_2$-invariant power spectrum. $G_1$ and $G_2$ are some transformation groups, and the product $GI \otimes G_2$ is defined by

$$GI \otimes G_2 = \{ g \mid g = g_1g_2, g_1 \text{ and } g_2 \text{ are in } GI \otimes G_2 \}.$$  (3.7)

When functions in $N$-dimensional Hilbert space are used instead of Boolean functions with $N$ variables, Theorem 2.9 and Corollary 2.9 are also satisfied. Then the corollary is rewritten as follows.

[Corollary 2.9'] For any $f$ in $N$-dimensional Hilbert space, $\psi$ written as follows is $G$-invariant:

$$\psi = \sum_{g \in G} g \circ f.$$  (3.8)

When $f(1), f(2), \ldots, f(k)$ are $G$-invariant, $\psi$ defined as follows is also $G$-invariant:

$$\psi = \sum_{i=1}^{k} a(i)f(i)$$  (3.9)

where $a(i)'s (i=1, 2, \ldots, k)$ are arbitrary real numbers. We have a more general expression:

$$\psi = f(f(1), f(2), \ldots, f(k))$$  (3.10)

where $f$ is an arbitrary function.
Fig. 3.1. Process to obtain $G1 \otimes G2$-invariant power spectrum.
Let functions $F(f(1), f(2), \ldots, f(L)) (l=1, 2, \ldots, L)$ be defined by

$$
F(f(1), f(2), \ldots, f(L)) = \begin{cases} 
\sum_{i=1}^{L} f^2(i)/A, & \text{if } A \neq 0, \ l=1 \\
2 \sum_{i=1}^{L-l+1} f(i)f(i+l-1)/A, & \text{if } A \neq 0, \ l=2, 3, \ldots, L \\
0, & \text{if } A=0, \ l=1, 2, \ldots, L
\end{cases}
$$

(3.11)

where $A=\sum_{i=1}^{L} f(i)$, then we have

$$
\sum_{l=1}^{L} F(f(1), f(2), \ldots, f(L)) = \sum_{l=1}^{L} f(i)
$$

(3.12)

Hence $\{F(f(1), f(2), \ldots, f(L))\} (l=1, 2, \ldots, L)$ may be regarded as a developed power spectrum, if $\{f(i)\} (i=1, 2, \ldots, L)$ is a power spectrum.

3.4 Translation(Gl)-Invariant (WHT) Power Spectrums

A translation-invariant power spectrum is illustrated by considering the case when $n=3$. Using Corollary 2.9, the second degree terms are combined to make translation-invariant functions:

$$
f(l) = \sum_{k=0}^{N} \omega(k) \omega(k+l)
$$

(3.13)

where $l=0, 1, \ldots, 4$, and $\Theta$ is used for modulo eight addition. The $f(l) (l=0, 1, \ldots, 4)$ can be expressed by the set $\{\omega(k, x)\} (k=0, 1, \ldots, N-1):

$$
f(0) = 2 \sum_{k=0}^{N} \omega^2(k, x)
$$

$$
f(1) = 2\{2\omega^2(0, x) + \omega^2(1, x) + \omega^2(4, x) - \omega^2(5, x) + \omega^2(6, x) - \omega^2(7, x)
- 2\omega(4, x)\omega(7, x) + 2\omega(5, x)\omega(6, x)\}
$$

$$
f(2) = 2\{\omega^2(0, x) + \omega^2(1, x) - \omega^2(2, x) - \omega^2(3, x)\}
$$

$$
f(3) = 2\{2\omega^2(0, x) - 2\omega^2(1, x) + \omega^2(4, x) + \omega^2(5, x) - \omega^2(6, x) + \omega^2(7, x)
+ 2\omega(4, x)\omega(7, x) - 2\omega(5, x)\omega(6, x)\}
$$
\[
f(4) = 4f(0, X) + f(1, X) + f(2, X) + f(3, X) + f(4, X) - f(5, X) - f(6, X) - f(7, X). \tag{3.14}
\]

Suppose that a function \( f \) has a linear expression by the second degree terms of \( x(i) \)'s \( (i=0, 1, \ldots, 7) \). From Theorem 2.9, \( f \) has a linear expression by \( \{ f(\ell) \} (\ell = 0, 1, \ldots, 4) \), if it is translation-invariant. Inversely \( f \) cannot be translation-invariant, if it cannot have a linear expression by \( \{ f(\ell) \} (\ell = 0, 1, \ldots, 4) \).

The adequate linear combination of the \( f(\ell) \)'s \( (\ell = 0, 1, \ldots, 4) \) leads to a translation-invariant power spectrum. Adding \( f(1) \) to \( f(3) \) removes the cross terms \( w(4, X)w(2, X) \) and \( w(5, X), w(6, X) \):

\[
f(1) + f(3) = 16\{ w(0, X) - w(1, X) \}. \tag{3.15}
\]

Then \( \{ w(\ell, X) \} \) is grouped as \( \{ w(0, X) \} \cup \{ w(1, X) \} \cup \{ w(2, X), w(3, X) \} \cup \{ w(4, X), w(5, X), w(6, X), w(7, X) \} \). The \( w(\ell, X) \)'s in the same group have the same coefficients in the expressions of \( f(0), f(2), f(4), \) and \( f(1) + f(3) \).

Thus we obtain

\[
\begin{align*}
p(0) &= (1/s^2) (f(0) + 2f(2) + 2f(3) + 2f(4)) = w(0, X) \\
p(1) &= (1/s^2) (f(0) - 2f(2) - 2f(3) + 2f(4)) = w(1, X) \\
p(2) &= (2/s^2) (f(0) - 2f(2) + 2f(4)) = w(2, X) + w(3, X) \\
p(3) &= (4/s^2) (f(0) - 2f(4)) = w(4, X) + w(5, X) + w(6, X) + w(7, X) \tag{3.16}
\end{align*}
\]

The remainder may be expressed by

\[
p(4) = (8/s^2) (f(1) - f(3)) = w(4, X) - w(5, X) + w(6, X) - w(7, X) \\
- 2w(4, X)w(7, X) + 2w(5, X)w(6, X). \tag{3.17}
\]

\( \{ p(\ell) \} (\ell = 0, 1, 2, 3, 4) \) turns out to be the very same power spectrum as that developed by Ahmed and others [34].
From the first-degree terms we obtain only one translation-invariant function which is linearly independent:

\[ p(\delta) = (1/\delta) \sum_{k=0}^{\gamma} x(k) = \gamma(0, \chi). \]  

(3.18)

As pointed out in [51], \( \{p(i)\} \{i=0, 1, 2, 3\} \) is not a translation-invariant complete system; that is, there are other shiftings under which \( \{p(i)\} \{i=0, 1, 2, 3\} \) is invariant. This is the same even if \( \{p(i)\} \{i=0, 1, \ldots, 5\} \) is used instead of \( \{p(i)\} \{i=0, 1, 2, 3\} \). In order to obtain a complete system we must usually use the higher-degree terms besides the first and the second-degree terms.

The generalization of the power spectrum mentioned above is straightforward as seen in [31], [34]:

\[ p(0) = \omega^0(0, \chi) \]

\[ p(s) = \sum_{i=2^{s-1}}^{2^s-1} \omega^s(i, \chi), \quad s=1, 2, \ldots, n. \]  

(3.19)

The generalization in the two-dimensional case is as follows:

\[ p(0, 0) = \omega^0(0, 0, \chi), \quad p(0, t) = \sum_{j=2^{t-1}}^{2^t-1} \omega^t(0, j, \chi) \]

\[ p(s, 0) = \sum_{i=2^{s-1}}^{2^s-1} \omega^s(i, 0, \chi), \quad p(s, t) = \sum_{i=2^{t-1}}^{2^t-1} \sum_{j=2^{t-1}}^{2^t-1} \omega^t(i, j, \chi), \]  

(3.20)

where \( s=1, 2, \ldots, n \) and \( t=1, 2, \ldots, m \). The developed (WIT) power spectrums are expressed as:

\[ P(n) = [p(0), p(1), \ldots, p(n)] \]

\[ P(n, m) = \begin{bmatrix} p(0, 0), & p(0, 1), & \ldots, & p(0, m) \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
p(n, 0), & p(n, 1), & \ldots, & p(n, m) \end{bmatrix}. \]  

(3.21)
When we want to take notice of the input pattern, we write as follows:

\[ P(n, X) = [p(0, X), p(1, X), \ldots, p(n, X)] \]

\[ P(n, m, X) = \begin{bmatrix} p(0, 0, X), p(0, 1, X), \ldots, p(0, m, X) \\ \vdots \\ p(n, 0, X), p(n, 1, X), \ldots, p(n, m, X) \end{bmatrix} \]  

This can be extended to any number of dimensions [31], [34].

3.5 Enlargement and Reduction (G2)-Invariant (WHT) Power Spectrums

The changing aspects of the (WHT) coefficients under enlargements and reductions of an input pattern are investigated. An input pattern \( X \) is called a \( 2^i \)-time enlargeable pattern, if

\[ X = \begin{bmatrix} U, U, \ldots, U \end{bmatrix}_{2^i} \]  

and \( U = [x(0), x(1), \ldots, x(2^{n-2^i}-1)] \). Similarly an input pattern \( Y \) is called a \( 1/2^i \)-time reducible pattern, if \( Y = [y(0)1, y(2^i)1, \ldots, y(2^n-2^i)1] \) and

\[ I = [1, 1, \ldots, 1]_{2^i} \]  

The \( 2^i \)-time enlarged pattern of \( X \) and the \( 1/2^i \)-time reduced pattern of \( Y \) are defined as \( [x(0)1, x(1)1, \ldots, x(2^n-2^i)1] = U \otimes I \) and

\[ \begin{bmatrix} U', U', \ldots, U' \end{bmatrix}_{2^i} = I \otimes U' \]  

respectively, where

\[ I = [1, 1, \ldots, 1]_{2^i} \]  

and \( U' = [y(0), y(2^i), \ldots, y(2^n-2^i)] \). For example, the 2-time enlarged pat-
tern of \(X=[01230123]\) is \([00112233]\), the 1/2-time reduced pattern of \(Y=[00112233]\) is \([01230123]\), and so on.

From (3.1) the \(k\)-th row vector \(H(n, k)\) of \(H(n)\) is expressed as

\[
H(n, k) = \begin{cases} 
[H(n-1, k), H(n-1, k)], & k=0, 1, \ldots, 2^{n-1} - 1 \\
[H(n-1, k), -H(n-1, k)], & k=2^{n-1}, 2^{n-1}+1, \ldots, 2^n - 1. 
\end{cases}
\tag{3.27}
\]

The upper half row vectors of \(H(n)\) are 2-time enlargeable patterns. The fact of (3.27) induces recursively the following expression:

\[
H(n, k) = \begin{cases} 
[H(0, k), \ldots, H(0, k)], & k=0, 2^n\text{-time enlargeable}, \\
[H(1, k), \ldots, H(1, k)], & k=1, 2^{n-1}\text{-time enlargeable}, \\
[H(2, k), \ldots, H(2, k)], & k=2, 3, 2^{n-2}\text{-time enlargeable}, \\
[H(3, k), \ldots, H(3, k)], & k=3, 4, \ldots, 2^{n-3}\text{-time enlargeable}, \\
[H(n-1, k), H(n-1, k)], & k=2^{n-2}, 2^{n-2}+1, \ldots, 2^{n-1} - 1, \\
[H(n-1, k), -H(n-1, k)], & k=2^{n-1}, 2^{n-1}+1, \ldots, 2^n - 1. 
\end{cases}
\tag{3.28}
\]

On the other hand from (3.2) \(H(n)\) is also expressed as

\[
H(n) = H(n-1) \otimes H(i) = H(i) \otimes H(n-1).
\tag{3.29}
\]

Taking account of that

\[
H(\ell, 0) = [1, 1, \ldots, 1, \underbrace{2^\ell}_m]
\tag{3.30}
\]

we obtain that for a multiple \(2^\ell\) \(H(n, k)\) is a 1/2\(^\ell\)-time reducible pattern. For an even number \(k\) the \(k\)-th row vector \(H(n, k)\) of \(H(n)\) is a 1/2-time reducible pattern. From (3.29) the \(2^\ell\)-time enlarged pattern of \(H(n, \ell)\) is \(H(n, 2^\ell \cdot \ell)\), where \(\ell=0, 1, \ldots, 2^{n-1} - 1\). The 2-time enlarged pattern
of $H(n,2^l)$ is $H(n,2^l)$. These facts are well illustrated by considering the case when $n=3$:

4-time enlargement

\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1 & 1 \\
\end{pmatrix}
\]

$H(3,0) \xleftarrow{*1}$

$H(3,1) \xleftarrow{*2}$

$H(3,2) \xleftarrow{*2}$

$H(3,3) \xleftarrow{*2}$

$H(3,4) \xleftarrow{*2}$

$H(3,5) \xleftarrow{*2}$

$H(3,6) \xleftarrow{*2}$

$H(3,7) \xleftarrow{*2}$

(\*1: 2-time enlargeable patterns, \*2: 1/2-time reducible patterns)

2-time enlargement

\[
\begin{pmatrix}
1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1 & -1 & 1 \\
1 & -1 & -1 & -1 & 1 & 1 & -1 & 1 \\
1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 \\
1 & -1 & -1 & -1 & -1 & -1 & 1 & 1 \\
\end{pmatrix}
\]

$U=[x(0), x(1), x(2), x(2^{n-1})]$

$Y=[x(0), x(1), x(2), x(2^{n-1})] \otimes 1=U \otimes 1$

$X=[U, U, \ldots, U]=\bigotimes_{2^i}[1, 1, \ldots, 1]$"
\[(1/N) (1 \cdot H(i)) \otimes (U \cdot H(n-i)) = (1/2^{n-\hat{t}}) [1, 0, 0, \ldots, 0] \otimes (U \cdot H(n-i)) \]

\[W(Y) = (1/N) Y \cdot H(n) = (1/N) (U \otimes 1) (H(n-i) \otimes H(i)) \]

\[= (1/N) [w(0) 1, w(1) 1, \ldots, w(2^{n-\hat{t}} - 1) 1] \cdot \begin{pmatrix} H(i), H(i) \\ H(n-i, H(i)) - H(n-1) \\ H(n-1) \\ -H(n-1) \end{pmatrix} \]

\[= (1/2^{n-\hat{t}}) (U \cdot H(n-i)) \otimes (1 \cdot H(i)) \]

\[= (1/2^{n-\hat{t}}) (U \cdot H(n-i)) \otimes [1, 0, 0, \ldots, 0]. \] (3.33)

From (3.33) we conclude that

\[w(k, X) = \begin{cases} \text{value of the } k\text{-th element of } (1/2^{n-\hat{t}}) U \cdot H(n-i), & 0 < k < 2^{n-\hat{t}} - 1 \\ 0, & 2^{n-\hat{t}} \leq k < 2^{n-1} \end{cases} \]

\[\omega(k, Y) = \begin{cases} \text{value of the } k\text{-th element of } (1/2^{n-\hat{t}}) U \cdot H(n-i), & k = l \cdot 2^{\hat{t}} (l = 0, 1, \ldots, 2^{n-\hat{t}} - 1) \\ 0, & k \text{ is not a multiple of } 2^{\hat{t}} \end{cases} \] (3.34)

and furthermore

\[\omega(k, X) = \omega(2^{\hat{t}} \cdot k, Y), \quad 0 < k < 2^{n-\hat{t}} - 1. \] (3.35)

These aspects are well summarized on a $n \times 2^{n-1}$-matrix $C(X) = [(\sigma(i, j, X)]$ defined recursively by

\[\sigma(1, j, X) = \omega(2^{n-1} + j - 1, X) \]

\[\sigma(i, j, X) = \begin{cases} \omega(k / 2, X), & \text{if } \sigma(i-1, j, X) = \omega(k, X), \text{ } k \text{ is an even number} \\ 0, \text{ otherwise} \end{cases} \] (3.36)

where $\hat{t} = 2, 3, \ldots, n$ and $j = 1, 2, \ldots, 2^{n-1}$. $2^{\hat{t}}$-time enlargement and $1/2^{\hat{t}}$-time
reduction of an input pattern cause upward shift by $i$ rows and downward shift by $i$ rows, respectively. $w(0,X)$ is invariant under any shuffling of the elements of an input pattern. In the case when $n=3$, the matrix is as follows:

$$C(X) = \begin{pmatrix}
  w(4,X) & w(5,X) & w(6,X) & w(7,X) \\
  w(2,X) & 0 & w(3,X) & 0 \\
  w(1,X) & 0 & 0 & 0
\end{pmatrix}$$

enlargement

$$\uparrow$$

$$\downarrow$$

reduction

(3.37)

Let $Y$ be a 2-time enlarged pattern of a 2-time enlargeable pattern $X$, and then

$$C(Y) = \begin{pmatrix}
  w(4,Y) & 0 & w(5,Y) & 0 \\
  w(2,Y) & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
  w(2,X) & 0 & w(3,X) & 0 \\
  w(1,X) & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix}$$

(3.38)

As seen in (3.38), 2-time enlargement of an input pattern causes upward shift of the elements of $C(X)$. Then an enlargement and reduction-invariant power spectrum $\{q(i)\}(i=0,1,\ldots,7)$ can be obtained by the method introduced in 3.3:

$$q(0) = w^2(0,X), \quad q(3) = F1(w^2(5,X),w^2(6,X))$$

$$q(1) = F1(w^2(1,X),w^2(2,X),w^2(4,X)), \quad q(6) = F2(w^2(3,X),w^2(6,X))$$

$$q(2) = F2(w^2(1,X),w^2(2,X),w^2(4,X)), \quad q(5) = w^2(5,X)$$

$$q(4) = F3(w^2(1,X),w^2(2,X),w^2(4,X)), \quad q(7) = w^2(7,X).$$

(3.39)

The average power of $\{x(k)\}$ is

$$Pav = \sum_{i=0}^{7} q(i) = \sum_{k=0}^{7} \omega^2(k,X) = (1/8) \sum_{k=0}^{7} x^2(k).$$

(3.40)

There are many other functions which are enlargement and reduction invariant and have linear expressions by the second-degree terms of the $\omega(k, X)(k=0,1,\ldots,7)$. Taking the following into consideration in this
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case

\[ p(0)=\omega^2(0,X), \quad p(2)=\omega^2(2,X)+\omega^2(3,X) \]

\[ p(1)=\omega^2(1,X), \quad p(3)=\omega^2(4,X)+\omega^2(5,X)+\omega^2(6,X)+\omega^2(7,X), \]

\text{(3.41)}

we have

\[ P(X)=[p(0,X),p(1,X),p(2,X),0]=[p(0,Y),p(2,Y),p(3,Y),0] \]

\[ P(Y)=[p(0,Y),0,p(2,Y),p(3,Y)]=[p(0,X),0,p(1,X),p(2,X)] \]

\[ P=[p(0),p(1),p(2),p(3)] \]

\text{(3.42)}

\[ \begin{array}{c}
\text{---\rightarrow enlargement} \\
\text{\textbackslash \textbackslash \textrightarrow reduction.}
\end{array} \]

This means that 2-time enlargement of an input pattern \( X \) causes shift of

\( P(X) \) toward the right by one element except \( p(0,X) \). \( p(0,X) \) is always

invariant to any permutation of an input pattern. This has been proved

in another way \[41\]. Therefore we arrive at a power spectrum \( \{q(i)\}(i=0,1,2,3) \) which is invariant to translations, enlargements, and reductions:

\[ q(0)=p(0), \quad q(1)=F_1(p(1),p(2),p(3)), \quad q(2)=F_2(p(1),p(2),p(3)), \]

\[ q(3)=F_3(p(1),p(2),p(3)) \]

\[ P_{av}=\sum_{i=0}^{3} q(i)=\sum_{i=0}^{3} p(i)=\sum_{k=0}^{7} \omega^2(k,X)=(1/8) \sum_{k=0}^{7} \omega^2(k). \]

\text{(3.43)}

Generally the statements following\text{(3.42)} are also valid for any natural

number \( n \). This is known from \text{(3.19)} and \text{(3.35)} in the same way as used

in the case when \( n=3 \). Then a translation, enlargement, and reduction-

invariant power spectrum can be obtained:

\[ q(0)=p(0), \quad q(1)=F_i(p(1),p(2),\ldots,p(n)), \quad i=1,2,\ldots,n. \]

\text{(3.44)}

In the case when an input pattern \( X \) is a \( 2^n \times 2^m \)-matrix, these results

are developed as follows. Let \( G_2 \) denote the group of horizontal
enlargements and reductions and vertical ones, and let $G_{22}$, the subgroup of $G_2$, denote any member of which is enlargement or reduction formed on the same scale horizontally and vertically. Examples of $G_2$-equivalent and $G_{22}$-equivalent patterns are shown in Fig. 3.2. The values in Fig. 3.2 are the $p(i, j)$ multiplied by 64 for simplicity. 1's and -1's are blacked and blanked, respectively. In the same manner, the variation of $P$ caused by $G_{22}$ and $G_2$ are illustrated in Fig. 3.3 for the case when $m = n = 3$.

We cite changes of $P(X)$ in Fig. 3.2 for more detailed explanation:

$$P(X_2) = \begin{cases} p(0, 0, X_1) & p(0, 2, X_1) \\ p(2, 0, X_1) & p(2, 2, X_1) \\ p(3, 0, X_1) & p(3, 2, X_1) \\ 0 & 0 & 0 & 0 \end{cases}$$

$$\{p(i, j)\}$$ is classified into $G_{22}$-equivalence classes: $\{p(0, 0)\} U \{p(0, 1), p(0, 2), p(0, 3)\}$ $U \{p(1, 0), p(1, 2), p(1, 3)\}$ $U \{p(2, 0), p(2, 2), p(2, 3)\}$ $U \{p(3, 0), p(3, 2), p(3, 3)\}$. The second-degree terms of $p(i, j)$ in the same $G_{22}$-equivalence classes are also classified into $G_{22}$-equivalence classes, for example, $\{p(0, 0), p(0, 2), p(0, 3)\} \rightarrow \{p^2(0, 1), p^2(0, 2), p^2(0, 3)\}$ $U \{p(0, 1) \cdot p(0, 2) \cdot p(0, 3)\} U \{p(0, 1) \cdot p(0, 3)\}$. From Corollary 2.9 the $q(0, i)(i=1, 2, 3)$ defined by the following expression are $G_{22}$-invariant:

$$q(0, 1) = \frac{p^2(0, 1) + p^2(0, 2) + p^2(0, 3)}{(p(0, 1) + p(0, 2) + p(0, 3))}$$

$$q(0, 2) = 2(p(0, 1) \cdot p(0, 2) + p(0, 2) \cdot p(0, 3)) / (p(0, 1) + p(0, 2) + p(0, 3))$$

$$q(0, 3) = 2p(0, 1) \cdot p(0, 3) / (p(0, 1) + p(0, 2) + p(0, 3))$$

$$(3.46)$$

Let $F(122) = q(i, j)(i=0, 1, 2, 3, j=0, 1, 2, 3)$ be defined by

$$q(0, 0) = p(0, 0), q(0, 1) = F_{ij}(p(0, 1), p(0, 2), p(0, 3)),$$

$$q(i, 0) = F_{ij}(p(1, 0), p(2, 0), p(3, 0))$$
Fig. 3.2. $G_2$-equivalent patterns and $G_{22}$-equivalent patterns.

$$
\begin{align*}
X_1 &= \begin{pmatrix} 9 & 0 & 1 & 18 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 9 & 2 \\ 18 & 0 & 2 & 4 \\ \end{pmatrix} \\
X_2 &= \begin{pmatrix} 9 & 1 & 18 & 0 \\ 1 & 9 & 2 & 0 \\ 18 & 2 & 4 & 0 \\ 0 & 0 & 0 & 0 \\ \end{pmatrix} \\
X_3 &= \begin{pmatrix} 9 & 0 & 1 & 18 \\ 1 & 0 & 9 & 2 \\ 18 & 0 & 2 & 4 \\ 0 & 0 & 0 & 0 \\ \end{pmatrix} \\
X_4 &= \begin{pmatrix} 9 & 1 & 18 & 0 \\ 1 & 9 & 2 & 0 \\ 18 & 2 & 4 & 0 \\
\end{pmatrix} \\
\end{align*}
$$

$$X_1 \overset{G_2}{\equiv} X_2 \overset{G_2}{\equiv} X_3 \overset{G_2}{\equiv} X_4$$

$X_1 \overset{G_{22}}{\equiv} X_2 \overset{G_{22}}{\not\equiv} X_3 \overset{G_{22}}{\not\equiv} X_4$

Fig. 3.3. Shifts of elements of $P$ caused by $G_{22}$ and $G_2$. 

$G_{22} : \leftarrow$ ENLARGEMENT \rightarrow REDUCTION

$G_2 : \leftarrow$ HORIZONTAL ENLARGEMENT \rightarrow HORIZONTAL REDUCTION

\downarrow VERTICAL ENLARGEMENT

\uparrow VERTICAL REDUCTION
\[ q(i, j) = F_{j1+1}(p(i-j1, j-j1), p(i-j1+1, j-j1+1),..., p(i, j),...) \]

where \( 1 \leq i-j1, j-j1, i+j2 \leq 3, j+j2 \leq 3, i=1, 2, 3, j=1, 2, 3. \) \( F(1\Theta12) \) is a \( G1\Theta G2 \)-invariant power spectrum. For any numbers \( n \) and \( m \) we obtain

\[ q(0, 0) = p(0, 0), \quad q(0, j) = F_{j1}(p(0, 1), p(0, 2),..., p(0, m)) \]

\[ q(i, 0) = F_{i1}(p(1, 0), p(2, 0),..., p(n, 0)) \]

\[ q(i, j) = p_{i1+1}(p(i-j1, j-j1), p(i-j1+1, j-j1+1),..., p(i, j),..., p(i+j2, i+j2)) \]

where \( 1 \leq i-j1, 1 \leq j-j1, i+j2 \leq n, j+j2 \leq m, i=1, 2, ..., n, j=1, 2, ..., m. \) In the same way we obtain a \( G1\Theta G2 \)-invariant power spectrum. Let \( F(1\Theta2) = \{ q(i, j) \} (i=0, 1, ..., 5, j=0, 1, ..., 5) \) be defined by

\[ q(0, 0) = p(0, 0), \quad q(0, j) = F_{j1}(p(0, 1), p(0, 2), p(0, 3)) \]

\[ q(i, 0) = F_{i1}(p(1, 0), p(2, 0), p(3, 0)) \]

\[ q(1, 1) = \sum_{k=1}^{3} \sum_{l=1}^{3} p^2(k, l)/A, \quad q(1, 2) = D(0, 0)/A, \quad q(1, 3) = D(0, 1)/A \]

\[ q(2, 1) = D(1, 0)/A, \quad q(2, 2) = D(1, 1)/A, \quad q(2, 3) = D(1, 2)/A \]

\[ q(3, 1) = D(2, 0)/A, \quad q(3, 2) = D(2, 1)/A, \quad q(3, 3) = D(2, 2)/A \]

\[ q(4, 1) = D(1, 0)/A, \quad q(4, 2) = D(2, 0)/A \]

\[ q(5, 0) = D(2, 0)/A \] (3.49)

where \( i=1, 2, 3, j=1, 2, 3, A = \sum_{k=1}^{3} \sum_{l=1}^{3} p(k, l) = 0, \) the \( q(i, j) \) undefined in (3.49) are equal to zero, and \( D(k, l)'s \) are given by

\[ D(k, l) = 2 \sum_{p} \sum_{r} p(r, s)p(r+k, s+l), \quad 1 \leq r, s, r+k, s+l \leq 3. \] (3.50)

The \( q(i, j) (i=1, 2, ..., 5, j=1, 2, ..., 5) \) are equal to zero, if \( A=0. \) Then \( F(1\Theta2) \) is a \( G1\Theta G2 \)-invariant power spectrum. Let the \( F'(i, j) (i=1, 2, ..., L1, j=1, 2, ..., L2) \) be the \( G2 \)-equivalence classes of the second-degree terms of \( p(i, j) (i=1, 2, ..., n, j=1, 2, ..., m) \), where some of them may be equal to
the empty set and the $F'(i,j)$'s are symmetric with the $p(i,j)$ if $n=m$ and $L1=L2$. Exceptionally, we define that $F'(i,j) = (1/2)p^2(i,j)$ if $i=1,2,\ldots,n$, $j=1,2,\ldots,m$. For any numbers $n$ and $m$ we have

$$q(0,0) = p(0,0), \quad q(0,j) = F(j, p(0,1), p(0,2), \ldots, p(0,m))$$

$$q(i,0) = F(i, p(1,0), p(2,0), \ldots, p(n,0)), \quad q(i,j) = \sum_{f \in F'} f/A$$

(3.51)

where $i=1,2,\ldots,L1$, $j=1,2,\ldots,L2$, and

$$A = \sum_{k=1}^{n} \sum_{l=1}^{m} p(k,l) = 0.$$  

(3.52)

The $q(i,j)$ ($i=1,2,\ldots,L1$, $j=1,2,\ldots,L2$) are equal to zero, if $A=0$. \[Pav = \sum_{q \in F'(1\times2)} q = \sum_{q \in F'(2\times2)} q = \sum_{i=0}^{n} \sum_{j=0}^{m} p(i,j). \] 

(3.53)

These aspects are shown in Fig. 3.4. The values in Fig. 3.4(b) and (c) are the $q(i,j)$ multiplied by 64. Each element $x(k,l)$ ($k=0,1,\ldots,\ell$, $l=0,1,\ldots,\ell$) of $Xk(i=1,2,\ldots,6)$ is located at the intersection of row $k$ and column $l$. 1's and -1's are blacked and blanked, respectively. The results in a 2-dimensional case can be easily extended to any number of dimensions.

3.6 Rotation by Multiples of 90°, Symmetry Transformation, and Exchanging 1 for -1 (G3)-Invariant (WHT) Power Spectrums

Let a horizontal symmetry transformation operator on an input pattern $X$ be denoted by $gh$, $Gh = \{gh, gh^2\}$, a vertical one be denoted by $gv$, $Gv = \{gv, gv^2\}$, and a diagonal one be denoted by $gd$, $Gd = \{gd, gd^2\}$. Then $gh^2$, $gv^2$, and $gd^2$ are identity operators. Symmetry transformation of an input pattern yields only sign change of some (WHT) coefficients, and does not have any other changes because of the symmetry of row vectors.
Fig. 3.4. $G1 \otimes G22$-invariant power spectrum and $G1 \otimes G2$-invariant power spectrum: (a) Input patterns, (b) $G1 \otimes G22$-invariant power spectrum, (c) $G1 \otimes G2$-invariant power spectrum.
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\( H(n,k) \). Hence, squares of the coefficients are invariant to symmetry transformation. Therefore the set \( \{ \omega^2(i,j,X) \} \) is \( G_0 \omega G_v \)-invariant. Let 90° rotation operator be denoted by \( g_r \) and \( G_r = \{ g_r, g_r^2, g_r^3, g_r^4 \} \), then \( g_r^4 \) is an identity operator. We notice that \( g_d \) and \( g_r \) operate only on a \( N \times N \) square matrix \( X(N=2^n) \).

It is seen in Fig. 3.5 that \( g_r \) is equivalent to \( g_v g_d \) and \( g_d g_h \), that is,

\[
 g_r X = g_v g_d X = g_d g_h X. \tag{3.54}
\]

Therefore we have

\[
 \omega(i,j,X1) = \omega(i,j,X2) = \omega(j,i,X3)
\]

\[
 = \begin{cases} 
 \omega(j,i,X), & \text{if } \sum_{k=0}^{n-1} i(k) \text{ is an even number} \\
 -\omega(j,i,X), & \text{otherwise}
\end{cases} \tag{3.55}
\]

where \( X1 = g_r X \), \( X2 = g_d g_h X \), \( X3 = g_h X \), \( i = \sum_{k=0}^{n-1} 2^k i(k) \), \( i(k) = 0 \) or 1, \( i = 0, 1, \ldots, 2^n - 1 \), \( j = 0, 1, \ldots, 2^n - 1 \). Let \( G_3 = G_0 \omega G_v \omega G_d \), then it is known from (3.54) that \( G_r \) is included in \( G_3 \). From (3.48), (3.51), and (3.55) we obtain a \( G_1 \omega G_l \omega G_3 \)-invariant power spectrum \( F(1 \omega 2 \omega 3) = \{ s(i,j) \} \) defined by

\[
s(i,j) = \begin{cases} 
 F_1(q(i,j), q(j,i)), & \text{if } i > j \\
 q(i,j), & \text{if } i = j \\
 F_2(q(i,j), q(j,i)), & \text{if } i < j 
\end{cases} \tag{3.56}
\]

and

\[
P_{av} = \sum_{s \in F(1 \omega 2 \omega 3)} s = \sum_{q \in F(1 \omega 1)} q = \sum_{i=0}^{n} \sum_{j=0}^{n} p(i,j) \tag{3.57}
\]

where the \( q(i,j) \) are in \( F(1 \omega l) \) and \( l = 2, 22 \).

Geometric patterns are often drawn by using 1's and -1's which correspond to black and white points, respectively. Let \( g_e \) be an exchanging operator 1 for -1 and \( G_e = \{ g_e, g_e^2 \} \), then
Fig. 3.5. Aspects of operations $g_r$, $gvogd$, and $gdogd$. 
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\[ g_{\ell} X = -X, \quad W(X_1) = -W(X) \]  

(3.58)

where \( X_1 = g_{\ell} X \). From (3.58) it follows that the \( \omega^2(i,j,X) \)'s are invariant to exchanging the sign of an input pattern.

The aspects of group-invariant power spectrums described above are shown in Table 3.1. The marks \( o \) and \( \oplus \) are used to show whether or not the families of some group-invariant functions have equal values with respect to input patterns \( X_1, X_2, \ldots, X_{12} \) in the same column. To take \( G_1 \)-invariant power spectrum \( P(X) \), for example, \( P(X_1) = P(X_2) = P(X_4) = P(X_6) = P(X_8) \) and \( P(X_1) \neq P(X_3) \neq P(X_7) \) in general. It is observed from Table 3.1 that the \( G_1 \oplus G_2 \oplus G_3 \)-invariant power spectrum \( P(T \oplus \Theta \oplus \Xi) \) is a developed power spectrum to be invariant to translations, enlargements, reductions, symmetry transformations, rotations by multiples of \( 90^\circ \), and exchanging the sign of an input pattern.

3.7 Enlargement and Reduction \((G_2')\)-Invariant (WHT) Power Spectrums

Enlargement and reduction have been already defined in the foregoing section. For instance, reduction of \( X_1 \) yields \( X_2 \) in Fig. 3.6. Such a definition makes mathematical analysis easy, but does not make natural sense for man. Therefore the definition is newly introduced in this section as shown in Fig. 3.6. An input pattern \( X \) is called a \( 2^i \)-time enlargeable pattern, if \( X = [U, \theta], \quad U = [x(0), x(1), \ldots, x(2^{n-i}-1)] \) and

\[ \theta = [0, 0, \ldots, 0], \quad 2^{n-2^{n-i}} \]

(3.59)

For example, \( X = [12000000] \) is a \( 2^3 \)-time enlargeable pattern, but \( X = [01200000] \) is not. A \( 1/2^i \)-time reducible pattern is defined in the same
Table 3.1
Aspects of group-invariant power spectrums and other group-invariant families.

<table>
<thead>
<tr>
<th>Transformation Groups</th>
<th>Group-Invariant Power Spectra</th>
<th>Group-Invariant Families</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Patterns</td>
<td>$G_1$</td>
<td>$G_1 \circ G_2$</td>
</tr>
<tr>
<td>$x_1$</td>
<td>$\bigcirc$</td>
<td>$\bigcirc$</td>
</tr>
<tr>
<td>$x_2$</td>
<td>$\bigcirc$</td>
<td>$\bigcirc$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$x_4$</td>
<td>$\bigcirc$</td>
<td>$\bigcirc$</td>
</tr>
<tr>
<td>$x_5$</td>
<td>$\bigcirc$</td>
<td>$\bigcirc$</td>
</tr>
<tr>
<td>$x_6$</td>
<td>$\bigcirc$</td>
<td>$\bigcirc$</td>
</tr>
<tr>
<td>$x_7$</td>
<td>$\times$</td>
<td>$\bigcirc$</td>
</tr>
<tr>
<td>$x_8$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$x_9$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>$\times$</td>
<td>$\bigcirc$</td>
</tr>
<tr>
<td>$x_{11}$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$x_{12}$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>
Fig. 3.6. Explanation of $G2'$ and $G22'$: (a) Two different definitions of enlargements and reductions, (b) $G2'$-equivalent patterns and $G22'$-equivalent patterns.
manner as that of the foregoing section, that is, an input pattern $Y$ is a $1/2^i$-time reducible pattern, if

$$Y = [y(0)1, y(2^i)1, \ldots, y(2^n-2^i)1], \quad I = [1, 1, \ldots, 1]. \quad (3.60)$$

A $2^i$-time enlarged pattern of $X$ and $1/2^i$-time reduced pattern of $Y$ are defined as $[x(0)1, x(1)1, \ldots, x(2^n-2^i)]$ and $[U', \theta]$, respectively, where

$$U' = [y(0), y(2^i), \ldots, y(2^n-2^i)], \quad I = [1, 1, \ldots, 1]$$

$$\theta = [0, 0, \ldots, 0]. \quad (3.61)$$

For instance, the $2$-time enlarged pattern of $X = [12000000]$ is $[1122000]$, and the $2^2$-time enlarged pattern of it is $[1112222]$. Reversely the $1/2$-time reduced pattern of $Y = [11223300]$ is $[12300000]$ and so on. Under the definitions there is obviously no enlargement and reduction-invariant power spectrum, because the average power of an input pattern itself is changed by the transformations. Therefore we give up to obtain an enlargement and reduction-invariant power spectrum and try to get enlargement and reduction-invariant functions from the second-degree terms.

Let the $2^i$-time enlarged pattern of $2^i$-time enlargeable pattern $X$ be $Y$, then $Y$ is a $1/2^i$-time reducible pattern and $1/2^i$-time reduced pattern of $Y$ is $X$. $X$ and $Y$ can be expressed as $X = [U, \theta]$, $Y = U \otimes 1$, where

$$U = [x(0), x(1), \ldots, x(2^n-2^i)], \quad \theta = [0, 0, \ldots, 0]$$

$$I = [1, 1, \ldots, 1]. \quad (3.62)$$

The (WHT) of $X$ is as follows:

$$\hat{W}(X) = (1/N)X \cdot H(n) = (1/N)[U, \theta] \cdot H(i) \otimes H(n-i)$$
\[ \begin{bmatrix} H(n-\ell), H(n-\ell) \\ H(n-\ell), -H(n-\ell) \\ H(n-1) \\ H(n-1) \end{bmatrix} \]

\[ = \frac{1}{N} [U \cdot H(n-\ell), U \cdot H(n-\ell), \ldots, U \cdot H(n-\ell)] \]

\[ = \frac{1}{N} \mathbf{10} (U \cdot H(n-\ell)) \]

where

\[ \mathbf{1} = [1, 1, \ldots, 1] \]

From (3.63) we have

\[ W(k, X) = \begin{cases} \text{value of the } k\text{-th element of } \frac{1}{N} U \cdot H(n-\ell), & 0 \leq k \leq 2^{n-\ell} - 1 \\ w(l, X), & 2^{n-\ell} \leq k < 2^n - 1 \end{cases} \]

(3.65)

where \( l \) is \( k \) modulo \( 2^{n-\ell} \). Regarding \( Y \), from (3.33) we have

\[ W(Y) = \left( \frac{2^i}{N} \right) (U \cdot H(n-\ell)) \otimes [1, 0, \ldots, 0]. \]

(3.33')

(3.63) and (3.33') lead that

\[ \omega(k, X) = \begin{cases} 2^i \cdot w(l, X), & k = 2^i \cdot l \\ 0, & \text{otherwise} \end{cases} \]

(3.66)

where \( l = 0, 1, \ldots, 2^{n-\ell} - 1 \).

These aspects are well-illustrated by utilizing the matrix \( C(X) \) defined already in the case when \( n=3 \). Let \( X \) be a 2-time enlargeable pattern, and let \( Y \) the 2-time enlarged pattern of it. Then we have

\[ C(Y) = \begin{pmatrix} \omega(4, Y), 0, \omega(6, Y), 0 \\ \omega(2, Y), 0, 0, 0 \\ 0, 0, 0, 0 \end{pmatrix} = \begin{pmatrix} 2\omega(2, X), 0, 2\omega(3, X), 0 \\ 2\omega(1, X), 0, 0, 0 \\ 0, 0, 0, 0 \end{pmatrix} \]
Let $X$ be a $2^2$-time enlargeable pattern, and let $Z$ the $2^2$-time enlarged pattern of it. Then we have
\[
\begin{bmatrix}
\omega(4, X) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\omega(1, X) & 0 & 0 & 0 \\
4\omega(1, X) & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]
(3.67) and (3.68) are obtained from (3.65) and (3.66).

Furthermore, it follows that
\[
p(s, X) = \sum_{j=0}^{s-1} p(j, X)
\]
where $X$ is a $2^2$-time enlargeable pattern, and $n-i+1 \leq s \leq n$. The following formulas are asymptotically led from (3.69):
\[
\begin{align*}
p(n-i+1, X) &= \sum_{j=0}^{n-i} p(j, X) \\
p(n-i+2, X) &= \sum_{j=0}^{n-i+1} p(j, X) = 2p(n-i+1, X)
\end{align*}
\]
(3.70)

From (3.65) we have
\[
\begin{align*}
p(0, Y) &= 2^{2i} \cdot p(0, X), \\
p(s, Y) &= \begin{cases} 2^{2i} \cdot p(s-i, X), & \text{if } i+1 \leq s \leq n \\
0, & \text{if } 1 \leq s \leq i
\end{cases} \\
\sum_{s=0}^{n} p(s, Y) &= 2^{i} \sum_{s=0}^{n} p(s, X)
\end{align*}
\]
(3.71)

when $Y$ is the $2^i$-time enlarged pattern of $X$. In the case when $n=3$ and $i=1$, we obtain
\[
P(X) = \{p(0, X), p(1, X), p(2, X), p(3, X)\}
\]
=\left[p(0, X), p(1, X), p(2, X), p(0, X) + p(1, X) + p(2, X)\right]

\[ P(Y) = \left[p(0, Y), 0, p(2, Y), p(3, Y)\right] \]

=\left[4p(0, X), 0, 4p(1, X), 4p(2, X)\right]. \quad (3.72)

These aspects are illustrated in Fig. 3.6 in the 2-dimensional case when \( n=m=3 \). The values in Fig. 3.6 are the \( p(i, j) \) multiplied by \( 64^2 \) for simplicity. 1's and 0's are blacked and blanked, respectively, and we should notice that 0's are used in Fig. 3.6 instead of -1's.

Let \( \mathbf{P}' = [p'(0), p'(1), \ldots, p'(n)] \) be defined by

\[ p'(0) = p(0)^2 / A^2, \quad p'(s) = p(s) \frac{\sum_{j=0}^{s-1} p(j)}{A^2} \quad (3.73) \]

where \( s=1, 2, \ldots, n \), and \( A = \sum_{j=0}^{n} p(j) \). Then \( 2^t \)-time enlargement and \( 1/2^t \)-time reduction of an input pattern cause shifts on \( \mathbf{P}' \) by \( t \) elements toward the right and the left, respectively, except \( \mathbf{P}'(0) \). \( \mathbf{P}'(0) \) is invariant to the transformations. Therefore translation, enlargement, and reduction-invariant functions are obtained as

\[ q'(0) = p'(0), \quad q'(j) = E_j(p'(1), p'(2), \ldots, p'(n)), \quad 1 \leq j \leq n. \quad (3.74) \]

We note that \( \{q'(j)\} (j=0, 1, \ldots, n) \) is not a power spectrum. If we treat an input pattern whose elements have only the values of 1 and -1 and redefine enlargement and reduction by changing 0 for -1, then we can get a translation, enlargement, and reduction-invariant power spectrum. In the 2-dimensional case \( \mathbf{P}' \) is defined by

\[ P'(s, t) = p'(s, t) \frac{p(s, t) - \sum_{i<s} p(i, t) - \sum_{j<t} p(s, j)}{A^4} \quad (3.75) \]

where \( s=0, 1, \ldots, n; \quad t=0, 1, \ldots, m \); and

\[ A = \sum_{i=0}^{n} \sum_{j=0}^{m} p(i, j). \quad (3.76) \]

Let \( G'2 \) and \( G'22 \) be defined in the similar method to those of the fore-
going section. Then the \( \{ q'(i,j) \} \), defined by replacing \( p(i,j) \) in (3.48) and (3.51) with the \( p'(i,j) \), are \( G_2G'_2 \)-invariant and \( G_3G'_2 \)-invariant, respectively. \( G_2G'_2 \times G_3 \)-invariant functions and \( G_3G'_2 \times G_3 \)-invariant functions can be also obtained in the same way as those of the foregoing section. The aspects of these group-invariant functions are shown in Table 3.1. The above discussion has been restricted to real-valued input patterns and functions, but they can be easily extended to complex-valued ones [36], [37].

3.8 Complex-Valued Walsh-Hadamard Transform

(WHT) whose elements are \( \pm 1 \) has been discussed above, but in this section complex-valued (WHT) is introduced. In the former case one can easily define the transformations in the form of \( \delta^* \), but in the latter case the transformations in the form of \( k^* \). Now we can also get the (WHT) power spectrum invariant to translations, enlargements, and reductions in the form of \( k^* \). Then the above discussions can be considered as the special case when \( k=2 \). Let \( z \) and \( R \) be defined as:

\[
\begin{align*}
  z &= \cos(2\pi/k) + j \cdot \sin(2\pi/k), \quad \delta^2 = 1 \\
  R &= H(1,1) = (1, z, z^2, \ldots, z^{k-1})
\end{align*}
\]

(3.77)

Complex-valued Hadamard matrices can be recursively generated as follows:

\[
H(0) = [1] \\
H(n) = \begin{pmatrix}
  H(n-1), & H(n-1), & \ldots, & H(n-1) \\
  H(n-1), & z \cdot H(n-1), & \ldots, & z^{k-1} \cdot H(n-1) \\
  \vdots, & \vdots, & \ddots, & \vdots \\
  H(n-1), & z^{k-1} \cdot H(n-1), & \ldots, & z \cdot H(n-1)
\end{pmatrix}
= H^n(1).
\]

(3.78)
where $H_n^2(i)$ is the $n$ successive Kroneker product of $H(1)$. Let $H(n,i)$ denote the $i$-th row vector of $H(n)$. $H(n)$ is an orthonormal and symmetric matrix, that is, $H(n) \cdot H(n)^t = N \cdot E(n)$, and $H(n)^t = H(n)$, where $N = k^n$, $E(n)$ is an $N \times N$-unit matrix, and "-" means a conjugate matrix or vector. $H(1)$ is expressed as follows:

$$H(1) = \begin{pmatrix} 1, 1, \ldots, 1 \\ R \\ R^4 R \\ \vdots \\ R^{4^2} R^{n-1} \end{pmatrix} = \begin{pmatrix} R^0 \\ R^1 \\ R^2 \\ R^{k-1} \end{pmatrix}$$

(3.79)

where "\cdot" means the product of corresponding elements and $R^i$ means that each element is raised to the $i$-th power. Complex-valued Walsh-Hadamard transform (CWHT) of an input pattern $X$ is defined as:

$$\tilde{W}(X) = \frac{1}{N} X \cdot H(n)$$

(3.80)

where $W(X) = [w(0, X), w(1, X), \ldots, w(N-1, X)]$ and $N = k^n$. The inverse transform is defined as:

$$X = \tilde{W}(X) \cdot H(n).$$

(3.81)

From (3.80) it follows that

$$\tilde{W}(X) \cdot \tilde{W}(X)^t = \frac{1}{N} X \cdot X^t.$$  

(3.82)

Fast algorithm for (CWHT) is nearly equal to that for (WHT) [44]. The some properties of complex-valued Walsh functions and Hadamard matrices are related in [36]. These aspects are shown in Fig. 3.7 in a simple example when $n=2$, $k=3$. 


Fig. 3.7. Fast algorithm for (CWHT), when $k=3$, $n=2$.
Where $\omega^2 = 1$, $\omega \neq 1$, $\frac{1}{2} \rightarrow -\omega \rightarrow \omega^2$. 
3.9 Translation(GL)-Invariant (CWHT) Power Spectrums

In the complex-valued case we can also obtain the corresponding power spectrum to that developed by Ahmed and others [34]. Let \( g(l) \) be a translation by \( l \) elements, then \( g(l) \circ X \) is the translated \( X \) by \( l \) elements. 

\( N \times N \)-matrices \( T(n) \) and \( M(n) \) are defined as:

\[
T(n) = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{pmatrix}, \\
M(n) = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{pmatrix}
\]

(3.83)

where \( N = \mathbb{R}^n \). It is plan to see that \( T(n) = \overline{T(n)} \) and \( M(n) = \overline{M(n)} \).

\[
g(l) \circ X = X \cdot T(n)^L
\]

\[
W(g(l) \circ X) = (1/N)X \cdot T(n)^L \circ H(n) = (1/N^2)X \cdot H(n) \cdot H(n)^T \cdot T(n)^L \cdot H(n)
\]

\[
= W(X) (1/N) H(n) \cdot T(n)^L \cdot H(n).
\]

(3.84)

Let \( A(n) = (1/N) H(n) \cdot T(n) \cdot H(n) \). Now let us consider the matrix \( A(n) \). The product "\( \ast \)" of an \( N \)-vector and an \( N \times N \)-matrix is defined by the product "\( \ast \)" of the vector and the each row vector, which is defined already.

Then we have

\[
T(1) \cdot H(1) = R^4 H(1)
\]

(3.85)

hence

\[
T(n) \cdot H(n) = T(n) \cdot (H(1) \ast H(n-1))
\]

\[
= \begin{pmatrix}
T(n-1) \cdot H(n-1), & T(n-1) \cdot H(n-1), & \ldots, & T(n-1) \cdot H(n-1) \\
T(n-1) \cdot H(n-1), & z \cdot T(n-1) \cdot H(n-1), & \ldots, & z^{k-1} \cdot T(n-1) \cdot H(n-1) \\
\vdots & \vdots & \ddots & \vdots \\
T(n-1) \cdot H(n-1), & z^{k-1} \cdot T(n-1) \cdot H(n-1), & \ldots, & z \cdot T(n-1) \cdot H(n-1)
\end{pmatrix}
\]
\[ \begin{pmatrix} R^0 \mathbf{O} \mathbf{M}(n-1) \\ R^1 \mathbf{O} \mathbf{M}(n-1) \\ \vdots \\ R^{k-1} \mathbf{O} \mathbf{M}(n-1) \\ R^k \mathbf{O} \mathbf{M}(n-1) \end{pmatrix} = \begin{pmatrix} R^0 \mathbf{O} \mathbf{M}(n-1) \\ R^1 \mathbf{O} \mathbf{M}(n-1) \\ \vdots \\ R^{k-1} \mathbf{O} \mathbf{M}(n-1) \\ R^k \mathbf{O} \mathbf{M}(n-1) \end{pmatrix} = H(1) \mathbf{O} (T(n-1) \cdot H(n-1)) + (R-R^0)^T R^1 \mathbf{O} \mathbf{M}(n-1) \\
= H(1) \mathbf{O} (T(n-1) \cdot H(n-1)) + (R-R^0)^T H(1) \mathbf{O} \mathbf{M}(n-1) \\
= H(1) \mathbf{O} (T(n-1) \cdot H(n-1)) + (T(1) \cdot H(1) - H(1)) \mathbf{O} \mathbf{M}(n-1) \\
= H(1) \mathbf{O} (T(n-1) \cdot H(n-1) - M(n-1)) + (T(1) \cdot H(1)) \mathbf{O} \mathbf{M}(n-1). \] (3.86)

Here one should notice that the last row vector of \( T(n-1) \cdot H(n-1) \) is \( H(n-1,0) = [1,1,\ldots,1] \), since the first row vector of \( H(n-1) \) is \( E(n-1,0) \).

Let \( A = \{(a(i,j))\} \) and \( B = \{(b(i,j))\} \) are \( N1 \times N1 \)-matrices and \( C \) and \( D \) are \( N2 \times N2 \)-matrices, then we obtain

\[
(A \cdot B) \mathbf{O} (C \cdot D) = \begin{pmatrix} a(1,1)C, \ldots, a(1,N1)C \\ \vdots \\ a(N1,1)C, \ldots, a(N1,N1)C \\ b(1,1)D, \ldots, b(1,N1)D \\ \vdots \\ b(N1,1)D, \ldots, b(N1,N1)D \end{pmatrix} = (A \mathbf{O} C) (B \mathbf{O} D). \] (3.87)

From (3.86) and (3.87) we have

\[
A(n) = (1/N) H(n) \mathbf{O} T(n) \cdot H(n) \\
= (1/N) (H(1) \mathbf{O} (T(n-1) \cdot H(n-1))) + (T(1) \cdot H(1)) \mathbf{O} \mathbf{M}(n-1)) \\
= (1/N) (kE(1) \mathbf{O} (H(n-1) \cdot T(n-1) \cdot H(n-1) - H(n-1) \cdot M(n-1))) \\
+ k \begin{pmatrix} 1, 0, 0, \ldots, 0, 0 \\ 0, 3, 0, \ldots, 0, 0 \\ \vdots \\ 0, 0, 0, \ldots, 0, 3^{k-1} \end{pmatrix} \mathbf{O} (H(n-1) \cdot M(n-1))). \] (3.88)

Let \( D(n-1,i) \) be defined as
\[ D(n-1,i) = \left( \frac{1}{k^{n-1}} \right) (H(n-1) \cdot T(n-1) \cdot H(n-1) - \hat{H}(n-1)) \cdot M(n-1) \]
\[ + \hat{z}^i \cdot \hat{H}(n-1) \cdot M(n-1) \] 
\[ (3.89) \]

where \( i = 0, 1, \ldots, k-1 \). Then we have

\[ A(n) = \begin{cases} D(n-1,0), & 0, \ldots, 0 \\ 0, & D(n-1,1), \ldots, 0 \\ \vdots, & \vdots, \ldots, \vdots \\ 0, & 0, \ldots, D(n-1,k-1) \end{cases} \]
\[ (3.90) \]

that is, \( A(n) \) is expressed by the direct sum of \( D(n-1,0), D(n-1,1), \ldots, D(n-1,k-1) \). On one hand we obtain

\[ D(n-1,i) \cdot \overline{D(n-1,i)}^t = \left( \frac{1}{k^{n-1}} \right) \left( \begin{array}{c} H(n-1), T(n-1), \hat{H}(n-1) \end{array} \right) \cdot (H(n-1) \cdot T(n-1) \cdot H(n-1) + (\hat{z}^i - 1) M(n-1)) \cdot \]
\[ (H(n-1) \cdot T(n-1) \cdot H(n-1) + (\hat{z}^i - 1) M(n-1))^t \cdot H(n-1). \] 
\[ (3.91) \]

Since \( T(n) \cdot T(n)^t = B(n) \) and the row vectors of \( H(n-1) \) are orthogonal, we have

\[ T(n-1) \cdot H(n-1) \cdot \overline{T(n-1)}^t = k^{n-1} B(n-1) \]
\[ (\hat{z}^i - 1) T(n-1) \cdot H(n-1) \cdot M(n-1)^t \]
\[ = k^{n-1} (\hat{z}^i - 1) T(n-1) \begin{array}{cccc} 0, \ldots, 0, 1 \\ 0, \ldots, 0, 0 \\ \vdots \\ 0, \ldots, 0, 0 \end{array} = k^{n-1} (\hat{z}^i - 1) \begin{array}{c} 0, \ldots, 0, 0 \\ 0, \ldots, 0, 0 \\ \vdots \\ 0, \ldots, 0, 1 \end{array} \]
\[ (3.92) \]

\[ (\hat{z}^i - 1) M(n-1) \cdot \overline{T(n-1)}^t \]
\[ = k^{n-1} (\hat{z}^i - 1) \begin{array}{c} 0, \ldots, 0, 0 \\ \vdots \\ 0, \ldots, 0, 0 \\ 1, \ldots, 0, 0 \end{array} = k^{n-1} (\hat{z}^i - 1) \begin{array}{c} 0, \ldots, 0, 0 \\ \vdots \\ 0, \ldots, 0, 0 \\ 0, \ldots, 0, 1 \end{array} \]
\[ (3.93) \]
Hence
\[ D(n-1, i) \cdot D(n-1, i) = (1/k^{n-1}) H(n-1) \cdot E(n-1) \cdot H(n-1) = E(n-1). \]  
(3.93)

(3.92) is satisfied for any \( i = 0, 1, \ldots, k-1 \), and in the special case when \( i = 0 \) we have
\[ D(n-1, 0) = (1/k^{n-1}) H(n-1) \cdot T(n-1) \cdot H(n-1) = A(n-1). \]  
(3.94)

In other words, \( A(n) \) is decomposed into the direct sum of \( k \) pieces of \( D(n-1, i) \), furthermore \( D(n-1, 0) = A(n-1) \) is also decomposed into direct sum of \( k \) pieces of \( D(n-2, i) \). Thus \( D(n, 0) = D(n-2, i) = \cdots = D(2, 1) \) can be decomposed into the direct sum of smaller matrices. From (3.84), (3.90), and (3.94), we have
\[ W(g(1) \circ X) = W(X) \cdot A(n), \quad W(j, g(1) \circ X) = W(j, X) \cdot D(n-1, j). \]

(3.95)

where
\[ W(j, X) = \{ \omega(\ell 1, j, X) \} (\ell 1 = k^{n-1} \cdot j, k^{n-1} \cdot j + 1, \ldots, k^{n-1} \cdot (j+1) - 1, \]
\( j = 0, 1, \ldots, k-1 \)
\[ W(\ell 2, j, X) = \{ \omega(\ell 2, j, X) \} (\ell 2 = k^{n-1} \cdot (j+1), k^{n-1} \cdot (j+1) + 1, \ldots, k^{n-1} \cdot j - 1, \]
\( j = 1, 2, \ldots, k-1 \).

(3.96)

Taking (3.93) into consideration, we have
\[ p(i, j) = \sum_{\ell 2} |\omega(\ell 2, j, X)|^2 = W(i, j, X) \cdot W(i, j, X) = W(i, j, g(1) \circ X) \cdot W(i, j, g(1) \circ X). \]  
(3.97)

Since we have
\[ p(0) + \sum_{i=1}^{n} \sum_{j=1}^{k-1} p(i, j) = \sum_{i=0}^{N-1} |w(i, X)|^2 = \sum_{i=0}^{N-1} |x(i)|^2, \quad (3.98) \]

the set \( \{p(0)\} \cup \{p(i, j)\}_{i=1, 2, \ldots, n, j=1, 2, \ldots, k-1} \) is a translation-invariant power spectrum. Where \( N=k^N \). From the properties of complex-valued Walsh functions we get the expressions corresponding to (3.34) and (3.35) for a \( k^i \)-time enlargeable pattern \( X \) and a \( 1/k^i \)-time reducible pattern \( Y \):

\[ w(l, X) = 0, \quad \text{if } l > k^{n-i} \]
\[ w(l, Y) = 0, \quad \text{if } l \text{ is not a multiple of } k^i. \quad (3.99) \]

When \( Y \) is a \( k^i \)-time enlarged pattern of \( X \), we have

\[ w(l, X) = w(k^i \cdot l, Y) \quad (3.100) \]

where \( i=0, 1, \ldots, k^{n-i}-1 \). Therefore \( k^i \)-time enlargements and \( 1/k^i \)-time reductions on \( X \) cause parallel translations by \( i \) elements toward the upper parts and the lower on \( P \) defines as follows, respectively:

\[
P = \begin{bmatrix}
p(0) & p(n, 1), p(n, 2), \ldots, p(n, k-1) & \text{enlargements} 
\vdots & \ddots & \vdots 
p(1, 1), p(1, 2), \ldots, p(1, k-1) & \text{reductions}
\end{bmatrix}
\]

\[ (3.101) \]

The case when \( n=k=3 \) is shown in the following:

\[
P = \begin{bmatrix}
p(0) & p(3, 1), p(3, 2) 
p(2, 1), p(2, 2) 
p(1, 1), p(1, 2) 
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 
3 
1 
\end{bmatrix}
\begin{bmatrix}
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
\end{bmatrix}
\]

\[
\begin{bmatrix}
4 
5 
6 
7 
8 
\end{bmatrix}
\begin{bmatrix}
3 
4 
5 
6 
7 
8 
\end{bmatrix}
\]

\[ (3.102) \]

where \( p(0) \) and \( p(i, j)'s (i=1, 2, 3, j=1, 2) \) are the square sums of the corresponding groups, for example, \( p(0) = |w(0)|^2, \) \( p(2, 1) = |w(3)|^2 + |w(4)|^2 + \ldots \)
$|\omega(\delta)|^2$, and so on. Then we can get a $G10G2$-invariant power spectrum \{q(\lambda,r)\}(i=1,2,\ldots,n, r=1,2,\ldots,k-1) as follows:

\[
q(0) = p(0)
\]

\[
q(\lambda,r) = p(\lambda,\alpha), p(2,\alpha), \ldots, p(n,\alpha)
\]

where $q(\lambda) = \sum_{i=1}^{n} \sum_{r=1}^{k-1} p(i,r) = \sum_{i=1}^{n} \sum_{j=1}^{k-1} p(i,j) = \sum_{i=1}^{N-1} |x(i)|^2$. The development of the power spectrum to 2-dimensional case is easily led in a similar manner to 3.4 and 3.5.

3.10 Conclusions

A composing process of some transformation group-invariant functions and the application to the (WHT) power spectrum have been presented. The main idea is to find a permutation group on a family of some functions caused by the transformation operating on an input pattern. Using the process, the (WHT) power spectrum are developed to be unchangeable by translations, enlargements, reductions, rotations by multiples of 90°, and symmetry transformations. Using polar coordinates $(r,\theta)$ instead of orthogonal ones, we can define any rotations besides rotations by multiples of 90°. Then every rotation may be regarded as translation toward $\theta$-direction and enlargement and reduction as exponential shifting toward $r$-direction. With of this convenience the new problem arises, that is, how to define translations of the elements of an input pattern. We have the alternative of orthogonal or polar coordinates, complying with needs.

Since the power spectrums may be regarded as a proper subset of a group-invariant complete system, it cannot perfectly make distinctions between the group-nonequivalent patterns. For example, $P$ is translation-
invariant and also sign exchanging-invariant at the same time. But gen-
erally it seems almost impossible to make up a group-invariant complete
system of hardware when the number of functions in the system is taken
into account. Therefore it becomes very important to select appropriate-
ly a subset of the system. We mainly adopted power spectrums, but it is
also possible to adopt any other functions besides power spectrums. As
seen in 3.7 there is no group-invariant power spectrum in some cases.
This depends on the transformation group. Although this chapter is lim-
ited to the applications to the (WHT) power spectrums on a discrete
input space, the discussions will enhance the further research of group-
invariant functions.
FOURIER SPECTRUMS INVARIANT TO CERTAIN TRANSFORMATIONS

4.1 Introduction

Fourier sinusoids are used as partial functions in this chapter. Fourier spectrums (not power spectrums) are developed to be unchangeable under several transformations such as translations, enlargements, reductions, and so on. Although the Fourier transform takes more computation time than the Walsh-Hadamard transform, it is more convenient in treating general transformations. Fourier power spectrum, auto-correlation function, and the (WHT) power spectrum developed in Chapter 3 are translation-invariant. But they are not translation-invariant complete systems. The spectrums proposed here are transformation-invariant complete systems, and preserve any essential information without any loss. Therefore (a representative of the class of) an input pattern can be regenerated through the inverse Fourier transform. Parameters introduced here represent the degree of transformations, so they can be used for normalization of an input pattern. The normalization is less affected by local distortion and low energy noise, since the Fourier transform is a global transform. Through computer simulation these aspects are shown and the efficiency of our theory is confirmed.

4.2 Input Patterns and the Fourier Transform

Let \( f(x)(-\infty < x < \infty) \) be an input pattern, and an \( N \)-vector \( \mathbb{x} = \{f(x(0)), f(x(1)), \ldots, f(x(N-1))\} \) be the sampled input pattern, where \( x(i) = i/N \).
We suppose the following two cases:

(1) \( f(x) \) is a periodic function with a period 1,

(2) \( f(x) \) is an aperiodic function, and \( f(x) = 0 \) for any \( x \) (\( x < 0, x \geq 1 \)).

In both cases transformation-invariant functions are obtained in the similar way. Fourier spectrum \( F(k)(k: \text{integer}) \) means the former case and \( F(z)(z: \text{real}) \) does the latter. Fourier spectrum can be computed in a short time by the fast Fourier transform (FFT).

Here one problem rises when we treat such transformations as enlargements and reductions. It is illustrated in a simple example. In Fig. 4.1 \( f_2(x) \) is the 2-time enlarged pattern of \( f_1(x) \). \( X_1 \) and \( X_2 \) are the corresponding vectors, respectively. Almost all computer simulations on picture processing deal with sampled patterns on a mesh space. Then it is more natural to consider \( X_3 \) as the 2-time enlarged pattern of \( X_1 \). For another example, the 2-time enlarged pattern of \( X_4 \) is \( X_5 \). Therefore in this chapter we deal only with step functions whose values do not change within sampling intervals. The FFT can not be applied to this case as it is. But with a little contrivance it becomes applicable and saves us very much computation time. Let \( f(x) \leftrightarrow F(k) \) be the Fourier transform pair:

\[
f(x) = \sum_{k=-\infty}^{\infty} F(k) e^{j2\pi kx}
\]

\[
F(k) = \int_{-\infty}^{\infty} f(x) e^{-j2\pi kx} dx = \sum_{i=0}^{N-1} f(x(i)) \sum_{i=0}^{N-1} f(x(i+1)) e^{-j2\pi kx(i)}
\]

\[
= (1/j2\pi k) \sum_{i=0}^{N-1} f(x(i+1)) - f(x(i))) e^{-j2\pi kx(i)}
\]

\[
(k \neq 0, x(N) = x(0), j^2 = -1)
\]

\[
F(0) = (1/N) \sum_{i=0}^{N-1} f(x(i)).
\]  

(4.1) means that \( F(k)(k \neq 0) \) is the coefficients divided by \( j2\pi k \) which is
Fig. 4.1. Input patterns and their vector expressions.
obtained from the discrete Fourier transform of difference between adjacent sampled components. That is, the FFT becomes applicable when \( N=2^n \).

4.3 Translation-Invariant Spectrums

In this section a translation-invariant spectrum is obtained. For simplicity, the discussion is restricted to a 1-dimensional case, but it is easily extensible into higher-dimensional cases. It is well known that auto-correlation functions \( \phi_{ff}(\tau) \) and the Fourier power spectrum \( |F(k)|^2 \) are translation-invariant. When \( f=f(x)f(x+\tau) \) and arithmetic summation \( \sum \) is exchanged for integral \( \int \) in Corollary 2.9, \( f^{\dagger} \) and \( \phi_{ff}(\tau) \) are the same. \( \phi_{ff}(\tau) \) and \( |F(k)|^2 \) are a Fourier transform pair and both of them reserve only amplitude information and no phase one. In other words, they are translation-invariant, but not translation-invariant complete systems.

To construct a translation-invariant complete system, we examine changes of the phase angles caused by translations of an input pattern. Let \( F_a(k) \) be the Fourier transform of \( f(x-a) \) which is a translated pattern of \( f(x) \) by \( a \).

\[
F_a(k) = \int f(x-a)e^{-j2\pi kx}dx = e^{-j2\pi ak}F(k)
\]

(4.2) means that amplitude components are the same and phase components change by \(-2\pi ak\). As a calculative result of a phase angle, \([\arg(F(k)) - 2\pi ak]_{\mathbb{Z}}\) is obtained. Where \( \arg(\cdot) \) means an argument and \( [\cdot]_{\mathbb{Z}} \) does mod 2\( \pi \). Since the interval \( (0 \leq x < 1) \) is an object of our discussion as the domain of an input pattern \( f(x) \), the phase angle of \( F_a(1) \) can be considered a parameter of location of an input pattern. Using this fact, a
translation-invariant spectrum is constructed as follows:

\[ |F_s(k)| = |F(k)| \]

\[ \arg(F_s(k)) = [\arg(F(k)) - k(\arg(F(1)) - \pi)]_{2\pi} (k \neq 0) \]

\[ F_s(0) = F(0), \quad \Delta s = [\arg(F(1))]_{2\pi}/2\pi \] (4.3)

\( F_s(k) \) is the Fourier spectrum which is translated so that \( \arg(F_s(1)) = \pi \).

This has close relations to translating the input pattern \( f(x) \) so that the center of gravity may be 0.5. \( \Delta s \) can be regarded as a parameter of location of an input pattern and \( 0 \leq \Delta s < 1 \). For example, for \( X = [11000000] \),

\( F(1) = 0.00507e^{j\pi/4}, \quad \arg(F(1)) - \pi = 3\pi/4 \), therefore \( \Delta s = 1/8 \) (the center of gravity) and the pattern is translated toward the right by 3 elements (\( 3\pi/4 \times 1/2\pi \approx 8 \)). Through the inverse Fourier transform of \( F_s(k) \) the input pattern \([00011000]\) is obtained, and the center of gravity is 0.5.

It is proved as follows that \( F_s(k) \) is a translation-invariant complete system:

(Proof) Invariance: Let \( f(k) \leftrightarrow F_s(k) \). For amplitude we have

\[ |F_s(k)| = |F_a(k)| = |F(k)| \] (4.4)

For argument we have

\[ \arg(F_s(k)) = [\arg(F_a(k)) - k(\arg(F_a(1)) - \pi)]_{2\pi} \]

\[ = [\arg(F(k)) - k(\arg(F(1)) - \pi)]_{2\pi} (k \neq 0) \]

\[ F_s(0) = F_a(0) = F(0) \] (4.5)

Completeness: Suppose that \( F_s1(k) = F_s2(k) \), and \( F_s1(k) \) and \( F_s2(k) \) are \( F_s(k) \)'s obtained from \( G \)-nonequivalent functions \( f1 \) and \( f2 \) (\( f1 \neq f2 \)), respectively. Let \( f1(x) \leftrightarrow F1(k), \quad f2(x) \leftrightarrow F2(k) \).

\[ |F1(k)| = |F_s1(k)| = |F_s2(k)| = |F2(k)| \]

\[ [\arg(F1(k)) - k(F1(1) - \pi)]_{2\pi} = \arg(F_s1(k)) \]
\[
= \text{arg}(F_\text{sl}(k)) = [\text{arg}(F_\text{sl}(k)) - k(F_\text{sl}(1) - k)]_{2\pi}.
\] (4.6)

Hence

\[
f_1(x-(F_\text{sl}(1) - \pi)/2\pi) \leftrightarrow F_\text{sl}(k)
\]
\[
f_2(x-(F_\text{sl}(1) - \pi)/2\pi) \leftrightarrow F_\text{sl}(k).
\] (4.7)

Since \(F_\text{sl}(k) = F_\text{sl}(k)\) from the supposition, we obtain

\[
f_1(x-(F_\text{sl}(1) - \pi)/2\pi) = f_2(x-(F_\text{sl}(1) - \pi)/2\pi).
\] (4.8)

(4.8) means that \(f_1 \equiv f_2\). This is inconsistent with the supposition. QED.

Deciding the phase angle of \(F(1)\), the input pattern is reproduced through the inverse Fourier transform. Though the phase angle of the frequency 1 is picked out as the standard on the above, that of another frequency \(k\) can be adopted, too. For instance, we cannot but do so when \(|F(1)| \neq 0\). Note that the decision of the phase angle has the freedom of \(k\). To utilize the phase angles for normalization of an input pattern, the freedom is got rid of by adopting several phase angles of the standard patterns at one time. The example of a translation-invariant spectrum is shown in Table 4.1. The parameter \(\Delta s\) expresses the location of an input pattern. The normalized patterns \(f(x-0.5+\Delta s)\) by using \(\Delta s\) are the same for the three input patterns, and so are the translation-invariant spectrum \(F_\text{sl}(i)'s (i=0, 1, 2, 3)\).

4.4 Enlargement and Reduction-Invariant Spectra

In this section two kinds of enlargements and reductions are introduced, and we obtain the spectrums invariant to them. First, we consider periodic functions with a period 1. When \(f(x+1/b) = f(x)\) for an natural number \(b\) and an arbitrary real number \(x\), we say that \(f(x)\) is \(b\)-time
Table 4.1. An example of translation-invariant spectrum.

<table>
<thead>
<tr>
<th>Input patterns</th>
<th>$F(1)$</th>
<th>$\Delta s$</th>
<th>$F_s(0)$</th>
<th>$F_s(1)$</th>
<th>$F_s(2)$</th>
<th>$F_s(3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12300000]</td>
<td>$0.613e^{0.767\times2\pi}$</td>
<td>0.233</td>
<td>0.75</td>
<td>$0.613e^{j\pi}$</td>
<td>0.318e^{36.07}</td>
<td>0.161e^{j1.90}</td>
</tr>
<tr>
<td>[01230000]</td>
<td>$0.613e^{0.642\times2\pi}$</td>
<td>$=0.233+\frac{1}{6}$</td>
<td>0.75</td>
<td>$0.613e^{j\pi}$</td>
<td>0.318e^{36.07}</td>
<td>0.161e^{j1.90}</td>
</tr>
<tr>
<td>[00123000]</td>
<td>$0.613e^{0.517\times2\pi}$</td>
<td>0.488</td>
<td>0.75</td>
<td>$0.613e^{j\pi}$</td>
<td>0.318e^{36.07}</td>
<td>0.161e^{j1.90}</td>
</tr>
</tbody>
</table>

\[
f(x-0.5+\Delta s) = 0.5-\Delta s\]
enlargeable and \( f(x/b) \) is the \( b \)-time enlarged pattern of \( f(x) \). It is conversely said that \( f(x) \) is the \( 1/b \)-time reduced pattern of \( f(x/b) \). For instance, \([01230123]\) is 2-time enlargeable, and the 2-time enlarged pattern is \([00112233]\). Let \( f(x) \leftrightarrow F(k) \), \( f(x/b) \leftrightarrow F_b(k) \), then we obtain

\[
F(k) = \int_0^1 f(x) e^{-j2\pi kx} dx = \sum_{i=0}^{b-1} \int_0^{(i+1)/b} f(x) e^{-j2\pi kx} dx
\]

\[
= \int_0^1 f(x/b) e^{-j2\pi kx/b} dx \sum_{i=0}^{b-1} e^{-j2\pi ki/b} dx
\]

\[
= (1/b) \int_0^1 f(x/b) e^{-j2\pi kx/b} \sum_{i=0}^{b-1} e^{-j2\pi ki/b} dx. \tag{4.9}
\]

Since

\[
\sum_{i=0}^{b-1} e^{-j2\pi ki/b} = \begin{cases} b, & \text{if } k \text{ is a multiple of } b \\ 0, & \text{otherwise,} \end{cases} \tag{4.10}
\]

we have

\[
F(k) = \begin{cases} F_b(k/b), & \text{if } k \text{ is a multiple of } b \\ 0, & \text{otherwise.} \end{cases} \tag{4.11}
\]

Saying in other words, a \( b \)-time enlargement of an input pattern causes a translation of frequency components \( F(k) \)'s into \( F(k/b) \)'s. This is shown in a simple example of Table 4.2.

Let the abscissa be \( \log k \) and the ordinate be \( F(k) \), then a \( b \)-time enlargement becomes a translation by \(-\log b\). We can construct enlargement and reduction-invariant functions, when translation-invariant functions are composed on such an axis of co-ordinates. For example, let us construct enlargement and reduction-invariant functions by the method of Theorem 2.9:

\[
F' = (F(0), \sum_{k=1}^{\infty} F(k), F^2(0), \sum_{k=1}^{\infty} F^2(k), \sum_{k=1}^{\infty} F(\ell, k) F(m, k), \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots)
\]

\[
(\ell=1, 2, \ldots, m=\ell+1, \ell+2, \ldots) \tag{4.12}
\]

According to the above definition, the \( 1/2 \)-time reduced pattern of
Table 4.2. 2-time enlargement and change of Fourier spectrum.

<table>
<thead>
<tr>
<th>Input patterns</th>
<th>$F(0)$</th>
<th>$F(1)$</th>
<th>$F(2)$</th>
<th>$F(3)$</th>
<th>$F(4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12301230]</td>
<td>1.5</td>
<td>0</td>
<td>-0.637</td>
<td>0</td>
<td>-0.318j</td>
</tr>
<tr>
<td>[11223300]</td>
<td>1.5</td>
<td>-0.637</td>
<td>-0.318j</td>
<td>0.212</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 4.2. Two kinds of reduced patterns.
X1 is X2 as shown in Fig. 4.2. Such a definition makes mathematical analysis easy, but it is unnatural for human feeling. It is more natural and moreover has wider practical application areas in pattern recognition and picture processing that we define the 1/2-time reduced pattern of X1 as X3. Let \( f(x) = 0(x < 0, l \geq x) \), the Fourier transform of \( f(x) \) be \( F(z) \), and the central frequency \( c \) be defined as follows:

\[
\begin{align*}
\alpha: & Q(c) = P/2, \quad Q(c - \varepsilon) < P/8 \quad (\varepsilon > 0) \\
Q(t) &= \int_{-\infty}^{t} |F(z)|^2 dz \quad (t > 0) \\
P &= Q(\omega) = \int_{-\infty}^{\infty} |f(x)|^2 dx.
\end{align*}
\]

(4.13)

An input pattern \( f(x) \) is always 1/b-time reducible \((b > 1)\). \( f(bx) \) is called the 1/b-time reduced pattern of \( f(x) \). If there exists a real number \( a \) such that

\[
\begin{align*}
f((x-a)/b) &= 0 \quad (x < 0, l \geq x, \ |a| < 1) \\
\end{align*}
\]

we say that \( f(x) \) is \( b \)-time enlargeable and \( f((x-a)/b) \) is the \( b \)-time enlarged pattern of \( f(x) \). For instance, \([01230000]\) is 2-time enlargeable, and the 2-time enlarged pattern of it is \([00112233]\). For simplicity, suppose that \( a = 0 \), and let us investigate the change brought about \( b \)-time enlargement. Let \( f(x) \leftrightarrow F(z), \ f(x/b) \leftrightarrow F_b(z) \), then we have

\[
F_b(z) = \int_{0}^{\infty} f(x/b) e^{-j2\pi bx} dx = b \cdot F(bx).
\]

(4.15)

Let the central frequencies of \( f(x) \) and \( f(x/b) \) be \( c_1 \) and \( c_2 \), respectively.

\[
\begin{align*}
c_1: & \int_{-\infty}^{+\infty} |F(z)|^2 dz = P/2 \\
c_2: & \int_{-\infty}^{+\infty} |F_b(z)|^2 dz = b \int_{-\infty}^{+\infty} |F(z)|^2 dz = P/2 \\
P_b &= \int_{-\infty}^{+\infty} |F_b(z)|^2 dz = b \cdot P.
\end{align*}
\]

(4.16)

Hence, it follows that \( c_1 = b \cdot c_2 \). In the same way as the parameter \( \Delta s \) of
the pattern location is obtained from the phase angle of frequency 1, the parameter $\Delta e$ of the pattern size is done from the central frequency. Let the central frequency of the standard pattern be $\omega_0$, then the enlargement and reduction-invariant spectrum is got in the following equation:

$$\Delta e = \omega_0 / \omega$$

$$F_e(z) = F(z \cdot c / \omega_0) / P$$

$$P = \int_0^1 |f(z)|^2 dz = \int_0^{\omega_0} |F(z)|^2 dz. \quad (4.17)$$

Where $f(x)$ and $k \cdot f(x)$ are included in the same equivalence class. For example, $[12300000] = [24600000]$. This means that the pictures of photograph and TV are in the same equivalence class, even if the brightness is changed.

It is proved as follows that $F_e(z)$ is an enlargement and reduction-invariant complete system:

(proof) Invariance: Let $f(x) \leftrightarrow F(z)$, $f(x/b) \leftrightarrow F_b(z)$, and $P_b$, $P$, $c_1$, and $c_2$ be defined in (4.16) and (4.17), then

$$F_e(z) = F_b(z \cdot c_2 / \omega_0) / P_b = F(z \cdot c_1 / \omega_0) / P. \quad (4.18)$$

Completeness: The proof is done by a reduction to absurdity. Let $F_1(z)$ and $F_2(z)$ be $F_e(z)$'s obtained from $G$-nonequivalent pair $f_1, f_2$ ($f_1 \neq f_2$), and $c_1$ and $c_2$ be the central frequency of $f_1(x)$ and $f_2(x)$, respectively. Suppose that $F_1(z) = F_2(z)$, $f_1(x) \leftrightarrow F_1(z)$, $f_2(x) \leftrightarrow F_2(z)$, $f_3(x) \leftrightarrow F_1(z) = F_2(z)$.

$$f_3(x) \leftrightarrow F_1(z) = F_1(z \cdot c_1 / c_0) / P_1 \leftrightarrow f_1(x / b_1) / (b_1 \cdot P_1) \quad (b_1 = c_1 / c_0)$$

$$f_3(x) \leftrightarrow F_2(z) = F_2(z \cdot c_2 / c_0) / P_2 \leftrightarrow f_2(x / b_2) / (b_2 \cdot P_2) \quad (b_2 = c_2 / c_0). \quad (4.19)$$

This means that $f_3(x)$ is the $b_1$-time enlarged pattern of $f_1(x) / (b_1 \cdot P_1)$,
that is, $f_3^G=f_1^G$. In the same way it is obtained that $f_3^G=f_2^G$. Since we have $f_1^G=f_2^G$, this contradicts to the supposition. QED.

An example of an enlargement and reduction-invariant spectrum is shown in Table 4.3. The changes of the Fourier spectrum and the central frequency caused by an enlargement are seen in the table. $F_2(\theta)^s(\theta=0,1, \ldots, 4)$ are the same for the two input patterns. $f(x)$ becomes $f(x/b-a)$, after $b$-time enlargement and translating by $a$. Let $f(x) \leftrightarrow F(s)$, then $f(x/b-a) \leftrightarrow b \cdot e^{-j2\pi ab}F(ba)$. First, the enlargement and reduction-invariant spectrum $F_e(\theta)=F(s \cdot a/2)/P$ is obtained. Next, the translation-invariant spectrums are got by using the phase angle of $F_e(1)$. Thus we arrive at a translation, enlargement, and reduction-invariant spectrum. The above discussion is easily extended to a 2-dimensional case.

4.5 Rotation and Other Transformation-Invariant Spectrums

Rotation can be considered translation of the angle($\theta$), when a 2-dimensional pattern is expressed by polar coordinates ($r, \theta$). For an input pattern $f(r, \theta)$, $F(kr, k\theta)$ is defined as follows, and such a pair is written $f(r, \theta) \leftrightarrow F(kr, k\theta)$:

$$F(kr, k\theta) = \int_0^1 \int_0^1 f(r, \theta) e^{-j2\pi kr} e^{-j2\pi k\theta} r \, dr \, d\theta.$$ (4.20)

Let us note that (4.20) is different from the Fourier spectrum expressed by polar coordinates. In this a phase angle is treated as if it is one axis of orthogonal coordinates. Therefore the same technique as used to obtain a translation-invariant spectrum is applicable for obtaining a rotation-invariant spectrum. Let $f(r, \theta-d) \leftrightarrow F_d(kr, k\theta)$, then we have

$$F_d(kr, k\theta) = \int_0^1 \int_0^1 f(r, \theta-d) e^{-j2\pi kr} e^{-j2\pi k\theta} r \, dr \, d\theta = e^{-j2\pi d}F(kr, k\theta).$$ (4.21)
Table 4.3. An example of enlargement and reduction-invariant spectrum.

<table>
<thead>
<tr>
<th>Input patterns</th>
<th>F(0) F(1) F(2) F(3) F(4)</th>
<th>α</th>
<th>Fe(0) Fe(1) Fe(2) Fe(3) Fe(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75 0.066 -0.318 0.128 -0.159j</td>
<td>0.854=α0</td>
<td>0.429 0.038 -0.182 0.073 -0.091j</td>
<td></td>
</tr>
<tr>
<td>×2 -0.61j</td>
<td>+0.1j</td>
<td>1/2</td>
<td>+0.348j +0.855j</td>
</tr>
<tr>
<td>1.50 -0.637 -0.318j 0.212 0</td>
<td>0.428</td>
<td>0.429 0.038 -0.182 0.073 -0.091j</td>
<td></td>
</tr>
<tr>
<td>11223300</td>
<td></td>
<td></td>
<td>+0.348j +0.855j</td>
</tr>
</tbody>
</table>
In the similar way to 4.3, the phase angle of $F(0,1)(kr=0, k\theta=1)$ can be regarded as the parameter of inclination. It is expressed as $\Delta r = \arg(F(0, 1))$. Let $\Delta r \theta$ be the parameter of a reference pattern and $\Delta r$ be one of an input pattern, then the input pattern can be normalized by rotating by $\theta_0 (= \Delta r \theta - \Delta r)$. Rotation of an input pattern by $\theta_0$ causes rotation of the Fourier spectrum by $\theta_0$. Hence $F_r(kr, k\theta)$ defined in the following is a rotation-invariant spectrum:

$$F_r(kr, k\theta) = F(kr \cdot \cos(\theta_0) + ky \cdot \sin(\theta_0), -kr \cdot \sin(\theta_0) + ky \cdot \cos(\theta_0))$$

(4.22)

where, $f(x,y) \leftrightarrow F(kx, ky)$. It is easily proved that $F_r(kx, ky)$ is a rotation-invariant complete system in the same manner as that of a translation-invariant spectrum. For an input pattern $f(x)(0 \leq f(x) \leq 1)$, the negative-positive reversed pattern is defined as $f'(x) = 1 - f(x)$. Then $F_n(k)$ defined in the following is a negative-positive reversion-invariant spectrum:

$$F_n(k) = \begin{cases} 
F(k), & \text{if } Re(F(1)) > 0 \\
-F(k), & \text{if } Re(F(1)) < 0, k \neq 0 \\
1-F(0), & \text{if } Re(F(1)) < 0, k = 0
\end{cases}$$

(4.23)

where $Re(\ )$ means the real part.

Axis-symmetry transformation is defined as $f''(x) = f(1-x) = f(-x)$, where $f(x)$ is a periodic function with period 1. The following $F_a(k)$ is an axis-symmetry transformation-invariant spectrum:

$$F_a(k) = Re(F(k)) + j \cdot Im((F(k)) \cdot sgn(Im(F(1))))$$

(4.24)

where $Im(\ )$ and $sgn(\ )$ mean the imaginary part and the sign, respectively. When $Re(F(1)) = 0$ and $Im(F(1)) = 0$ in (4.23) and (4.24), respectively, the transformation-invariant spectrums must be redefined by using higher
order nonzero components. It is also easily proved that $F_n(k)$ and $F_\alpha(k)$ are transformation-invariant complete systems.

4.6 Computer Simulation

In this section we have a try of computer simulation of the modified Fourier spectrum invariant to translations, enlargements, reductions, and rotations. Using the spectrum, some cartoons are classified into two classes. Since the Fourier transform is a global transform, it is less affected by local distortion and noise. We take an example of segmentation in Fig. 4.3. From a maximum flame method Segmentation 1 is obtained. On the other hand, if the energy of noise is low, Segmentation 2 becomes possible by the method proposed here.

The aspects of obtaining the invariant spectrum to various transformations are shown through computer simulation. Ten patterns in Fig. 4.4 are used as original data. $X_2, X_3, \ldots, X_8$ are got through adding noise, translating, and tilting after making equal or reduced size copies from $X_1$. $X_9$ and $X_{10}$ belonging to another class are used for comparison with them. $X_1, X_2, \ldots, X_{10}$ are expressed by binary patterns sampled on a $512 \times 512$ mesh. First, we obtain the parameter $\Delta r$ of tilting. For restriction of memory size and computation time, $\Delta r$ is got by using $128 \times 128$ patterns whose components are arithmetic summation of $4 \times 4$ points, where the origin is the gravity center. Let the parameter of $X_1$ be $\Delta r_0$, then $\Delta r_0 - \Delta r$ is shown in Table 4.4. Because of summing $4 \times 4$ points, the precision of them is bad, but the error angles are within the scope of $\pm 10^\circ$. The rotation of an input pattern can be roughly estimated. Rotating the
Fig. 4.3. Segmentations of an input pattern.
Fig. 4.4. Input patterns.
Table 4.4 Parameters of transformations and Euclid distance between transformation-invariant Fourier spectrums.

<table>
<thead>
<tr>
<th>Input patterns</th>
<th>$\Delta r_0 - \Delta r$</th>
<th>real angle</th>
<th>$\Delta x$, $\Delta y$</th>
<th>real ratio</th>
<th>$\Delta x$, $\Delta y$</th>
<th>Distance from $X1$</th>
<th>Distance from $X9$</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X1$</td>
<td>0°</td>
<td>0°</td>
<td>1.00, 1.00</td>
<td>1.0</td>
<td>0.45, 0.35</td>
<td>0</td>
<td>0.230</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X2$</td>
<td>-6.4°</td>
<td>0°</td>
<td>1.08, 1.10</td>
<td>1.0</td>
<td>0.45, 0.30</td>
<td>0.089</td>
<td>0.220</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X3$</td>
<td>3.5°</td>
<td>0°</td>
<td>1.22, 1.22</td>
<td>1.0</td>
<td>0.41, 0.31</td>
<td>0.164</td>
<td>0.202</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X4$</td>
<td>-2.8°</td>
<td>0°</td>
<td>1.00, 0.94</td>
<td>1.0</td>
<td>0.45, 0.39</td>
<td>0.026</td>
<td>0.226</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X5$</td>
<td>-9.8°</td>
<td>0°</td>
<td>0.70, 0.71</td>
<td>0.7</td>
<td>0.48, 0.50</td>
<td>0.085</td>
<td>0.182</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X6$</td>
<td>-3.9°</td>
<td>0°</td>
<td>0.50, 0.50</td>
<td>0.5</td>
<td>0.47, 0.51</td>
<td>0.164</td>
<td>0.211</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X7$</td>
<td>19.5°</td>
<td>25°</td>
<td>0.90, 1.14</td>
<td>1.0</td>
<td>0.26, 0.48</td>
<td>0.048</td>
<td>0.214</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X8$</td>
<td>-38.0°</td>
<td>-30°</td>
<td>0.72, 0.78</td>
<td>0.7</td>
<td>0.68, 0.34</td>
<td>0.085</td>
<td>0.189</td>
<td>$X1$</td>
</tr>
<tr>
<td>$X9$</td>
<td>29.6°</td>
<td>25°</td>
<td>0.72, 0.78</td>
<td>0.7</td>
<td>0.60, 0.48</td>
<td>0.230</td>
<td>0</td>
<td>$X9$</td>
</tr>
<tr>
<td>$X10$</td>
<td>52.3°</td>
<td>25°</td>
<td>0.54, 0.55</td>
<td>0.7</td>
<td>0.27, 0.59</td>
<td>0.366</td>
<td>0.164</td>
<td>$X9$</td>
</tr>
</tbody>
</table>
Fourier spectrum of a 2-dimensional pattern by $\Delta x \Delta y$, the rotation-invariant spectrum can be got. For simplicity, we normalize beforehand an input pattern by rotating. To save memory size and computation time, we compute only the Fourier spectrums of two 1-dimensional patterns which are obtained as follows:

$$X_k = \{x(i,j)\}_{(i,j)=1,2,\ldots,612}$$

$$X = \{x(i)\}_{i=1,2,\ldots,512}$$

$$Y = \{y(j)\}_{j=1,2,\ldots,512}.$$  \hspace{1cm} \text{(4.25)}

Through the method mentioned in 3.2, $\Delta x$, $\Delta y$, $\Delta ex$, and $\Delta ey$ are computed from the Fourier spectrums of $X$ and $Y$. Where the origin $(0,0)$ is the upper left corner and the subscripts $x$ and $y$ mean parameters of $x$-direction and $y$-direction, respectively. The Fourier transform is done after a (4096-512)-vector $[0,0,\ldots,0]$ is added to $X$ and $Y$ to be 4096-vectors. After that, the Fourier spectrums are obtained by trapezoidal approximation from the FFT, so $\Delta ex$ and $\Delta ey$ can be computed. The results are shown in Table 4.4. $\Delta e$'s of $X2$ and $X3$ are 10%-20% larger than the real pattern size. Since we can consider that input patterns are expanded by adding noise, this tendency is acceptable to some extent. $\Delta e$'s of the patterns which are transformed only through rotations and reductions are fairly accurate, that is, nearly equal to the ratio of the real pattern size. Some of patterns which are rotated are influenced by the bad precision of normalizing. $\Delta e$'s are nearly equal to pattern locations. After the enlargement and reduction-invariant spectrum is obtained by using $\Delta e$, the translation-invariant spectrum is obtained by using the phase angle of frequency 1. We cannot reverse the order, be-
cause translations do not change the size, but enlargements and reductions change the location. Euclidean distances between above obtained transformation-invariant spectrums are shown in Table 4.4. In this table we see that ten patterns in Fig. 4.4 are classified correctly into two classes by the nearest neighborhood method.

4.7 Conclusions

Invariant spectrums to translations, enlargements, reductions, and rotations were developed through the Fourier spectrum. Changes of the Fourier spectrum caused by the transformations of an input pattern were investigated, and a transformation-invariant complete system was constructed. Transformations of an input pattern bring about changes of the parameters introduced here. Since these parameters are computed through the Fourier transform of a global operation, they are steady under local distortions and noise. As seen in computer simulation, the parameters of location, size, and inclination were extracted approximately correctly. Using these parameters, it becomes possible to do normalization of input patterns which is stable under the above transformations and noise. When a step function is transformed through Fourier transform, the fast Fourier transform (FFT) becomes applicable by using the difference \( f(x(i + 1)) - f(x(i)) \) of values of neighboring sampling points. This accomplishes a considerable economy of computation time. In computer simulation all the 2-dimensional patterns were distinguished. Although we used only \( P_g(x, 0) \) and \( P_g(0, y) \) instead of all members \( P_g(x, y) \)'s of the transformation-invariant complete system, ten patterns under several transformations are all classified correctly.
5.1 Introduction

In the foregoing chapters global transformations are mainly treated. In this chapter local transformations, which are usually called distortions, are treated. Distortions may include global transformations. Subset methods, which can be regarded as one kind of modified template matching methods, are introduced to construct systems unaffected by certain distortions. Any kind of distortions should not be tolerated, but only a particular class of distortions, which we call *admissible distortions*, should be.

According to a template matching technique, an unknown pattern is recognized by deciding whether the unknown pattern matches one of templates for differently shaped specimens of each pattern class within an admissible distortion. The process of optimizing the match may take a long time. The pattern should be subjected in turn to each of a large number of distortions. It may save computation time and required memory to determine which points can correspond to which by a method that uses a set of small parts of the pattern and the template. Besides that any part of a pattern will be less affected by a distortion than the whole. For this reason, it is easier for machines to recognize features which are local properties of patterns than to recognize whole distorted patterns. The design of features usually takes a great deal of human efforts. It is desirable to automate the determination of features.
Therefore this chapter starts with discussion of subset methods and learning algorithm for automatic feature extraction. Feature extraction may be the optimum selection of common subpatterns to many patterns. The results of computer simulation in a simple example will be shown to illustrate how the algorithm works.

In general, the set of automatically determined features may include redundant features. The features generally may not be evaluated independently. After learning of features, some of them are selected to obtain a min-max-cover which covers as many bits of patterns in the training set as possible. The selection problem is represented by a $F$-table. After obtaining a min-max-cover, a classifier function is constructed in the form of a product-of-sums of features in the min-max-cover.

5.2 Subset Methods

In this section some definitions are given, and a subset method is introduced. For simplicity, let us consider a problem where an input pattern is expressed in a binary form of a $n$-vector $X=[x(0),x(1),\ldots,x(n-1)]$ of 0's and 1's. It is desired to determine automatically a set of features by a subset method. Here admissible distortions are given a priori. In practice the number of admissible distortions is so large that we cannot store them explicitly. One way to overcome this difficulty is work with subset methods. Every admissible distortion is expressed by a partition which was introduced by Ullmann [1]. A partition $B_i$ on $T$ is a set of non-overlapping subsets of $T$ whose union is $T$. 
where \( T \) is the set of variables of two patterns. A partition \( B_i \) is said to be applicable to a pair of patterns, if the labelled bit locations with the same letter have the same value. For example, \( B_1 \) is a partition on \( T \) which has 20 subsets as shown in Fig. 5.1(b). In the figure bit locations which are labelled with the same letter belong to the same subset of \( T \), and ones which are not labelled with any letter have no restriction from \( B_1 \). \( B_1 \) is applicable to \( 2^{20} \) pairs of patterns. A pair of patterns \( X_l \) and \( Y_l \) of patterns is one of such pairs of patterns in Fig. 5.1(c). Another example is shown in Fig. 5.1(d), (e). A partition can be regarded as a many-to-many mapping of individual bits of patterns. If \( B_i \) is applicable to a pair of patterns \( X \) and \( Y \), then we can think of \( B_i \) as an operator which changes \( X \) into \( Y \) and we write \( Y = B_i \circ X \) and \( X = B_i^{-1} \circ Y \), where \( B_i^{-1} \) is the inverse of \( B_i \). For instance, \( Y_2 = B_2 \circ X_2 \), \( X_2 = B_1^{-1} \circ Y_1 \), and \( Y_2 = B_2 \circ X_2 \) in Fig. 5.1.

To work with a subset method, let us suppose that a partition can be constructed by a possible combination of subpartitions which are smaller sets than partitions. We say that a partition \( B_i \) is one of possible combinations of subpartitions \( A_j \)'s \((j=1,2,\ldots,k)\), if every labelled subset of \( A_j \) \((j=1,2,\ldots,k)\) is included in one of labelled subsets of \( B_i \) and every labelled bit location of \( B_i \) is included in at least one \( A_j \)'s. For instance, a partition \( B_2 \) in Fig. 5.1(d) is constructed by a possible combination of subpartitions \( A_1, A_2, \) and \( A_3 \) as shown in Fig. 5.2. It often occurs that there is not only one but also many possible combinations which construct the same partition. Note that a subpartition is nonpositional and a partition is positional. A partition takes the place
Fig. 5.1 Examples of partitions.

(a) Subpartitions. (b) A partition.

Fig. 5.2. A possible combination of subpartitions.
of an admissible distortion. Economy is gained by using possible combinations of subpartitions instead of partitions. Unreliability is caused by some kind of misrecognition as investigated by Ullmann [2], [58], in exchange for economy, as long as rather large subpartitions are not used. Possible combination of small subpartitions may not hold topological equivalence.

Let $A$ be the set of admissible subpartitions which are a priori given and $B$ be the set of partitions which are constructed by possible combinations of subpartitions in $A$. It is natural to assume that $A$ includes an identity operator $A_0$ and for any subpartition $A_i$ in $A$ the inverse $A_i^{-1}$ is also in $A$. This is the same with $B$. Let us naturally suppose that a shifted version $B_i'$ of a partition $B_i$ in $B$ is also in $B$. For example, $B_1'$ is in $B$, if $B_1$ is in $B$ in Fig. 5.1(b). It is not usually satisfied that there exists a partition $B_3$ in $B$ such that $X_3=B_3\circ X_1$, where $X_2=B_1\circ X_1$, $X_3=B_2\circ X_2$, and $B_1$ and $B_2$ are in $B$. But it is always satisfied in the case where at least one of $B_1$ and $B_2$ is an identity operator or a translation. Accordingly $B$ does not make a group. The problem deciding whether two patterns $X_1$ and $X_2$ are within an admissible distortion becomes equivalent to the problem deciding whether there is a partition $B_i$ in $B$ such that $X_2=B_i\circ X_1$. In other words, it is whether there is a possible combination constructing a partition which is the set of subsets of $X_1$ and $X_2$.

It is convenient to say that the set of 1's and 0's which are the same in two patterns is the common subpattern to the two patterns without any distortions. For instance, the common subpattern to [10110001]...
and [10011001] is [10-1-001], where "-" means an unspecified bit. The common subpattern to [10-1-001] and [10110011] is [10-1-0-1]. We say that for two patterns $X_1$ and $X_2$ and for two partitions $B_1$ and $B_2$ the set of 1's and 0's which are the same in two distorted patterns $B_1 \circ X_1$ and $B_2 \circ X_2$ is a common subpattern to those two patterns $X_1$ and $X_2$ within an admissible distortion. There are usually many common subpatterns to two patterns within admissible distortions. For instance, the common subpattern to [10110001] and [10011001] are [10-1-001], [-01100--], [-1-0---], and so on, where admissible distortions are only translations. Since the shifted versions of every partition in $B$ are included in $B$, it is sufficient that the shifted versions of a common subpattern are represented by an appropriate subpattern. This subpattern may be a candidate for a feature on some conditions.

$\#[x|P]$ is defined already in Chapter 2. For example, $\#[x|2<x<5, x \text{ is an integer}]=2$. To allow for noise we use a threshold $\theta(N)$. A subpattern $P$ is contained in a pattern $X$, if there is partitions $B_1$ and $B_2$ in $B$ such that $n(P) \leq \theta(N)$. Where $n(P)=\#[x| x \text{ is a bit in the subpattern } F \text{ which is not } '-', x \text{ corresponds to the bit in the distorted subpattern } B_1 \circ F \text{ which is not the same as the corresponding bit in the distorted pattern } B_2 \circ X]$. For example, [01100---] is contained in [10110001] and not contained in [10001101], if admissible distortions are only translations and $\theta(N)=0$. [01100---], however, is contained in [10001101], if admissible distortions are only transaltions and $\theta(N)=1$. Adding the subpartitions indicated in Fig. 5.3(a), [01100---] is contained in [1001100], even if $\theta(N)=0$. These aspects are shown in Fig. 5.3(b).
Fig. 5.3. Subpatterns contained in patterns.

Fig. 5.4. Patterns covered by subpatterns.
A bit \( x(i) \) in a pattern \( X \) is covered by a subpattern \( F \), if it is satisfied that the corresponding bit in the distorted pattern \( B^{10}X \) to \( x(i) \) is the same as the corresponding bit in the distorted subpattern \( B^{10}F \). Covering by a pattern is similarly defined. For instance, encircled bits in Fig. 5.3(b) are covered by a subpattern or a pattern. We say that a pattern is covered by the set of features, if almost every bit in the pattern is covered by more than or equal to \( \theta(C) \) of features in the set and less than or equal to \( \theta(M) \) of bits in the pattern are not. For example, [10110100] is covered by \{[101-----], [100------]\}, if \( \theta(C)=1 \), \( \theta(M)=0 \). [10110100] is covered by \{[101-----],[100------],[0110------]\}, if \( \theta(C)=2 \), \( \theta(M)=3 \). These aspects are shown in Fig. 5.4, where admissible distortions are translations and encircled bits indicate covered bits.

Let \( \lambda(P)=\#\{x|x \text{ is a bit in a pattern which is not } '-'\} \), \( m(P)=\#\{x|x \text{ is a covered bit in a pattern which is not } '-'\} \), \( n(P)=\#\{x|x \text{ is an uncovered bit in a pattern which is not } '-'\} \), then \( \lambda(P)=n(P)+m(P) \). \( \lambda(P) \), \( m(P) \), and \( n(P) \) are defined similarly to \( \lambda(P) \), \( m(P) \), and \( n(P) \), respectively, by exchanging a pattern for a subpattern, then \( \lambda(F)=m(F)+n(F) \). \( \lambda(F) \) and \( \lambda(F) \) depend only on a pattern and on a subpattern, respectively, but \( m(P) \), \( n(P) \), \( m(F) \), and \( n(F) \) depend on partitions, too. The examples of these notations are shown in Fig. 5.3(b).

5.3 Automatic Feature Extraction

Learning algorithm for automatic feature extraction is investigated in this section. Feature extraction may be to select some of common subpatterns to many patterns. It is not necessary that a feature is
contained in all patterns in the class. Let us attach the following hypothetical conditions to features:

(F.1) the feature size \( l(P) \) should be greater than or equal to \( \theta(F) \), that is, \( l(P) \geq \theta(F) \);

(F.2) if a feature is contained in a pattern, then \( m(P) \geq \theta(P) \), \( n(P) \leq \theta(U) \);

(F.3) more than or equal to \( \theta(A) \) of shifted versions of the feature should be contained in the pattern within the neighborhood \( \% \) of the position where the feature is located;

(F.4) a feature should be contained in many patterns,

where \( \theta(P) \), \( \theta(U) \), and \( \theta(A) \) are predetermined thresholds. If we want all bits in a pattern to be covered by a feature, then we set them as follows: \( \theta(P) = \theta(U) = 0 \).

A common subpattern \( F \) to two patterns \( X_1 \) and \( X_2 \) is a candidate common subpattern for a feature, if it satisfies the following conditions:

(C.1) the number \( l(F) \) of the specified bits in \( F \) is greater than or equal to \( \theta(F) \), that is, \( l(F) \geq \theta(F) \);

(C.2) the number \( m(F_1) \) of the covered bits in \( X_1 \) and the number \( m(F_2) \) of the covered bits in \( X_2 \) are greater then or equal to \( \theta(F) \), and the number \( n(F_1) \) of the uncovered bits in \( X_1 \) and the number \( n(F_2) \) of the uncovered bits in \( X_2 \) are less than or equal to \( \theta(U) \), that is, \( m(F_1), m(F_2) \geq \theta(F) \), and \( n(F_1), n(F_2) \leq \theta(U) \);

(C.3) there are more than \( \theta(A) \) of common subpatterns to \( X_1 \) and \( X_2 \) which satisfy the above two conditions (C.1) and (C.2) within the neighborhood \( \% \) of the position where \( F \) is located;
(C.4) $F$ is contained in at least two patterns. These four conditions (C.1)-(C.4) correspond to the conditions (F.1)-(F.4), respectively. Generally, however, (C.3) and (C.4) are looser conditions than (F.3) and (F.4), respectively, and (C.4) is always satisfied apparently. (C.3) and (F.3) are the same, if only the shifted versions of the subpattern $F$ are checked within the neighborhood $\mathcal{g}$. It might be better to impose this restriction on a candidate common subpattern, but we do not do so for saving computation time.

There are usually some candidate common subpatterns within the neighborhood. From the condition (C.3) they may be regarded as the distorted versions of the same features, and it is sufficient to select the optimum one among them. Here occurs a problem about the decision of the neighborhood $\mathcal{g}$. Different features in $\mathcal{g}$ may be gathered to make one feature, if it is too large. On the contrary, some distorted versions of the same feature may be redundantly selected as different features, if it is too small. So we should decide the range of neighborhood adequate to select one candidate common subpattern for one feature. We employ five criteria for selection one of the candidate common subpatterns within the neighborhood. We choose one such that

(P.1) the minimum of $m(P_1)$ and $m(P_2)$ is greatest;
(P.2) $(m(P_1)+m(P_2))$ is the greatest;
(P.3) the maximum of $n(P_1)$ and $n(P_2)$ is the least;
(P.4) the partition are constructed by the greatest number of subpartitions which are identity operators;
(P.5) the amount of the translations is smallest,
where (P.1) has the first priority, and (P.1) has priority over (P.2), and (P.2) over (P.3), and so on. According to the priority ordering, the extracted features may differ to some extent, but not so large.

Learning algorithm for feature extraction is introduced by using the above defined notations and conditions. Let \( \{X_1, X_2, \ldots, X_t\} \) be the training set and \( \{F_1, F_2, \ldots, F_s\} \) be the set of features which have been extracted by the \( i \)-th step. Fig. 5.5 is a flow diagram for the learning algorithm. This algorithm differs from that of Sterns [1] in the point that it allows for distortions and noise within certain limits. To extract effectively features by this algorithm, the size and orientation of patterns must be normalized in advance, and thickness in character recognition must be too. The product "\( \ast \)" which is used in our learning algorithm is defined by Table 5.1. The table shows the value of the \( i \)-th bit of \( X \ast Y \), where \( X = \{x(0), x(1), \ldots, x(n-1)\} \), \( Y = \{y(0), y(1), \ldots, y(n-1)\} \), and \( ld \) and \( 0d \) mean that the bit has been distorted by at least one partition in \( B \) except for an identity operator and translations. In computation of common subpatterns, for simplicity, we do not distort further the bit with subscript \( d \) by any partition except for an identity operator and translations. We may distort by a partition in \( B \) the bits which have no subscript. Therefore a common subpattern to a subpattern \( F \) and a pattern \( X_1 \) is also common to patterns \( X_2 \) and \( X_3 \), where \( F \) is a common subpattern to \( X_2 \) and \( X_3 \).

Let us take a very simple example in Fig. 5.6 to see how our learning algorithm works. In the example admissible distortions are only horizontal translations and the training set is \( \{X_1, X_2, X_3\} \), where the
Block $A(Y)$: Is there any candidate common subpattern to $X_i$ and $Y$? Check the conditions (C.1)-(C.4).

Block $B(Y)$: Select one candidate common subpattern $F$ to $X_i$ and $Y$ which is the best according to the priority (P.1)-(P.5).

Block $C$ : If the candidate common subpattern $F$ is contained in all the patterns which contain $F_j$, then $F_j$ is eliminated from the feature set and $F$ is added into it. Otherwise, $F$ is eliminated.

Block $C'$ : Add $F$ into the feature set

Block $D(X_i)$: Is almost every bit in $X_i$ covered by the feature set?

Fig. 5.5. Flow diagram for feature extraction.
### Table 5.1. Definition of $x(i) \times y(i)$.

<table>
<thead>
<tr>
<th>$y(i)$</th>
<th>$x(i)$</th>
<th>0</th>
<th>0_d</th>
<th>1</th>
<th>1_d</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0_d</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0_d</td>
<td>0_d</td>
<td>0_d</td>
<td>0_d</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1_d</td>
<td>1_d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1_d</td>
<td>-</td>
<td>-</td>
<td>1_d</td>
<td>1_d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 5.2. Definition of $f(i) @ f'(i)$.

<table>
<thead>
<tr>
<th>$f'(i)$</th>
<th>$f(i)$</th>
<th>0</th>
<th>0_d</th>
<th>1</th>
<th>1_d</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0_d</td>
<td>x</td>
<td>x</td>
<td>0_d</td>
<td></td>
</tr>
<tr>
<td>0_d</td>
<td>0_d</td>
<td>0_d</td>
<td>x</td>
<td>x</td>
<td>0_d</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>x</td>
<td>x</td>
<td>1_d</td>
<td>1_d</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1_d</td>
<td>x</td>
<td>x</td>
<td>1_d</td>
<td>1_d</td>
<td></td>
<td>1_d</td>
</tr>
<tr>
<td>-</td>
<td>0</td>
<td>0_d</td>
<td>1_d</td>
<td>1_d</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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(a) Patterns in the training set.

(b) Candidate common subpatterns to $X_1$ and $X_2$.

(c) Candidate common subpatterns to $X_3$ and $F_2$.

(d) Possible combinations of $F_3$ and $F_4$.

Fig. 5.6. Examples of feature extraction.
hatched bits are 1's and the white bits are 0's. The thresholds are as follows: \( \theta(N) = 0, \theta(C) = 1, \theta(M) = 16, \theta(P) = 19, \theta(U) = 18, \theta(A) = 1 \) and \( \Phi = \{ \pm 0 \text{ bit} \} \). Fig. 5.6(b) shows the values of \( m(P_1) = m(P_2) \) and the candidate common subpatterns to \( X_1 \) and \( X_2 \), where \( g(i) \) means translating operator by \( i \) bits. There is no candidate common subpatterns to \( X_3 \) and \( F_1 \). Fig. 5.6(c) shows the values of \( m(P_3) = m(P_2) \) and the candidate common subpattern to \( X_3 \) and \( F_1 \). Thus we obtain two features \( F_3 \) and \( F_4 \) which are common to and contained in \( X_1, X_2, X_3 \). Then all patterns in the training set can be generated by possible combinations of \( F_3 \) and \( F_4 \). The generation is carried out by the product \( \Theta \) defined by Table 5.2. In the table "\( \times \)" means prohibited combination, and the value is that of the \( i \)-th bit of \( F \Theta P' \), where \( F = [f(0), f(1), \ldots, f(n-1)] \) and \( P' = [f'(0), f'(1), \ldots, f'(n-1)] \). The patterns which contain \( F_3 \) and \( F_4 \) are obtained by filling each bit location labelled by "-" with a black bit or a white bit in Fig. 5.6(d).

Next a more complicated example is considered. Fig. 5.7(a) shows copies of the numeral '6' written without constraint by different people [1]. Fig. 5.7 shows a few examples of portion where the upper stroke joins the bottom loop in closed-loop 6's. \( \{X_1, X_2, \ldots, X_{16}\} \) is used as the training set after normalization of thickness. Every subpartition is obtained by 90° rotations and combinations of basic subpartitions \( A_0 \) and \( A_1 \) as shown in Fig. 5.8(a), (b). In this example we direct our attention only to black bits and \( l(P), m(P), n(P), l(F), m(F), \) and \( n(F) \) are newly defined as the number of covered or uncovered black bits. The thresholds are set as follows: \( \theta(N) = 0, \theta(C) = 1, \theta(M) = \theta(U) = 30, \theta(P) = 40, \theta(F) = 25, \)
Fig. 5.7. Patterns in the training set.
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Fig. 5.8. Subpatterns and extracted features.
\(\theta(A) = 5\), and \(I = \{\pm 3\ \text{bits}\}\). The extracted features are shown in Fig. 5.8(c). The patterns which are covered by these features are indicated under the features.

The process of thickness normalization is explained in more detail. First, patterns in Fig. 5.7(b) are thinned to be patterns in Fig. 5.9(b). The thinning process as follows:

(Step 1) If there is a portion which matches one of windows in Fig. 5.9(a) and the 90° rotated versions of them, then the central 1 is changed to 2.

(Step 2) After (Step 1) is applied to as many portions as possible, all 2's are changed to 0. Repeat (Step 1) and (Step 2) until these can not be applicable to any portion.

Thus we obtain the thinned patterns which are shown in Fig. 5.9(b). Next, those patterns are thickened to be patterns in Fig. 5.10(b). The thickening process is as follows:

(Step 1) If there is a portion which matches the window in Fig. 5.10(a), then the central 0 is changed to 2.

(Step 2) After (Step 1) is applied to as many portions as possible, all 2's are changed to 1. (Step 2) is applied only once.

The thickened patterns of patterns in Fig. 5.9(b) may be considered as the thickness normalized patterns of patterns in Fig. 5.7(b). The set of those patterns is used as the training set. According to the feature extraction algorithm, we obtain the features \(F_1, F_2, F_3,\) and \(F_4\). \(F_1\) is contained in \(X_1, X_2, X_4, X_6,\) and \(X_{10}\), \(F_2\) in \(X_5\) and \(X_{13}\), \(F_3\) in \(X_7\) and \(X_{16}\), and \(F_4\) in \(X_3\) and \(X_{14}\). Covered and uncovered black bits of patterns
(a) Windows for thinning. $p = 1$ or $2$, $q = 0$ or $2$.

(b) Thinned patterns.

Fig. 5.9. Thinning of patterns.
(a) A window for thickening.

\[ a \text{ or } b \text{ or } c \text{ or } d \text{ is equal to } 1. \]

(b) Thickened patterns.

Fig. 5.10. Normalization of thickness of patterns.
Fig. 5.11. Extracted features and covered bits of patterns.

Features

- **D**: white bits (0)
- **■**: black bits (1)
- **□**: unspecified bits
- **■**: distorted black bits (1_d)

Patterns

- **□**: white bits (0)
- **■**: covered black bits
- **○**: uncovered black bits

Features and covered bits for patterns:

- **F_1**: $X_1, n(\phi) = 4$
- **F_2**: $X_5, n(\phi) = 0$
- **F_3**: $X_7, n(\phi) = 0$
- **F_4**: $X_2, n(\phi) = 0$
- **F_5**: $X_3, n(\phi) = 0$
- **F_6**: $X_4, n(\phi) = 1$
- **F_7**: $X_6, n(\phi) = 5$
- **F_8**: $X_{10}, n(\phi) = 7$
- **F_9**: $X_{13}, n(\phi) = 0$
- **F_10**: $X_{16}, n(\phi) = 0$
- **F_11**: $X_{14}, n(\phi) = 2$
by those features are shown in Fig. 5.11.

It depends on the values of the thresholds as well as the range of the neighborhood what features are extracted and which patterns are covered by the features. It is one problem how to decide appropriately them in advance. One solution is to iterate the learning process as we change them increasingly or decreasingly toward the looser condition for feature extraction. In spite of the desirable results this method takes a long time. After determination of features the next problem rises, that is, how to construct a classifier function by using them.

5.4 Selection of Features and Construction of Classifier Functions

In this section we consider a method to select some features out of the extracted features and construct a classifier function. The selection and the construction have a close relation to each other and they should not be done separately. The same training set as that employed in extracting features is used in the process for them. As seen in the paper [62], it is not always right that the best subset of features must contain the \( i \)-th best features \( \{1, 2, \ldots, k\} \), where \( k \) is the number of features in the subset. The selection problem is approached by means of a table called a \( F \)-table, which is an extension of a prime implicant table used in minimizing a Boolean function. A technique for \( F \)-table reduction is very similar to that for selection of a minimum cost subset of prime implicants of a Boolean function. A \( F \)-table has a row \( F_i \) for every selected feature, and a column \( m_j \) for every bit of patterns in the training set: \( 1(0) \) is placed at the intersection \( a(i,j) \) of \( F_i \) and
mj, if F\(i\) can cover (can not cover) mj. F\(i\) and mj in a F-table work as a prime implicant and as a minterm in a classical prime implicant table, respectively. A column mj is said to be covered by a subset of features, if it has 1's in more than \(\theta(C)\) of F\(i\)'s \((i=1, 2, \ldots, k)\). A max-cover is the subset of features F\(i\)'s which covers as many columns as possible. A min-max-cover is the max-cover the number of features in which is minimum. Finding a min-max-cover must be a kind of quasi-optimum feature selection.

Reduction of a F-table can be obtained by a technique, which is based on generalized rules of row dominance, column dominance, and row essentiality [65], [67]. These rules also allow, in general, large simplification in reducing a F-table without any modification if \(\theta(C)=1\), and with some modification if \(\theta(C)\geq 2\). For example, the same reducing technique as that in [67] can be applicable to a F-table with the modification such that the constant terms \(s(i)\) in a P-table are set to be \(\theta(C)\) instead of 1.

(Rule 1) Eliminate from the F-table each column which has no 1 in every row. A row F\(i\) is an essential row, if there is at least one column mj for which
\[
\sum_j a(i,j) \leq \theta(C).
\] (5.1)

Every essential row must be a member of any min-max-cover. For simplicity we mainly deal with the case when \(\theta(C)=1\).

(Rule 2) Delete every essential row F\(i\) from the table and take it as a member of a min-max-cover. Eliminate from the table each column mj such that F\(i\) covers mj, that is, \(a(i,j)=1\). A row F\(i\) dominates a row Fh, if in
every column the entry of \( F_i \) is greater than or equal to the one of \( F_h \), that is, \( a(i,j) \geq a(h,j) \).

(Rule 3) Eliminate from the table each row \( F_h \) which is dominated by at least one row \( F_i \). A set of rows \( \{F_i\} = \{i_1, i_2, \ldots, i_k\} \) dominates a set of rows \( \{F_h\} = \{h_1, h_2, \ldots, h_l\} \), if in every column it is satisfied that
\[
\sum_{i=i_1}^{i_k} a(i,j) \geq \sum_{h=h_1}^{h_l} a(h,j) \quad (k \leq l) .
\] (5.2)

(Rule 4) Eliminate from the table each column which is in \( F_h \)'s \( \{h_1, h_2, \ldots, h_l\} \) and not in \( F_i \)'s \( \{i_1, i_2, \ldots, i_k\} \), that is, \( \{F_h\} \setminus \{F_i\} \). A column \( m_j \) dominates a column \( m_h \), if in every row the entry of \( m_j \) is greater than or equal to the one of \( m_h \), that is, \( a(i,j) \geq a(i,h) \).

(Rule 5) Eliminate from the table each column \( m_j \) which dominates at least one column.

After these rules have been applied as many times as possible, a reduced \( F \)-table is obtained. Several methods [63]-[73], which have been used to make a minimum cover for prime implicant tables can be employed to determine a min-max-cover for any \( F \)-table. We express a classifier function in the form of a product-of-sums whose geometrical meaning and weakness are expressed in the similar example to that shown by Ullmann [1], [2]. Let us suppose that four 2's in a training set are divided into features as shown in Fig. 5.12. Every member in the class "2" should contain one of \( F_1, F_2, \) and \( F_3 \), one of \( F_4, F_5, \) and \( F_6 \), and one of \( F_7, F_8, F_9, \) and \( F_{10} \). Then a classifier function \( \phi_1 \) for the class "2" might be expressed by a product-of-sums as follows:
\[
\phi_1 = (F_1 \lor F_2 \lor F_3) \land (F_4 \lor F_5 \lor F_6) \land (F_7 \lor F_8 \lor F_9 \lor F_{10})
\] (5.3)

where
(a) Four 2's divided into three features.

(b) One '1' divided into three features that are in (a)

Fig. 5.12. Explanatory examples of a product-of-sums.
For $i=1,2,\ldots,10$. As shown in [1], [2], [58], a fundamental weakness of product-of-sums expression arises from the fact that a pattern which satisfies the product-of-sums is not necessarily a member of the class. The weakness is illustrated in Fig. 5.12(b). The character '1' in Fig. 5.12(b) satisfies (5.3) and it is misrecognized as "2". The use of the absence of features and the use of $N$-tuples of features may lessen this weakness. For instance, $\phi 2$ expressed as follows does not make such a misrecognition:

$$\phi 2=\phi 1\neg(F2\neg F9)$$

where "—" is the negation. $\phi 3$ using 2-tuples of features does not make such a misrecognition, too:

$$\phi 3=((F1\neg F4)\lor(F2\neg F5)\lor(F3\neg F6))\lor((F4\neg F7)\lor(F5\neg F8)\lor(F6\neg F9)\lor(F8\neg F10)).$$

(5.6)

The closest approximation to the training set is obtained by $\phi 4$ defined as

$$\phi 4=(F1\lor F4\neg F7)\lor(F2\lor F5\neg F8)\lor(F3\lor F6\neg F9)\lor(F3\lor F6\lor F10).$$

(5.7)

$\phi 4$ also avoids such a misrecognition. We could use the logical sum of all features like

$$\phi 5=F1\lor F2\lor \cdots \lor F10.$$  

(5.8)

However, the approximation by $\phi 5$ seems too rough. Let $O(\phi i)$ be called the on-set of a function $\phi i$ and defined by $O(\phi i)=\{X|\phi i(X)=1\}$, then the aspect of the relations among $O(\phi 1), O(\phi 2), \ldots, O(\phi 5)$ is shown in Fig. 5.13. $O(\phi i)'s (i=1, 2, \ldots, 5)$ contain every pattern in the training set. On
Fig. 5.13. Relation among the training set and $O(\phi_i)$'s.
the contrary to the weakness, product-of-sums expression has a good point of flexibility and economy. The reliability of a classifier function can be increased by using overlapping covers. Therefore we adopt product-of-sums expression.

Let us introduce the product "\(\Theta\)" which works as a design tool for sums in the product-of-sums. The product \(W_1 \Theta W_2\) of two families \(W_1\) and \(W_2\) is defined as

\[
W_1 \Theta W_2 = \{\{t_i, s_j\} | i=1,2,\ldots,l, \ j=1,2,\ldots,m\}
\] (5.9)

where \(W_1\) and \(W_2\) are two families of sets of features and are expressed as \(W_1=\{t_1,t_2,\ldots,t_l\}\) and \(W_2=\{s_1,s_2,\ldots,s_m\}\). Let \(W'\) be the maximum subset of \(W\) such that every member of \(W'\) does not include any other member of \(W\), and "\(W_1 \Theta W_2\)" means that "\(W_2 = W'\)". For example,

\[
\{(F_1),\{F_2\},\{F_3,F_4\}\} \Theta \{(F_1),\{F_3\}\}
= \{(F_1),\{F_1,F_2\},\{F_1,F_3\},\{F_2,F_3\},\{F_3,F_4\},\{F_1,F_3,F_4\}\}
\rightarrow \{(F_1),\{F_2,F_3\},\{F_3,F_4\}\}.
\] (5.10)

Now we can introduce the procedure to determine a classifier function. The sum of features in every member of \(W'\) obtained as follows is a candidate for a sum in a product-of-sums:

\[
W = W(X_1) \Theta W(X_2) \Theta \cdots \Theta W(X_t) \Rightarrow W'
\] (5.11)

where \(\{X_1,X_2,\ldots,X_t\}\) is the training set and \(W(X_i)(i=1,2,\ldots,t)\) is the set of features in a min-max-cover which are contained in \(X_i\). The sum of features in every member of \(W'\) is always one for \(X_i(i=1,2,\ldots,t)\). Then we can obtain a classifier function by a product-of-sums such that as many features in the min-max-cover as possible appear in at least one sum. The on-set of the product-of-sums constructed in this way always
includes the training set \( \{X_1, X_2, \ldots, X_t\} \).

Let us take an example and see how a product-of-sums is constructed by the procedure introduced here. Table 5.3 shows a \( F \)-table. \( \{X_1, X_2, \ldots, X_5\} \) is the training set and \( F_i \)'s (\( i = 1, 2, \ldots, 14 \)) are extracted features which are contained in \( N \) patterns, where admissible distortions are only translations and \( \theta(N)=0, \theta(C)=1, \theta(M)=\theta(U)=4, \theta(P)=\theta(F)=4, \theta(A)=1 \) and \( \tau = \{ \pm 0 \text{ bit} \} \). After Rule 5 is applied to the \( F \)-table in Table 5.3(a), there is no reduction rule applicable to the reduced table. We select \( F_1 \) which is contained in all patterns in the training set, and eliminate from the table the row \( F_1 \) and all the column \( m_j \)'s covered by \( F_1 \). Then the reduction rules are applied again and we obtain the further reduced table which is shown in Table 5.3(b). Repeating these process we obtain two min-max-covers \( \{ F_1, F_3, F_4, F_{13} \} \) and \( \{ F_1, F_3, F_5, F_{13} \} \). Every bit of patterns in the training set is covered by these min-max-covers. In Table 5.3(c) 1's are put to show that the corresponding pattern contains the corresponding feature in a min-max-cover. Let us construct a classifier function by using the former min-max-cover:

\[
\begin{align*}
W(X_1) &= W(X_2) = W(X_3) = \{ \{ F_1 \}, \{ F_3 \}, \{ F_4 \} \} \\
W(X_4) &= W(X_5) = \{ \{ F_1 \}, \{ F_{13} \} \} \\
W &= W(X_1) \wedge W(X_2) \wedge \cdots \wedge W(X_5) \Rightarrow \{ \{ F_1 \}, \{ F_3, F_{13} \}, \{ F_4, F_{13} \} \}. \quad (5.12)
\end{align*}
\]

Then we can obtain a classifier function as follows:

\[
\phi = F_1 \wedge (F_3 \vee F_{13}) \wedge (F_4 \vee F_{13}). \quad (5.13)
\]

Patterns in the on-set \( O(\phi) \) are generated by possible combinations of features which satisfy (5.13). For example, we have
Table 5.3. A F-table and min-max-covers.

<table>
<thead>
<tr>
<th>N</th>
<th>Features</th>
<th>( F_i )</th>
<th>( m_j )</th>
<th>( X_1 )</th>
<th>( X_2 )</th>
<th>( X_3 )</th>
<th>( X_4 )</th>
<th>( X_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10------01</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>10-01</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0110</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>100-1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1-001</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1001</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10001</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>101-0</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0-101</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1-0-01</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10-0-1</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10101</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>01010</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10-01</td>
<td>14</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

(a) A F-table.
### (b) A reduced $F$-table after selecting $F_1$.

<table>
<thead>
<tr>
<th>$F_i$</th>
<th>$m$</th>
<th>$d$</th>
<th>3</th>
<th>6</th>
<th>11</th>
<th>12</th>
<th>22</th>
<th>27</th>
<th>29</th>
<th>30</th>
<th>35</th>
<th>36</th>
<th>38</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### (c) Features in min-max-covers and patterns in training set.

<table>
<thead>
<tr>
<th>$F_i$</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>$X_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$F_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$F_4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$F_{13}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$F_i$</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>$X_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$F_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$F_5$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$F_{13}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
In this case the training set is equal to the onset $O(\phi)$. Generally the former set is included in the latter set. For simplicity we set $\theta(C)=1$, but the higher reliability can be got by the use of the greater $\theta(C)$. It is not always necessary to find a min-max-cover first. After obtaining the sums of features we could select the sums so that as many bits of patterns in the training set as possible can be covered by the minimum number of the sums.

5.5 Conclusions

We have introduced subset methods for distorted pattern recognition, a technique for automatic determination of features, and for automatic construction of a classifier function. Patterns in the on-set of the classifier function can be generated by using possible combinations of features. The reliability of a classifier function may be rendered higher by the use of an overlapping cover, the use of the absence of fea-
tures, and the use of $N$-tuples of features. Furthermore we can use positional features and accordingly some more information, if we store the locations of features in learning and allow features to move within the neighborhood of the locations in covering. Generally the higher reliability can be achieved at the cost of greater storage requirements. To attain a big reduction in storage requirements, the idea of random superimposed coding (known as satocoding) has been adapted by Ullmann [76], [77]. This is an excellent technique worth researching.

As shown in the computer simulation in 5.3, the feature extraction algorithm may be applicable to unsupervised learning of a classifier function. In other words, patterns are classified into the same class, if they include the same candidate common subpatterns. The technique using subset methods is particularly efficient in handwritten character recognition. So binary patterns have been mainly dealt with, but patterns with gray level must be dealt with in speech recognition and in medical diagnosis such as vectorcardiograms, X-ray pictures, blood cells, blood-pressure wave recognition, and so on. It is possible to adapt the technique to patterns with gray level after some modification.
CHAPTER 6

CONCLUSIONS

Some transformation-invariant functions are presented in this thesis. It is said that every interesting geometrical property is invariant to any element of some transformation group. Since transformation-invariant functions can be considered one kind of features of an input pattern, the methods developed above are applicable to feature extraction. This paper is at the stage of preprocessing or normalization of patterns in pattern recognition. It is the next problem how to realize pattern recognition systems by using information obtained here.

Although immense progress has been made in regard to computer's ability of pattern recognition, there is still a wide gap between human and machine. It appears almost impossible to bridge over the gap without basic research. In this paper the problem of composing transformation-invariant functions for recognizing noisy distorted patterns is discussed. Partial functions are limited to Boolean functions, Walsh-Hadamard power spectrums, and Fourier spectrums on a discrete input space. The author, however, hopes the discussions will enhance the further research of transformation-invariant functions. Evidently people use more information, such as topology and context, rather than spectrums and so on, in recognizing an object. Under what transformations do they regard that the objective pattern class is invariant? This is not well-known yet. The transformations could help to design efficient pattern recognition systems. This is left for future work.
Von Neumann type of general purpose computers on the market seems inherently weak in picture processing from a viewpoint of computation time. Researches on special purpose computers for picture processing, such as the massively parallel processor being designed by NASA, are producing fruit. The development of software and hardware will facilitate the great progress of advanced pattern recognition systems. The author will be happy if the present paper will make some contributions to the study of pattern recognition.
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