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論文内容の要旨

本論文では，実環境で撮影された動画像からユーザの行うジェスチャを実時間で認識する手法を提案する。動画像

からジェスチャを実時間で認識する手法は，マルチメディアやヒューマンインタフェースなどにおいて必要不可欠で

あるが，これまでに有効な手法は提案されていないといえる。本手法は，ジェスチャを行う特定部位を画像中から実

時間で切り出し，その切り出された特定部位画像列からジェスチャ情報を抽出して実時間ジェスチャ認識を行う。

本論文では，まずテンプレートマッチングの手法を改良した特定部位の切り出し手法を二つ提案する。第一の手法

は，テンプレート中に特殊なマスク領域を持つことで，実時間処理を損なうことなく 2 値画像におけるより柔軟なテ

ンプレートマッチングを可能にする。そのため，見かけの形状が様々に変化する人の特定部位を実時間で切り出すこ

とができる。ただし，この手法は 2 値画像での利用を前提としているので撮影環境が限定される。第 2 の手法は，第

1 の手法を発展させて，切り出し処理に利用するためのテンプレートモデルをユーザが現れてからインタラクティプ

に生成することによって，どのような環境においても特定部位の切り出し処理を可能にしたものである。実験によっ

て背景とのコントラストが低い特定部位でも安定に実時間で切り出せることを確認した。

次に，切り出された特定部位画像列からジェスチャ情報を抽出してジェスチャの実時間認識を行なう手法を提案す

る。ここではモデルとなるジェスチャの部位画像列を KL 展開することで，全モデル画像中のポーズ変化をより少ない

パラメータで表現するために二乗誤差の観点から最適な特徴空間となるジェスチャ固有空間を構築し，その空間上で

ジェスチャをシンボル系列で表現することで，ユーザの個人差に対しても安定した認識処理を可能にする。さらに，

この手法を異なる複数の方向から撮影したジェスチャ動画像に応用することにより，ジェスチャの近似的 3 次元情報

を実時間で獲得し，より複雑なジェスチャの認識，さらにより正確なジェスチャ程度情報の認識を可能にした。

これらの手法を応用して二つの実時間インタラクティプシステム， Iジェスチャゲームシステム」と「仮想指揮シス

テム j を実現し，本手法の有効性を確認した。

-650-



論文審査の結果の要旨

動画像からジェスチャを実時間で認識する手法は，マルチメディアやヒューマンインタフェースなどにおいて必要

不可欠であるが，これまでに有効な手法は提案されていないといえる。

本論文では，実環境で撮影された動画像からユーザの行うジェスチャを実時間で認識する手法を提案している。本

手法は，ジェスチャを行う特定部位を画像中から実時間で切り出し，その切り出された特定部位画像列からジェスチ

ャ情報を抽出して実時間でジェスチャを認識している。

3 章では，テンプレートマッチングの手法を改良した二つの特定部位の切り出し手法を提案している。第一の手法

は，テンプレート中に特殊なマスク領域を持つことで実時間処理を損なうことなく 2 値画像におけるより柔軟なテン

プレートマッチングを可能にしている。そのため，見かけの形状が様々に変化する人の特定部位の実時間切り出し処

理が可能となっている。ただし，この手法は 2 値画像での利用を前提としているので撮影環境が限定される。そこで，

第 2 の手法は，第 1 の手法を発展させて，切り出し処理に利用するためのテンプレートモデルをユーザが現れてから

インタラクティブに生成することによって，どのような環境においても特定部位の切り出し処理を可能にしている。

実験によって背景とのコントラストが低い特定部位でも安定に実時間で切り出せることを確認している。

4 章では，切り出された特定部位画像列からジェスチャ情報を抽出してジェスチャの実時間認識を行なう手法を提

案している。ここではモデルとなるジェスチャ部位画像列を KL 展開することで，全モデル画像中のポーズ変化をより

少ないパラメータで表現するために二乗誤差の観点から最適な特徴空間となるジェスチャ固有空間を構築して，その

空間上でジェスチャをシンボル系列で表現することで，ユーザの個人差に対しても安定した認識処理を可能にしてい

る。さらに，この手法を異なる複数の方向から撮影したジェスチャ動画像に応用することにより，ジェスチャの近似

的 3 次元情報を実時間で獲得し，より複雑なジェスチャの認識，さらにより正確なジェスチャ程度情報の認識を可能

にしている。

5 章では，これらの手法を応用して二つの実時間インタラクティプシステム， rジェスチャゲームシステムJ と「仮

想指揮システム j を実現し，本手法の有効性を確認している。

以上のように，本論文での研究成果は，画像処理を利用したマルチメディアやヒューマンインタフェースなど幅広

い分野での応用を可能にし，さらにコンビュータビジョンにおける動画像処理，実時間処理などにおいても新しい知

見を与えるものである。

よって，本論文は学位(工学)論文として価値あるものと認められる。




