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The main purpose of the present paper is to clarify some analytical prop-
erties of the Darboux transformation of the second order ordinary differential
operator

L(P) = D*—P(x), D =dldx

of Fuchsian type on the Riemann sphere P,. Throughout the paper, for brevity,
we assume that P(x) is of the form

1) P(x) = 2.1 aj(x—a;) 2.

The Darboux transformation of L(P) is defined as follows: Let Y(x)=
!(y,(%), y,(x)) be the fundamental system of solutions of

@) L(P)y = y'—P(xly =0, '= d/dz
such that W(Y(x))=1, where

W(Y (%)) = yy(x)y2(x) —y1(x)yx(x)
is the Wronskian. Put

@) q(x; §) = (8/0x) log £ x ¥(x)

and

A4(&) = DAq(x; §)

respectively, where {=[§,: £,] is the homogeneous coordinate of P, and

&x Y(x) = Elyl(x)+gzy2(x) .

Then L(P) is decomposed into the product of the first order operators

By exchanging the role of A.({), we obtain the another second order operators



608 M. OHMIYA

L¥P; ¢, V)= A_(5)A4.8)

parametrized by {&€P,. We call L¥(P;§, Y) the Darboux transformation of
L(P) by Y(x). Put

4) P*(x; ) = P(x) — 20¢q(x; £)/0x
then we have
L*(P; §, Y) = D*—P*(x; {).

J.L. Burchnall and T.W. Chaundy [5] treated such an operation in their
research on the commutative ordinary differential operator and called it trans-
ference. Moreover, M.M. Crum [6] studied an analogous method as an al-
gorithm of adding or removing eigenvalues of Sturm-Liouville operators on a
finite interval. Recently, many authors extended these methods in various cases
in connection with the soliton theory. See e.g,. P. Deift [7], P. Deift and E.
Trubowitz [8] and F. Ehlers and H. Knorrer [9]. The aim of the present
work is to explore an analogue of these methods for the differential operator of
Fuchsian type on P,.

We briefly sketch our results obtained in this paper in the following. Let
F be the set of all L(P) such that P(x) is of the form (1) and the ratio y,(x)/y,(x)
of the fundamental system of solutions of (2) is a rational function. Then we
can show easily that the Darboux transformation L*(P;¢, Y) of L(P) is of
Fuchsian type on P, for any { P, if and only if L(P)&F. Moreover put

©) X(L(P)) = #{L|LX(P; §, Y)EF}

for L(P)E F, where # denotes cardinal. Then X(L(P)) turns out to be equal to
0, 1 or oo, where X(L(P))= oo refer to that L*(P; {, Y)EF for all {€P,.
Thus F' is decomposed into the disjoint union

(6) F=FOUF1UF°°’
where
F, = {L(P)eF|X(L(P) = v}, »=0,1,00.

According to the classification (6), the characterizatoin of L*(P;{, Y) in con-
nection with the isomonodromic deformation is obtained. Next we define Z,(P)
and X,(P)=DZ,(P) by the recursion formula called the Lenard relation (cf.

[12].)
(7) X,(P)=2"Z, (P)P'+ X, (P)P—4"'D?’X,_(P), n=1,2, -
with Zy(P)=P. Then it is known that Z,(P) and X,(P) are the polynomials
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in P® (s=0, 1, --+, 2n+4-1) with constant coefficients, where P® is the s-th deriva-
tive of P. Now let A, be all of rational functions P(x) of the form (1) such
that L(P)eF, X;(P)=+0 for j<<n and X,(P)=0. Then we can construct easily
the solution u(x; &), which is rational in x, of the n-th KdV equation

8) Ou(x; £)/08 = X, (u(x; £))
from P*(x; §) for P(x)E A, where £ is the complex variable. Put

A-* == U ;:-0 An
and

F* = {L(P)|PE A%}

then, combining the characterization of L*(P;&, Y) in connection with the
isomonodromic deformation and the fact that P*(x; {) gives rise the rational
function solution of the n-th KdV equation (8), F* turns out to be the subclass
of F.. closed under the Darboux transformation. Moreover we show that for
every P& A* there exists the n-th KdV flow on A* passing through P.

The isomonodromic deformation theory, which offers the basic tools for
above considerations, originates in classical works by R. Fuchs [11], L. Schle-
singer [21] and R. Garnier [13]. Recently, these are generalized by many
authors and turn out to be deeply related to many problems in mathematical
physics. See e.g., [10], [14], [15], [16], [17], [18], [19] and [20]. However we
need only elementary part of the theory so far as for the present work.

On the other hand, rational function solutions of the KdV equation have
been obtained by various methods: M.]J. Ablowitz and J. Satsuma [1] con-
structed them by taking long wave limit of the soliton solutions obtained by
Hirota’s method; M. Adler and J. Moser [2] constructed them by using the
Darboux transformation, which is called the Crum transformation by them.
See also H. Airault, H.P. McKean and J. Moser [3].

While our results are deeply related to that of Adler-Moser, our viewpoint
and method are somewhat different from those of them. More precisely, our
aim is not only to construct rational function solutions of the n-th KdV equa-
tion but also to characterize the space A* of rational function solutions gen-
erated by the Darboux transformation in connection with the isomonodromic
deformation. Moreover, while Adler-Moser constructed rational function solu-
tions by using the polynomial r-function originated by M. Sato and his col-
leagues, our method is essentially based on the Lenard relation (7).

The contents of the present paper are as follows. Section 1 is devoted for
preliminary considerations about the Darboux transformation. In section 2, the
Darboux transformation is investigated in connection with the isomonodromic
deformation. In section 3, the relation between the Darboux transformation
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and the Lenard relation is discussed. In section 4, the space A* of rational
function solutions of the higher order KdV equation is constructed.

The author would like to express his sincere thanks to Prof. S. Tanaka
for his encouragement throughout this work. He is also indebted to Dr. H.
Kaneta and Dr. H. Kimura for a number of useful advice.

1. Preliminary

In this section we first give a necessary and sufficient condition on L(P)
for L¥(P; ¢, Y) to be of Fuchsian type on P, for all e P,. One readily verifies

(1.1) P¥(x; §) = —P(x)+2q(x; L)

Hence, one can see that L*(P; ¢, V) is of Fuchsian type on P, if and only if
g(x; §) is rational in x. Moreover we have

Lemma 1.1 (cf. Baldassarri and Dwork [4]). L*(P;&, Y)is of Fuchsian
type on P, for all { € P, if and only if L(P)EF.

Proof. Put f(x)=1y,(x)/y,(x) then we have

(1.2) N(®) = ()72, yyx) = f'(2)7f(x) .
Hence
(1.3) q(x; §) = (8/0x) log f'(x)™%(&,+E.f(x))

follows. Therefore, if L(P)EF, i.e., f(x) is a rational function then g(x;{) is
also rational in x for any {&P,. Thus L*(P; ¢, Y) is of Fuchsian type for all
feP,. Conversely, suppose that g(x;{) is rational in x for all {&P,. Let
Ci=[Eq: EnleP, (1=1,2,3;¢;%E, if j&k). Hence, if 1<j<k<3 then we can
choose E;, (=1, 2, 3; s=1, 2) such that

(1'4) Ejlfhz—gjszl =1.
Then

o £)—q(xs ) — —f'(%) <k
2 )= e ) = e O Ear Eaf @)

follows from (1.3). Hence

(1.5) q(x; &1)—q(x; &) — EntEnf(x)
q(x; £)—q(x; &) EatEnflx)

follows. Since the left hand side of (1.5) is rational in x and, by (1.4), the right
hand side of (1.5) is the nondegenerate fractional transformation of f(x), f(x) is
a rational function, i.e., L(P)EF.
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Let ¢(x) be meromorphic at x=a. Suppose that
$(*) = 2y eu(x—a)’
is the Laurent expansion of ¢(x) at x=a. Put
D7 'p(x) = ey (v+1) ey (x—a) P +c_, log (x—a) .

Note
DD7'¢(x) = ¢(x), Di'De(x) = p(x)—¢,.

The fundamental system Y(x; a) of solutions of (2) normlized at x=a is
defined by using D' as follows. In what follows, we assume L(P)EF. Since
P(x) is of the form (1), P(x) is expanded at x=a as

P(x) = 335.-, 6(@) (x—a)” .
Let A.(a) be solutions of
(1.6) AMA—1)—c_4(a) = 0.

Namely, A .(a;) are the exponents of (2) at the sigular points ¥=a; and, more-
over, if P(x) is holomorphic at x=a then we can set

(@) =1, A_(a)=0.

Since L(P)EF, i.e., the ratio y,(x)/y,(x) of the fundamental system of solutions
of (2) is the rational function, we can assume that the exponent difference

n(a;) = Ai(a;)—n-(a5)
is a nonnegative integer. We have
(1.7) Ai(@) = 27 (14n(a)) .

If n(a;)=0 then x=a is the logarithmic singular point. Therefore we can
assume

n(a;)>2 .
By Frobenius method, we obtain the unique solution
(1.84) (x5 @) = (x—a)*+@ 5. ki (a)(x—a)’, ki(a) =1
of the equation (2). Put

(x5 @) = —yy(%; @)D (yy(x;5 a)7%)
and
Y(x; a) = {(n(x; @), pyx; a)) .
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Then Y(x; a) is the fundamental system of solutions of (2) such that W(Y(x ;a))
=1. We call Y(x; a) the normalized fundamental system of solutions of (2).
Since L(P) F, we have

(1.8—) N(x; @) = (x—a) =@ 370 k7 (@) (x—a)”

with k5(a)#0. For brevity, we often adopt the following conventions; Y, stands
for Y(x;0) and Y; for Y(x;a;)(j=1, 2, ---,n) respectively. In what follows,
we investigate mainly the Darboux transformation L*(P; ¢, Yy) by Y(x; 0).
Therefore, the notation P*(x; £) refers to P(x)—2(8/dx)?log & X Y(x; 0) in what
follows;

P*(x; §) = P(x)—2(9/0x)*log & X Y(x; 0) .

The Darboux transformation L*(P; ¢, Z) by another solution Z(x) is obtained

by
L*(P’ g’ Z) = L*(P; CXC’ YO) ’

where C=(c;;)€SL(2, C) such that Z(x)=CY(x;0) and &XC=[§c;;+Excn:
EicptEn] EP,.

Suppose § € Py; §=[1: 1] for { = o0 and {=[t.: 1] for £4=0. Now put
yH(x; £) = (s O)F-toyo(; 0)71 for & =[1: fo]F o0

1.9

(1-9) YEa(®; §) =(teyi(x; 0)+y,(x; 0))™  for & = [t.:1]%0
and

(1.10) Yiu(x; §) = yu(x; O)DTH(y¥u(x; £)7%), w=0,00,

then one can see readily that
Yif(x; §) =(ofu(x; §), (x5 8)), n=0,00
are the fundamental systems of solutions of
(1.11) L¥P; §, Yoy =3"—P¥x; 8y =0, &&€Uu p=0, oo
respectively, where Uy=P,\{oc} and U.=P,\ {0}.

The following lemma is an elementary fact about the residue of meromor-
phic function.

Lemma 1.2. If f(x) is a single valued meromorphic function in a vicinity of
x=a such that

Ref f(x)*/f(%)| s=e = 0
holds for k=0 or 2 then
Res f(x)/f'(*)| 2= = 0.
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Proof. The singularities of f(x)/f’(x) consist of the zeros of f'(x) and the
poles of f(x). First suppose that f'(a)=0 and

Res 1//(x) |,-s = 0.
Then we have

f(x) = (x—a) g\(»)
and

f(x) = c+(x—a)y*g,(x),

where 7 is a positive integer, g;(x) (j=1, 2) are holomorphic at x=a and g;(a)%0
(=1,2). Hence we have

Res f(x)/f'(#) | s=a = ¢ Res 1/f(x)| ;s = 0.

Moreover if x=a is a pole of f(x) then x=a is a removable sigularity of

f(x)] f'(x). The proof in the case of
Res f()*/f'(*) | 220 = 0,

is parallel to the above.
Next we have
Lemma 1.3. If L(P)EF and
§{LEP,|LXP; t, Y)eF}>2
then L*(P; &, Y)EF for any {EP,.

Proof. First suppose L*(P; §;, Y)EF (j=1, 2), where §;=[1: ¢;]3 o0 and
&=+, Put
Z(x) = "(=(%), (%)) = CY(x; 0),
where
1 4
C = (t,—t,))™ [1 ti| eSLZ,C),

2.
then we have

and
L*(P; §,, Yo) = L¥(P; o0, Z).

Put f(x)=2,(x)/z,(x) then, by direct calculation, we have

(1.12) yiu(x; §)/yfo(x; §) = D ((3i(x; 0)+2p,(x; 0))%)
= D' ((a2y(%)+ a2y(x))?)
= Do_l(f’(x)_l(a1+azf(x))2) ’



614 M. OuMmIiYA

where §=[1: #)]= o0 and (o, t,)=(1, %,)C~". In particular, since

(1) tl)C_l = ((tz_tl)m: 0)

and
(L, £)C1 = (0, (t,—1)?) ,
we have
(s &)/ yHi(x; £) = (L,—t)D3'(1/f (%))
and

yi(x; £5)|y¥i(x; §5) = (B—1) D5 (fw)’[f (%)) -

By the assumption, D5'(f(x)*/f'(x)) (v=0, 2) are rational functions. Therefore,
by lemma 1.2, Dg'(f(x)/f'(x)) is also a rational function. Thus, by (1.12),
y¥o(x; &)/ yfo(x; §) is rational in x for any {==co. Similarly to the above, we can
show that y¥.(x; co)/y¥.(x; o) is rational in . Thus L¥(P; {, Y,) F holds for
any P, The proof in case of L¥(P;§;, Yo)EF (j=1, 2; {500 and {,=o0)
is also parallel to the above.

Put
X(L(P)) = ${P,|L¥P; §, Y,)EF}

for L(P)EF, where X(L(P))=co refers to that L*(P; ¢, Y,)F for any {EP,.
By lemma 1.3, it suffices to consider in cases of X(L(P))=0, 1 and co. Put

F, = {L(P)eF|X(L(P))=v}, v=0,1, co.
Thus F is decomposed into the disjoint union as (6);
F=F,UFUF..
Next we investigate the singular points of L¥(P; ¢, Y,). Put
f(x; @) = yox; @)/ :(x; a) ,
which is a rational function, then we have
Yi(x; @) = f'(x; @)™ yo(x; @) = f'(x; @) f(x; a) .

We define the connection matrices C; (j=1, 2, :++, n)
(L13) C; = W(¥(w; )W Y5 a,),

where §V\( Y(x))=(Y(x), (d/dx)Y(x)) is the Wronskian matrix.

First suppose that 5({) is one of the nonsingular zeros of §X Y(x;0), i.e.,
P(x) is holomorphic at x=5(¢) and ¢ X Y(b(); 0)=0. Since &X Y(x;0) is a
nontrivial solution of the second order differential equation (2), x=5b({) is a
simple zero. Therefore one verifies that
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(0/0x)q(x; &)+ (x—b())™ = (8/0x)* log & X Y(x; 0)+(x—b(£))~2
is holomorphic at x=>5(%), i.e., by (4),
P*(x; £)—2(x—b(¢)) 2 = P(x)—2((8/0x)g(x; &)+ (x—b(£))™?)

is holomorphic at x=5(¢). Hence, it follows that x=54({) is a regular sin-
gular point of equation (1.11) such that its characteristic exponents are equal to
2 and —1. Moreover the integrand of the right hand side of (1.10) turns out
to be rational in ¥ and holomorphic at x=b(f), i.e., x=>b({) is a non-logarithmic
singular point of (1.11). Thus, it follows that x=b({) is an apparent singular
point of equation (1.11).

Next we investigate L¥(P; £, Y,) at the singular points x=a; (j=1, 2, --+, n)
of L(P) itself. Suppose §X Cjz o0, ie., Ecy(f)+ELn(f)+0, where §=[§,: )]
and C;=(cy(j)) is defined by (1.13). Then we have

g(x: §) = (0/0x) log E X C; Y(x; a;)
= (0/0x) log (y:(x; a;)+r;(E)yax; 7)) ,
where 1;(8)=(8:¢u()+Excu())/(Ercu(i) +Exu(j)). By (1.84), we have
(x5 a;)w;(O)yo(x; @;) = (x—a;) =@ 3.0 6(ay) (x—ay)”
where ¢(a;)#0. Hence
(1.14)  9g(x; £)/0x+r(;) (x—a;)™* = (8/0x)" log 33, c1(a;) (x—a;)”

follows and the right hand side of (1.14) is holomorphic at x=a;. This implies
that if X C;= oo then P*(x;{) — (a; +2n_(a;))(x —a;)7? is holomorphic at
x=a;. Similarly, if { X C;=o0 then P*(x;{)—(a;+2N(a;))(x—a;)™? is holo-
morphic at x=a;. By (1.7), we have

aj+2n.(a;) = 47 (n(a;) £ 1) (n(a;)£3) -
Thus we have shown
Lemma 1.4. If L(P)eF then P*(x;{) is expressed by the partial fraction
PX(x; §) = 31 af(x—a)) "+ 2207 (v—by(§) %,
where b,(¢) (=1, 2, -+, m) are the nonsingular zeros of { X Y(x; 0) and

o — [ 47X(n(a;)—1) (n(a;)—3), if EXCj=* e
j l 47Y(n(a;)+1) (n(a;)+3), if EXCj=oo.

Moreover b,(8) (i=1, 2, ---, m) are the apparent singular points of L*(P;§, Y,).

Next we classify the singular point x=a; of L(P)EF according to whether
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x=a; is the logarithmic singular point of L*(P;{, Y,) or not. Put {;=¢{XC7?,
where C; is defined by (1.13), then we have

Lemma 1.5. (1) x=a; is the nonlogarithmic singular point of L*(P;{;, Y,).
(2) There are only three possibilities :

(i) P*(x; <) is holomorphic at x=a; for any t=+{;.

(i) x=a; is a non-logarithmic singular point of L*(P; ¢, Y,) for any £+ ;.

(i) x=a; is a logarithmic singular point of L*(P; &, Y,) for any §=+;.

Proof. Suppose {=[1:17]d=cc. We have
(1.15) (x5 0)+2y(x; 0))* = (puol&; )3a(%; @)+ €5 1)el5 @)

where pro=pso(8;7) =cu(j)+toc(j) (=1, 2). Since L(P)EF, the both sides of
(1.15) are rational in x. Note that

8i(te) = D&} (proyi(%; @;)+puya(%; a;))*—D5 (3(x; 0)+1oy,(x; 0))*
is independent of x. 'Therefore, by (1.10), we have

——gj(to)—l—DZjl(pmy,(x; a;)+paxy.(x; a;)) .
PuYi(%5 @;)+ puya(%; a;)

(1.16) yH(x; &) =
By (1.84), one verifies that

(poy1(%;5 @;)+ prya(®; a;))*—plo(x—a;)' =" b (x)

is holomorphic at x=a;, where

$1(x) = (x—a)) 0Dy (x; a))?
= (Do ki (a)) (v—ay))?,

which is holomorphic at x=a; (cf. (1.8—).). Hence we have

(1.17) Y(; 7) = Res (3:(x; 0)4-20y2(5 0))] 2a;
= pu(8; J)* Res (x—a;)' @ (%) | -,
= pi(&; ) E:g({)_zkv_(ai)k;(aj)—v—z(ai) .

Now we prove (1) in the case {;3=c0. By lemma 1.4, x=aq; is the regular sin-
gular point of (1.11) for =&, Note that yf(x; {) has no logarithmic singular
point. Moreover, since py(£;; ))=0, ¥(£;;7)=0 follows, i.e., ¥=a; is the non-
logarithmic singular point of y%(x; {;) by (1.16). The proof in case of §;=co
is parallel to the above. Thus (1) has been proved. Next we consider
L¥(P; &y, Y,) for £L;. First we assume {;=oco. Then p;(§;7)30 holds for
any §#oco. By lemma 1.4, P*(x; {) is holomorphic at x=a; for any {= oo if
and only if #(a;)=3. Now let n(a;)=3 then, by lemma 1.4, x=aq; is the regular
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singular point of (1.11) for any {soco. Moreover, by (1.17), x=a; is non-

logarithmic if and only if
(1.18) SN k(@) ke p-v-ala) = 0.

Note that (1.18) is independent of . Hence (2) has been proved in case of
§;=oc0. The proof in case of {;3co can been obtained in the similar way.

We say that the singular point x=a; of L(P)EF is of L-type if and only
if x=a; is the logarithmic singular point of (1.11) for any &=#¢;. Next we
have

Lemma 1.6. (1) L(P)EF.. if and only if L(P)EF has no singular points
of L-type.
(2) Let aj, aj,, -, aj, (1< j;<j,+<ja<m) be all of the singular points of L-type
of L(PYF. Then L(P)EF, if and only if

(1.19) BlooXCil|s=1,2, - k} =1.

Proof. (1) holds true obviously. Now suppose that (1.19) is valid. Put
Eo=00XC7! (s=1,2, -+, k). Then L¥*(P; ¢, Y,)E F follows from lemma 1.5 (1).
Moreover, if { %, then, by lemma 1.5 (2), x=aq;, (s=1, 2, :-+, k) are logarithmic
singular points of yH./y¥. (=0, ), i.e., L*¥(P; &, Yo)&EF. Thus L(P)EF,
follows. Next suppose

#{OOXCZI'SZI) 2) "')k}>2'

Then we can assume without loss of generality that x=a; (j=1, 2) are of L-type
and §,%¢,, where {;=o00 X Cj' (j=1,2). By lemma 1.5 (2), 2=a, is the logari-
thmic singular point of (1.11) for {=¢,, i.e., L*(P; {,, Yo)F. Moreover, since
x=a, is of L-type, if {=+{, then x=aq, is the logarithmic singular point of (1.11)
for any &={,, ie., L¥(P; &, Y,)&EF for any {=§,. Thus we have shown that
L(P)eF, Now suppose L(P)EF, then, by the above, we have

${oxCi'ls=1,2, -+, R} <2.

Hence, from (1) of this lemma, (1.19) follows.

2. The monodromy matrices of Y*(x;{)

In this section we investigate how the monodromy matrices of Yi¥(x;{)
(#=0, ) depend on the deformation parameters t, (u=0, oo) respectively by
calculating them exactly.

Suppose that L(P) €F and S={a,, a,, -+, a,, oo} is the set of all regular
singular points of (2). Let x,€X=P\S and T;(j=1, 2, ---,n) be the anti-
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clockwise closed circuit around x=a; respectively such that x,&T"; and T'; does
not contain other singular points inside. Note that since ;(¢) (=1, 2, -+, m),
the non-singular zeros of §X Y(x; 0), are apparent singularities of (1.11), it
suffices to investigate the monodromy matrices only for T'; (j=1, 2, ---,n). Let
MuT};8) (p=0, 0o; E€ Uy, j=1, 2, -++, n) be the monodromy matrix of Y ¥(x;¢)
along T'; respectively;

(2.1) Y5 &) = Mu(Ty; §)Yi(x0; £)
where Uy=P,\ {0}, U.=P,\ {0} and f(xT';) is the analytic prolongation of f(x)
along T';.

Suppose &=[1:z%]eU\{{;}, where {;=o00 X7, i.e.,, {Zoco and pp=
Pu(C;37)=cu(f)+1eun(j)*+=0. Then, by (1.84+), (1.9) and (1.15), we have

(x—a;) -
P10¢—.i(x) + pao(x— ai))‘+(a")_)‘-(a")¢+j(x) ’
where py=py(L’; 7)=C1(j) +toc2(f),
¢-i(%) = (x—a;)™*-CPy(x; a;)
= Zukj(a;) (x—a;)

yio(x; &) =

and
P+5(%) = (x—a;) ™+ Ciyy(x; a))
= 3k (a;) (x—a;)" .
Hence, from (1.7),

(2.2) y@Ly; £) = (=127 yfi(x0; £)
follows. Moreover, by (1.16) and (1.17), we have
(2.3) ¥l ) = (—1)""2mipy(E; j)'d; y¥o(%0; £)

+(=1) " yh(x; )
where d;= 317 k5 (a;)kia;-v-2(a;). Next suppose {;=[l:2,]5 . Then,

y=0
since p,(£;;4)=0, we have

yo(x; £5) = £1/pn(&; 1)yx; a;)
and, by (1-16)’

yhu(x; &) = {—£i(to;) 2Dz} yo(x; a;)% [pnya(%; a5) »
where py=pw(L;;7). Hence, by (1.84) and lemma 1.5, we have
(2.4) yi(xel5 §5) = (=1 yih(x; &), k=1, 2.
Combining (2.2), (2.3) and (2.4), one verifies
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Yif(xTy; ) = (=17 (s £)
2mip(&; §)'d;yTi(%0; £)+yFo(xo; L))
for any {€ U,. Similarly we can show that
YE(xly; §) = (1™ ((yte(a; £)
2mip1e(E; ) 9% (%03 §)FyEa(x0; £))
holds for any {=/[t.: 1]€ U., where p,u({;j)=tecy(j)+cu(j). Thus we have

shown

(25)  Mu(Ty;8) = (=)@ [ 1 0

’ EIJ ) = O, .
2rip(t; j)d; J €U, p=0, =

On the other hand, we say that L*(P; {, Y,) is isomonodromic with respect
to tneQCC (=0 or ), where Q is a connected open set, if and only if there
exists the fundamental system Zu(x; fu) of solutions of (1.11) such that the
monodromy matrices of Zu(x;t.) along T (j=1,2, -+, n) are independent of
tw€Q. Then, one can see easily that L*(P; §, Y,) is isomonodromic with
respect to t,<Q if and only if there exist Ku(ts)eGL(2,C), t.EQ such that
Ku(ts)Mu(T;; O)Ku(tn)™ (j=1, 2, -++, n) are independent of t,EQ respectively.
First we have

Lemma 2.1. Let L(P)eF. If L¥(P;¢,Y,) is isomonodromic with respect
to th&C for p=0 or p=co then L(P)&F,.

Proof. Assume that L*(P; ¢, Y,) is isomonodromic with respect to {,&C
and L(P)eF, Then, by lemma 1.6, there are at least two singular points x=a;,
(s=1, 2) of L-type such that

o X CjlEooxC7},
ie., [—ca(f): cu()]F[—ca(j2): en(jz)].  This implies
(2.6) cu(f)ea(f2) —Ca(jr)en(j2) £0 .

Moreover, there exists Ky(f,) € GL(2, C) such that Ky(t,)M(T;; §)K(t,)~’ are
independent of ,&C. By direct calculation, we have

2.7) Kt My(Tj; O)Ko(to) ™! = (—1)" 7 {E+2miptod; AN},

where A(§)=K(t,) [(1) 8:|_Ko(t0)". Therefore, B;=p,y({’; j)2A(£) are independent
of t,. Suppose py(&;J;)#0 then we have

Bj, = (pu(&; j2)lPr(&; 71))°Bj, -
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Since L*(P; ¢, Y,) is isomonodromic with respect to #,

Pu(&; J2)pu(&; ) = (eu(2)+toealg))/(cul(ir) +1ocu(ih))
is independent of #,. 'This implies
cu(J)en(j2) —ea(jen(jz) = 0.

By (2.6), this is contradiction. The proof in the case that L*(P; ¢, Y,) is iso-
monodromic with respect to Z., is parallel to the above.

Next we have

Lemma 2.2. Let L(P)EF, Then there exists one and only one &yEP,
such that L¥(P;§,Y,) is isomonodromic with respect to t,&Q, where
Q, = {t|[1: t]€ U\{Cx}}
and
Qo = {tul[te: 1]€UN\{E4}},

and the monodromy group of (1.11) for t=~Cy is not isomorphic to that of (1.11)
fOf § =!—'-C ke

Proof. Let aj,aj, **+, a;, be all of the singular points of L-type of L(P)E F,.
Then, by lemma 1.6, oo X C7} (s=1, 2, :-+, k) coincide with each other and we

denote it by {y;
(2.8) e =100XC7', s=1,2,k.

Suppose t,EQy, i.e., p(£;)*F0 (s=1,2, -+, k) for £=[1:1,]. Moreover, from
(2.8), it follows that

= Plo(§§js)/P10(§;j1): § = 1, 2’ R k

are nonzero constants. Put

1 0
Ky(ty) = 2| LEQD,

0 (27i)"'pw(&; 50)”
then, by (2.5), we have

1 0
KMO(FJ;; C)Ka“ —t (—l)ﬁ(af,)"l {czd. 1} , :E Uo\{g*} Py
s@j,
which are independent of #,&Q, Moreover, if j=i (s=1,2, -+, k) then we

have
MTy; 8) = (—1)"7E,  t€U\{},

where E is the unit matrix of size 2. Hence the monodromy matrix of K,Y §(x; )
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along T; (j=j,: s=1,2, -+, k) coincides with (—1)"“)~'E. 'Therefore the mono-
dromy group of K,Y§(x;{) is independent of #,&€Q, On the other hand, if
§ = oo then, by (2.5), we have

My(Ty,; 6) = (— 1)@ 'E .

Since ¢3d;,#0(s=1,2, ---, k), the monodromy group of Y{§(x;{y) is not iso-
morphic to that of Y§(x;¢), {€U\{«}. The proof in case of {y=c0 is
parallel to the above. Moreover the proof for Y¥(x; §) can be obtained in the
similar way.

Finally we obtain the characterization of F., in connection with the iso-
monodromic deformation.

Theorem 2.3. L(P)EF. if and only if L¥(P;{,Y,) is isomonodromic with
respect to t.EC for both p=0 and p=oo.

Proof. First suppose L(P)eF.. Then, by lemma 1.6, L(P) has no singular
points of L-type. Hence, by (2.5), we have

MuTy; §) = (—1)"«)7'E, pw=0, o0,

This implies that L*(P; §, Y,) is isomonodromic with respect to f,&C for both
p#=0 and g=o0. Conversely, suppose that L*(P;{,Y,) is isomonodromic
with respect to £,&C for both p=0 and p=oco0. Then, by lemma 2.1, L(P)& F,
follows. Next if we assume L(P)E F, then, by lemma 2.2, there exists one and
only one {4 P, such that the monodromy group of (1.11) for {={ is not iso-
morphic to that of (1.11) for §=&,. This is contradiction. Thus, L(P)&F,
follows. 'This completes the proof.

3. Recursion formula

In this section, apart from the preceding sections, we do not necessarily
assume that L(u)=D?—u(x) is of Fuchsian type, but assume only that u(x) is
the single valued meromorphic function of x.

Define Q,(x) (=0, 1, 2, --+) by the recursion formulae

G0 204x) = Qua()' () + 2001 (Wu(x) —27' Q0 0(%),  n=1,2, -

with Qy(x)=1. The formula (3.1) appears in the theory of commutative dif-
ferential operators due to Burchnall-Chaundy [5]. Then we have

Lemma 3.1 (cf. Tanaka [22]). Q,(x) are the polynomials of u,u’, -+, u® =2
with constant coefficients, where u™ is the m-th derivative of u.

Proof. We prove this by induction. Assume that Q;(x) (j=0,1, .-+, n)
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are polynomials of u,u’, ---, 4®~? with constant coefficients respectively. By
(3.1) we have

ZQ;'+1Qn—j = u'QiQa—j"_ZuQ;'Qn-i—Z-IQ;'//Qu-j ’ ]= O, AR

Hence
2300 Q§+IQu—j =u' 30 Qan—j+2u E?-OQ;‘Qn—j—z—l 237=0 Q:'/,Qn—j

follows. Since Qy=1, this implies

2051 = —2 23726 Q5104 j+ 4" 230 0;04-;
+2u 33520070,-;—27 33720 Q75104-;
= —(2720 Qj1Qn-5) + (1 X0 Q;04-;)’
—27 (2072007 Ou-j) +471(X5-0 Q505-5)" -

Therefore Q,,4; is also a polynomial of u, #’, --+, u® with constant coefficients.

If we regard Q,(x) as the polynomial of %, #’, -+, #®*~D with constant coef-
ficients then the constant term of Q;(x) is equal to zero. On the other hand,
while an arbitrary additive constant appears when we integrate Q;(x) to obtain
0O,(x), we set it zero in what follows. Therefore Q,(x) (n=1, 2, :--) are deter-
mined uniquely. Put

(3'2) Zn(u(x)) = ZQn+1(x) ’ n= 0’ 1’ 2’ o
and
(3.3) X,(u(x) = 20%1(x) = DZ,(u(x), nm—=0,1,2, .

For example, we obtain by direct calculation

Zou) =u, Xo(u)=u'
Z(u) = 473 —u"), Xy(u) = 4" (6un'—u").

Rewriting (3.1) in terms of Z, and X,, we obtain the Lenard relation (7);
34 X, (u) =27Z,_(wu'+X,_,(w)u—4"D*X,_,(u) .

Next we investigate the relation between the Darboux transformation and
X,, which plays the crucial role in the following. Let Y= Y(x)="*(y,(x), yx(x))
be a fundamental system of solutions of

Lu)yy =0
such that W(Y)=1. Here we consider the Darboux transformation

L*u; £, Y) = D*—u¥(x; §)



DaARrBOUX TRANSFORMATION

of L(u) by Y(x), where
u¥(x; §) = u(x)—2(9/0x)? log & X Y(x) .
Note that

u(x) = 9v(x; §)/0x+o(x; £)?,

(35) u*(x; g) = —67)(96’; Z;)/ax-{—v(x; g)z

are valid, where
v = v(x; §) = (8/0x) log £ X Y(x) .
We have.

Theorem 3.2. The equality
(3.6) X, (0¥)+-20Z, () = — X, (u)+20Z,(1)
holds.

Proof. By direct calculation,

Xo(u*)+20Zy(u*) = —v,,+20°
and
—Xo(u)+20Zy(u) = —v,,+20°

follow from (3.5). Next assume

(3.7) Xy s(W¥)+-20Z,\(u*) = — X, y()+20Z,\(u) ,
then, by operating with the linear differential operator
—D*+-v,[vD* 444D
on both sides of (3.7), we have
(3.8) a0 K_j(0)D'Z,_(w*) = Xjeo K j(0) DV Z,-y(u)
where
K:to('v) = —20,,‘+27)“7J‘/7)+81)21)x ’
K.y(v) = —6v,,+4vi[v+87°,
K.y(v) = —4(v,+7%),
K.(v) = —(2vtv./v)
and

K. (v)= +1.
From the Lenard relation (3.4) and (3.5),

(39)  DZus@) = HOuA 0)DZ ()4 20+ 200,)Z, (1) —4X, (1)

623
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follows. Differentiating both sides of (3.9), we have
(3.10) DZ,_\(u) = 4(v,+v*)D?*Z,_\(u)+6(v,,+2vv,)DZ,_,(u)
+2(0,4 5+ 200, +202)Z,_,(4)—4DX (1) .

Eliminate D'Z,_,(») (j=3,4) by (3.9) and (3.10) from the right hand side of
(3.8) then one verifies that the right hand side of (3.8) coincides with

—4DX,(4)+4(20+0,/0)X, (1)
By similar calculation, the left hand side of (3.8) turns out to coincide with
4D X, (1) +4(20—10,[0) X, (u*) .
Hence we have
(3.11)  DX,(u*)+(20—v,/0)X,(u*) = —DX,(u)+20-+0,/0)X,(1)
By (3.11) we have
(3.12)  2(X,(u*)—X,(4) = 0,(X,(u*)+X,(4))[0*— (DX, (u*)+DX, ()0 .
Integrating both side of (3.12), we obtain
2Z,(u¥*)—Za(w) = —(Xou*)+ X, (w))]o .

This completes the proof.

4. Rational solution of the n-th KdV equation

In this section we construct a class of solutions, which are rational in «x,
of the n-th KdV equation

Ou(x; £)[0E = X,(u(x; £)),

where £ is a complex variable. We emphasize here that the operator L(P) in-
vestigated in this section is of Fuchsian type on P,.

Now suppose L(P)eF. Then X,(P) and Z,(P) vanish at x=oco. 'There-
fore, since we assume that the additive constant which appears on the occasion
of integrating X,(P) to obtain Z,(P) is zero, X,(P)=0 if and only if Z,(P)=0.
Hence, by the Lenard relation (7), if X,(P)=0 then X, ;(P)=0 holds for j>0.
Let A, be the set ofall rat ional functions P=P(x) such that L(P)eF, X;(P)=*0
for j=0, 1, -+-,n—1 and X,(P)=0.

Naturally, if A, is void, all arguments in what follows are vacuous. How-
ever it will be shown at the end of this section that A, actually not void.

First we have

Lemma 4.1. Suppose P(x)E A, and put
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3(P) = {L1 X (P*(x; §)) = 0}
then
$3(P)<1

is valid.
Proof. Put
w(x; §) = X, (P*(x; £))+29(x; £)Zuy(PH(; £))
= —X,,(P(x))+2g(x; £)Z,-(P()) -
By the Lenard relation (7), we have

4710,,+ 27w, = 24240, + 4,20 A(P)+(@s+ PV X A(P)— 47 DPX, (P)
— 27P, 7, (P)+PX,_(P)—4" DX, (P)
=X, (P)=0.
Similarly we have
—4'w,,+27qw, = X,(P¥).

Assume #3(P)>2 and let §;€3(P) (=1, 2; £,%{,) then
“4.1) w(x;¢;)=0, j=1,2

follows. On the other hand, since L(P)EF, i.e., f(x; 0)=y,(x; 0)/y,(x;0) is a
rational function, by (1.3), g(x; £) is of the form

P ﬁj(x—dj)‘1_|_2'. (x—5,)"".

Moreover X,_,(P) and Z,_(P) are the polynomials of P® (s=1, 2, ::+, 2n—3)
whose constant terms are zero. Hence

w(x; gj)lx=°° = 07 ]= 1,2
follows. Therefore, by (4.1), we have
wx; £)=0, j=1,2.
This implies
q(x; &) = 27X, ((P(x))/ Zs(P(%)), j=1,2,
because Z,_,(P(x))%=0. Since W(Y(x;0))=1 and
q(x; §) = (Euyi(x; 0)+-Eayi(x; 0))/(Euyn(*; 0)+Emx(x; 0)) 5
it turns out that if {4, then ¢(x; ;)= q(x; §,). This is contradiction.

The following is the one of the main results of the present paper.
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Theorem 4.2. If P(x)EA, then there exist the rational functions cu(tu)
(=0, o) such that
(43) Cu(ta)OPH (x5 )[0t — Xo(PHx; 1), =0, o0,
where E=[1: 1] for {00 ; {=[t.: 1] for £=0.
Proof. By lemma 4.1, if { &3(P) then we have
29(%; §) = — X\ (P*(%; §))/Za(P*(x; £))
= —(0/0x) log Z,(P*(x; ¥)) .
Suppose §=[1: t,] & U\Z(P) then we have
(0/0x) log gu(x; tof"Za(P*(x; £)) = 0,
where
85 to) = y1(x; 0)+10y,(x; 0) .
This implies that there exists ¢(#,) depending on only #, such that
(4.4) (%5 10" Zy(P*(%; £)) = —2¢0(t) -

The left hand side of (4.4) has meaning even at {&3(P)N U, that is, ¢y(t,)=0
if [1: t,]e=(P)NU,. Moreover, cyt,) does not vanish for {=[1: t,]€ U)\Z(P),
since

&ox; %) £ 0
and

Z(P*(x;8) = 0.

One can see immediately that since L(P)EF, the left hand side of (4.4) is ra-
tional in x and 7, Hence ¢y(t,) is also rational in #. From (4.4),

4e(oto)0go(%; 10)[0/go(x; 10)* = Xu(P*(x; L))
follows. On the other hand, by direct calculation, we have

OP*(x; £)[0t, = 40o(x; 2)[0x/go(; 10)* -
Thus we have
co(t)0P*(x; £)[0t, = X, (P*(x; §)) .

Similarly we obtain

Ca(t=)OP*(0; £) [0t = Xo(P*(x; £))
for some rational function c.(%.).

Note that the equations (4.4) themselves are not the original n-th KdV
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equation (8). By the way, since f,=1/t.. for £.=0, we can show readily

calte) = —taf1ft.)
Hence, if we put
ou(t) = [y, w=10, o,
then

oulte) = | et dty = | calt) a1 = put)

holds for £,%0 (u=0, o). Therefore, if P(x)EA, and {=0, co then P*(x; )
satisfies the original n-th KdV equation

OP*(x; £)[0F = X (P*(x; 1)),
where £=¢u(tu) (1=0, o).

Next we reconsider the meaning of Theorem 4.2 in view of the isomono-
dromic deformation. Suppose {=[1:t,Je U)\Z(P). Then, since c\(t,)+0,

(4.5) a3 1) = 27ey(te) " Zyi(P*(; £))
is rational in x. By Theorem 4.2, we have

(4.6) B(b)ay(x; t,) = dP*(x; £)/0t,,
where

B() = —27'D*++2P*(x; £)D+P¥(x; £) .

Let {u=[1:t4]€Z(P)N U, Then, by taking limit of the both sides of (4.6)
for t,—>ty, ay(x; t,) turns out to be meaningful even for {y and rational in x.
Similarly we can show that

A% L) = 27 C0a(te) T Z - ((P*(2; £))

is rational in x and satisfies

4.7) B({)a.(x; t..) = 0P*(x; £)/0t.

for any {=[t.: 1]€ U... Next define bu(x; t) (=0, o0) by

(4.8) 20bu(x; tu)[0x+0%au(x; tu)/0x* =0, p =0, oo

Then, bu(x; tu) (=0, o0) are rational in x. By (4.6) and (4.7), we have
(4.9) 0%b/0x*+2P*8a,/0x+ a0 P*[0x—20P*[0t, = 0.

One verifies that (4.8) and (4.9) are nothing but the integrability conditions for
the system
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410 L¥P; ¢, Yo)z = 0%2/0x>—P*(x; §)2 =0, €U,
(+.10) 02/0t, = a,02/0x+buz .

Let Zu(x; tu)="(2,(x; tu), 25(x; tx)) be the fundamental system of solutions of
system (4.10). Let Nu(T;; tu) be the monodromy matrix of Zu(x;t.) along T';
(]=1) 2’ ceey 1 ”':0) oo),

Zy‘(xl—‘j; ty,) - N‘L(F]; tp.)Zy.(x; tp.) .
Then we have

0Zu(wTy; 14)[0ts = Nu(Tj; tu)0Zu(ac; ta)/0tu+ONW(T;; 10)/0tuZu(; t)

and

Therefore, from (4.10),

follows, since au(x; u) and bu(x; t,.) are rational in x for any t,&C. Hence we
have
aN,,.,(Pj; ty,)/atp.Zy,(x; tp,) — 0 .

Differentiating this with respect to x, we obtain
ONu(T;; tu)[0tu(Zu, 8Zu/0x) = 0.
Since the Wronskian matrix (Z,, 0Z,/0x) is nondegenerate,
ONW(T;; £0)/0t, = 0

follows, i.e., L¥(P; ¢, Y,) is isomonodromic with respect to both t, (u=0, o).
Hence, by Theorem 2.3, we have

Theorem 4.3. If P A, then L(P)EF.. follows, that is, L¥(P; ¢, Yo)eF
for any EEP,.

Next we have

Theorem 4.4. Let PEA,. If {&3(P) then P*(x; §)EA,, for some m<n
and if &S, (P) then P*(x;5)E A4,

Proof. From Theorem 4.3, L(P*)=L*(P; ¢, Y,)EF follows for any { € P,.
Suppose £ €3(P) then we have

X (P¥x;8)=0.

Hence, if {€3(P) then P*(x; {)EA,, is valid for some m<n. Next let {=[1:1,]
€U, Then, by (4.4), we have
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(4.11) Z(P¥(x; §)) = —2¢q(to)[go(5 t0)” -

Differentiating the both sides of (4.11) with respect to x, we have the following:
Xn(P*) = 4Cog0x/gg ’

(4.12) DX ,(P*) = 4¢o(gox80—385:)I85 »
DZX”(P*) = 4co(g0xxxg‘2)_9g0ng0xg0+lzggx)/gg .

On the other hand,

(4.13) PX(%; §) = (—8oss8ot2855) 85

is valid, since 1/g,(x;t,) solves the equation (1.11) for p=0. From (4.13)
(4.14) OP*(x; £)/0% = (—osssg0- BossBos8o—4801) 80

follows. Moreover, by the Lenard relation (7),

(4.15) X, (P¥) = 27Z,(P¥)P¥ -+ X (P¥)P*— 47 DPX,(P¥)

is valid. Put (4.11), (4.12), (4.13) and (4.14) into the right hand side of (4.15),
then, by direct calculation, one verifies that the right hand side of (4.15) vanishes
identically. Thus we have

Xon(P¥(x;£)) =0

for any {€ U,. Similarly we can show
Xyn(P¥(x; 00)) = 0.

On the other hand, by lemma 4.1,

X, (PHx; £)) = 0
holds for {&3(P). Hence, by Theorem 4.3, we have shown that P*(x; {)€ A,
for any & =(P).

Put

A* = U0 A,
and
F* = {L(P)|PA*}.
Then we have

Theorem 4.5.
(1) F*CF..
(2) A,*0, n=0,1,2, ..

Proof. From Theorem 4.3, (1) follows immediately. On the other hand,
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one can see easily
Ao = {O} .
Now assume that A, ;%@ and let PE A, _, then, by Theorem 4.4, P*(x;{)EA,
holds for any £&3(P). Therefore
AFEd
follows.

Thus we have proved that if L(P)& F*then L*(P;¢, Y,)EF* for any { € P,.
In other words, F* is closed under the Darboux transformation. Moreover we
have

Theorem 4.6. For every L(P))EF*, there exist L(P)\€F* and (P,

such that
L(Py) = L*(P; £, Yy) .
Proof. Put
P(x) = Py(x)—2(0/0x)? log [1: 0] X Z(x; 0),
where Z(x; 0)="*(2,(x; 0), 2,(x; 0)) is the normalized fundamental system of
solutions of
L(P)z =0

defined in section 1. Then

Y(x) = *(2y(%; 0)7*, 2y(x; 0)7'Dg'(2y(x; 0)%)
is the fundamental system of solutions of
(4.16) L(Py=0.
We have
L*(P;0,Y) = L(P,).
There exists C € SL(2, C) such that
Y(x) = CY(x; 0),

where Y(x;0) is the normalized fundamental system of solutions of (4.16).
Hence, put
Lo=1[1: 0]xC
then we have
L(Py) = L*(P; £, Yy) -

Thus we have shown that there exists the orbit of the n-th KdV flow on
A* passing through for every PE A*.
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