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論文内容の要旨

本論文では、未知環境におかれたエージェントが、観測値から環境の状態を必ずしも一意に決定できない部分観測

環境で、経験から適切な行動選択法(方策)を学習する強化学習の研究と、属性値の並びで記述される事例を正しい

クラスへ分類することを帰納的に学習する問題において、既存の分類器学習法(基本学習器)を繰り返し適用するこ

とで分類精度を向上するアンサンプル学習法に関する研究をまとめており、以下の 5 章からなる。

第 1 章では、本研究の背景、対象問題、及び、本論文で提案する手法の概要を述べている。

第 2 章では、環境モデ、ルを可変な短期記憶の確率モデ、ルとして学習する部分観測環境での強化学習法を提案してい

る。本手法のように環境モデルを学習する手法はモデルを用いないものより高い性能の方策を実現できるが、モデル

学習の計算量が蓄えられた履歴の長さに応じて増加する問題があった。そこで、事前に設定したモデ、ル候補集合上の

事後確率分布を、一定計算量で更新できる履歴の統計量で表す手法を提案している。本手法の理論的解析を行い、実

験で有効性を検証している。

第 3 章では、与えられた環境モデルに対して優れた方策を求める意思決定問題で、従来法の扱えない、環境が複数

のマルコブ決定過程モデルで表される場合の解法を提案している。本手法は、従来の意思決定手法「方策反復」を拡

張し、複数のモデルに同時に対応できるような確率的な方策空間での山登り法を行う。環境モデルの学習の初期にモ

デルを一つに決めると、それは真のモデルと大きく異なる危険性が高いが、複数のモデルを取り出して本手法を適用

すればこの危険性は軽減できることを実験的に示している。

第 4 章では、ブースティングと呼ばれるアンサンプル学習法に発想を得た確率モデル学習法を提案している。ある

環境で過去の履歴から将来の観測値を分類により予測する場合、履歴に依存する観測値の出現確率分布(確率モデル)

を学習しなければならない。一方、ブースティングの理論的基盤は決定的な真理関数の学習にあり、それに基づく従

来法は確率モデルを学習できなかった。提案手法は、ブースティングの、学習事例に与えた重みの更新と基本学習器

の適用を繰り返す手続きを、求める確率モデルを基本学習器の作る確率モデルで、逐次的に因数分解する手続きへ応用

し、確率モデルを学習する。本手法は確率モデルを学習するように拡張されていながら、確率モデルの学習が必要で



ない分類を従来法と同等の精度で行えることを実験で示している。

第 5 章では、本論文のまとめと今後の課題を述べている。

論文審査の結果の要旨

一般に、未知環境の観測によって将来の観測値を予測したり、その環境で適切な行動を選択することは困難である

が、この能力を学習によって獲得することは重要なことである。従来の多くの研究は、観測によって環境の状態を完

全にわかる場合を扱っているが、ここでは、観測値から環境の状態を必ずしも一意に決定できない部分観測環境を扱

っている。

本論文は、部分観測環境において経験から適切な行動選択法(方策)を学習する強化学習と、環境に関する観測値

から環境を正しいクラスへ分類することを、既存の分類器学習法を利用して能力を高めるアンサンプル学習を提案し

たもので、その主な成果は次のとおりである。

(1) 部分観測環境で適切な行動を学習する強化学習法のためには、環境のモデルを学習する必要があるが、従来の

手法は過去の観測と行動の履歴の長さに応じて計算量が増加する問題があった。ここでは、事前に履歴のモデ

ル候補集合を設定し、学習では一定計算量でその出現確率を更新する手法を提案している。この履歴モデルを

用いて現在の状態、を推定し、強化学習を行なうことができる。本手法の理論的解析を行い、実験で有効性を確

かめている。

(2) 与えられた環境モデ、ルに適した方策を求める意思決定問題で、従来の手法は環境が一つのマルコフ決定過程モ

デルで表される場合しか扱えなかった。環境が複数のマルコブ決定過程モデルで表される場合、学習の初期に

モデルを一つに決めると、それは真のモデルと大きく異なる危険性が高い。この問題を解決するために、複数

の環境モデル候補に対して、方策空間の山登り法によって最適な方策を得るアルゴリズムを提案している。本

アルゴリズムの有効性を実験的に示している。

(3) 環境の観測の履歴からその環境を分類して将来を予測する場合、一般に将来の環境の観測値は、履歴に依存す

る確率分布(確率モデル)に従う。一方、ブースティングと呼ばれるアンサンプル学習法は決定的な真理関数

の学習を行ない、通常は確率モデルを学習できなかった。提案手法は、ブースティングの学習事例の重みの更

新法と基本学習器の適用の繰り返し手続きを応用して、確率モデルを基本学習器の作る確率モデ、ルで逐次的に

因数分解することにより、確率モデルを学習する。本手法は確率モデルを学習するように拡張されているが、

確率モデルの学習が必要で、ない分類(本手法の特殊例)でも、従来法と同等の精度で分類が行えることを実験

で示している。

以上のように本論文は、部分観測環境において適切な行動選択法の学習と、環境を正しいクラスへ分類する方策の

学習を提案するとともに、観測と行動を伴う一般的なシステムの方策を学習する研究の発展に寄与することが大き

い。よって本論文は博士論文として価値のあるものと認める。
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