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論文内容の要旨

知識ベースシステム(以下、 KBS) を実世界における問題解決に利用するには、大量のデータ(事例)と規則の

蓄積に加え、それに伴い混入する例外、及び例外を含む規則の処理が必須となる o しかし、形式論理に基づく従来の

推論方法(問合せ応答手続き)では、例外を含む規則から導かれる仮説的結論を大量データの下で処理するには限界

がある。また、蓄積データからの学習による規則の漸進的拡充においては例外を含む規則も学習できる必要があるが、

例外を含む規則を学習する既存手法は同一データを 2 度処理する必要があるため、大量データには適していな L 、。

以上のような背景から本研究では、例外を含む KBS における推論に関して、 (1)集合演算である関係代数を用いた

問合せ応答手続きを提案し、学習に関しては、 (2)同一データを 2 度処理することなく目標概念(学習する概念)の正・

負例から例外を含む規則を学習するシステム、 (3)その効率化手法、及び(4)負例が与えられない場合における正例から

の負例生成法を提案する。

(1)の手法では、仮説的結論の原因となる例外と他の例外を形式的に区別する例外表現と、その関係代数式への変換

を新たに導入することにより、大量データの下での仮説的結論を含む応答の生成を可能とした。一方、 (2)の学習シス

テムでは、正・負例から規則を帰納する際に、各規則の導く正・負例数の比率に応じて当該規則が規定する概念を目

標概念とその反対概念のいずれかに決定することにより、既存手法が同一データを 2 度処理して得ていた規則集合を、

l 度の処理だけで得ることを可能とした。また、 (2)における学習の本質が候補規則の集合から最大の評価値をもっ規

則を見つけ出す探索であることから、 (3)の手法では最大の評価値を取り得ない規則を同定する新たな枝刈り条件を探

索アルゴリズムに導入した。評価実験では、導入した条件により約30--70%の探索数が削減された。さらに、負例が

与えられない場合、 (2)の手法では誤った結論まで導く過汎化された規則を学習するため、 (4)の手法では、正例間の非

類似度に基づき負例となる事例を生成し、 KBS 中に目標概念の負例が存在しない場合でも過汎化の抑制を可能とし

fこo

論文審査の結果の要旨

知識ベースシステム(以下、 KBS) を実世界における問題解決に利用するには、大量のデータとデータ聞に成立
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する規則を必要とし、不可避的に例外的データおよび例外を含む規則が混入する。このため実用的な KBS はこれら

に対処できることが求められる。本論文は例外を含む KBS における推論および学習に関する研究を論述したもので

あり、その成果は以下のようにまとめられる。

(1)論理に基づく従来の推論手続きでは、大量データに対し例外処理および例外を含む規則から導かれる仮説的結論を

含む応答の生成が困難であった。本論文では、例外を分類しこれを表示する記法を論理式に導入するとともに、規則

が含む例外と仮説的結論の関係を明らかにし、導入した記法を含む論理式を関係代数表現に変換する手法を提案して

いる。このことによって、例外を許容する推論知識を大規模データベースの処理に適した関係データベースにおいて

利用する枠組みが実現可能であることを示している。

(2)例外を含むデータから例外を含む規則を学習する際、既存の手法では同一データに対し 2 度の適用を必要とし、大

量データに基づく学習には適さな ~'o 本論文では、規則が導く正・負例数に応じて当該規則が規定する概念を目標概

念あるいはその否定のいずれかに動的に切り換える独自の汎化手続きを開発し、 1 度の適用により例外を含む規則を

学習できるアルゴリズムを導いているo

(3)提案した学習アルゴリズムの本質が可能な規則の集合から最大の評価値をもっ規則の探索であるという知見に基づ

き、これに該当しない規則を同定する独自の枝刈り条件を提案することによって、学習の効率化を図り、評価実験に

おいて約30--70%の探索数削減を実現しているo

(4)訓練事例中に目標概念の負例が存在しない場合、学習された規則が過度の汎化により本来正例でない事例にも真と

なる過汎化が生じることがあるo これに対し正例聞の類似性の限界に着目し負例と推定される事例を生成する手法を

提案し過汎化の抑制を図り、良好な実験結果を得ているo

以上のように、本論文では例外を含む KBS の推論と学習についての研究において有用な成果をあげており、この

分野の発展に寄与するものであり、博士(工学)の学位論文として価値あるものと認めるo
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