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1. Introduction

We consider in this paper the problems of existence, uniqueness, and asymptotic behavior of solutions of the following semi-linear evolution equation in a Banach space $E$:

$$\frac{d}{dt} x(t) = Ax(t) + f(t, x(t)), \quad 0 < t < +\infty ,$$

$$x(0) = x_0 .$$  

(1.1)

$x(t)$ is said to be a solution of (1.1), if

$$x(\cdot) \in C([0, \infty); E) \cap C^1((0, \infty); E)$$

and (1.1) is satisfied.

In (1.1), $A$ is a closed linear operator in $E$ with a domain $D(A)$ which is not necessarily dense in $E$. Throughout this paper, it is assumed that the resolvent $R(\mu) = (A - \mu I)^{-1}$ exists and satisfies the estimate

$$|R(\mu)| \leq \frac{M_0}{(1 + |\text{Im} \mu|)^{\beta}}$$

for $\text{Re} \mu \geq -\lambda$, where $\lambda$ is a constant, and $\beta = (1 + \alpha)^{-1}$, $0 < \alpha < 1$.

W. von Wahl [9] and H. Kielhöfer [3] studied the parabolic initial boundary value problems, and obtained the similar estimate to (1.2) (see Section 6).

For fixed $q$, $0 < q < 1$, let $\Gamma_q$ be the curve

$$\Gamma_q = \{ \mu = \sigma + i\tau; \sigma = -\lambda - q \frac{q(1 + |\tau|)^\beta}{M_0}, -\infty < \tau < +\infty \} .$$

It is easy to see that the resolvent exists in a region situated to the right of the curve $\Gamma_q$ and satisfies (1.2) with $M_0(1 - q)^{-1}$ instead of $M_0$ [4].

Under the assumption (1.2), the weakened Cauchy problem of the following unperturbed linear equation
\[
\frac{d}{dt} x(t) = Ax(t), \quad t > 0, \quad x(0) = x_0
\]  \hspace{1cm} (1.3)

is well-posed on the set \( D(A) \) \[4\], and the solution \( x(t) \) of (1.3) is represented as \( U(t)x_0 \) for \( t > 0 \), where \( U(t) \), \( t > 0 \), is the semigroup of bounded linear operators given by

\[
U(t) = \frac{1}{2\pi i} \int_{\Gamma} e^{\mu t}R(\mu)d\mu, \quad t > 0.
\]  \hspace{1cm} (1.4)

It follows from (1.4) that \( U(t) \) satisfies the estimate \[4\]

\[
\|U(t)\| \leq Me^{-\lambda t}, \quad t > 0,
\]  \hspace{1cm} (1.5)

where \( M > 0 \) is some constant.

For the nonlinear term \( f(t, x) \), it is assumed that the following condition (i) or (ii) is satisfied:

(i) \( f(t, x) \) is continuous on \([0, \infty) \times E\), and the estimate

\[
\|f(t, x) - f(t, y)\| \leq K\|x - y\|
\]  \hspace{1cm} (1.6)

holds, where \( K > 0 \) is a constant independent of \( t, x, \) and \( y \).

(ii) \( f(t, x) \) is continuous on \([0, \infty) \times E\). For each \( c > 0 \) there exists a constant \( k(c) > 0 \) such that the estimate

\[
\|f(t, x) - f(t, y)\| \leq k(c)\|x - y\|
\]  \hspace{1cm} (1.7)

holds for \( t, x, \) and \( y \) satisfying \( t \geq 0, \|x\| \leq c, \|y\| \leq c \).

In the case where \( A \) is the infinitesimal generator of \( C_0 \) semigroup, the problem of existence and uniqueness of solutions of semi-linear equations was treated by several authors, for example, by T. Kato \[2\], and the problem of asymptotic behavior was treated, for example, by A. Pazy \[5\]. Recently W. von Wahl \[9\] and H. Kielhöfer \[3\] considered the local solvability of (1.1) under the same condition as (1.5) and weaker conditions for \( f(t, x) \). They also applied their results to a semi-linear initial boundary value problem within the framework of the \( C^\alpha \)-theory. Our main purpose is to obtain an estimate for the asymptotic behavior of the solution of (1.1) and its derivative under the condition (1.5). Some examples of linear partial differential equations are worked out.

2. Existence and uniqueness of solutions

In this section it is assumed that \( f(t, x) \) satisfies (1.6). We consider the problem of existence and uniqueness of the solution of (1.1) under the condition (1.6).

Let \( x(t) \) be a solution of (1.1). Then we have the integral equation
\[ x(t) = U(t)x_0 + \int_0^t U(t-s)f(s, x(s)) \, ds. \]  

(2.1)

(2.1) can be uniquely solved by the successive approximations:

\[ x_0(t) = U(t)x_0, \]

\[ x_{n+1}(t) = U(t)x_0 + \int_0^t U(t-s)f(s, x_n(s)) \, ds, \quad n=0, 1, \ldots, \]  

(2.2)

\[ x(t) = \lim_{n \to \infty} x_n(t). \]  

(2.3)

If \( x_0 \in D(A) \), the solution \( x(t) \) of (2.1) is in \( C([0, \infty); E) \). Otherwise \( x(t) \) is in \( C((0, \infty); E) \) and satisfies the following estimate in the neighbourhood of \( t=0 \): \[ ||x(t)|| \leq c_1 t^{-\alpha}, \]  

where \( c_1 > 0 \) is some constant.

Next we shall show that the solution of (2.1) is continuously differentiable in \( t>0 \) by posing some additional assumptions on \( f(t, x) \). Suppose that \( f(t, x) \) satisfies the following conditions:

(i) \( \frac{\partial}{\partial t} f(t, x) = f(t, x) \) is continuous for \( (t, x) \in [0, \infty) \times E \).  

(2.4)

(ii) For each \( t \geq 0 \), \( f(t, x) \) is Fréchet differentiable in \( x \) (Tanabe [8]), i.e.,

\[ f(t, x+z) = f(t, x) + (Df(t, x) + \bar{D}f(t, x)) \cdot z + o(||z||; x) \]  

holds when \( ||z|| \to 0 \), where \( Df(t, x) \) (resp. \( \bar{D}f(t, x) \)) is a linear (resp. anti-linear) bounded operator in \( E \).  

(2.5)

(iii) \( Df(t, x) \) and \( \bar{D}f(t, x) \) are strongly continuous for \( (t, x) \in [0, \infty) \times E \).  

(2.6)

(iv) For \( t, x \) satisfying \( 0 \leq t \leq c \), \( ||x|| \leq c \), \( ||f(t, x)|| \), \( ||Df(t, x)||_{L(E,E)} \), and \( ||\bar{D}f(t, x)||_{L(E,E)} \) are uniformly bounded.  

(2.7)

The following lemma is well-known, if \( f(t) \in C([0, \infty); E) \) and \( U(t) \) is of \( C_0 \) class.

\textbf{Lemma 2.1.} \textit{Suppose that} \( f(t) \text{ belongs to } C([0, \infty); E) \cap C^1((0, \infty); E) \). \textit{Furthermore, suppose that} \( \left\| \frac{d}{dt} f(t) \right\| \text{ is integrable on } (0, T) \), \textit{where } \( T > 0 \). \textit{Then we have for } \( t > 0 \)

\[ \frac{d}{dt} \int_0^t U(t-s)f(s) \, ds = U(t)f(0) + \int_0^t U(t-s)f(s) \, ds \]

\[ = A \int_0^t U(t-s)f(s) \, ds + f(t). \]  

(2.8)
Proof. If $0 \in \rho(A)$, the resolvent set of $A$, then it is easily seen that

$$ y(t) = \int_0^t U(t-s)A^{-1} \frac{d}{ds} f(s) ds - A^{-1} f(t) + U(t)A^{-1} f(0) $$

is in $C([0, \infty); E) \cap C((0, \infty); E)$ and satisfies for $t > 0$

$$ \frac{d}{dt} y(t) = Ay(t) + f(t) $$

and $y(0) = 0$. Therefore

$$ y(t) = \int_0^t U(t-s) f(s) ds $$

holds for $t \geq 0$.

If $0 \notin \rho(A)$, the relation (2.8) holds for

$$ A_\sigma = A - \sigma I, \quad U_\sigma(t) = e^{-\sigma t} U(t), \quad f_\sigma(t) = e^{-\sigma t} f(t), $$

where $\sigma \in \rho(A)$. Then we can derive (2.8) by differentiating the following equation in $t$:

$$ \int_0^t U(t-s) f(s) ds = e^{\sigma t} \int_0^t U_\sigma(t-s) f_\sigma(s) ds. $$

Q.E.D.

The following theorem can be proved in the similar way to Sobolevskii-Pogorelenko [7]:

**Theorem 2.2.** If $f(t, x)$ satisfies (1.6) and (2.4) to (2.7), then for each $x_0 \in D(A)$ the solution of (2.1) is continuously differentiable in $t > 0$ and satisfies (1.1). Furthermore, the estimate

$$ \left\| \frac{d}{dt} x(t) \right\| \leq c_2 t^{-a} $$

holds as $t$ tends to 0, where $c_2$ is a constant.

Proof. By the Fréchet differentiability of $f(t, x)$ and by the fact that $x_0 \in D(A)$, we obtain for $0 < t \leq T$

$$ \frac{d}{dt} f(t, x_0(t)) = f(t, x_0(t)) + Df(t, x_0(t)) \cdot \frac{d}{dt} x_0(t) $$

$$ + \tilde{D} f(t, x_0(t)) \cdot \frac{d}{dt} x_0(t), $$

$$ \left\| \frac{d}{dt} f(t, x_0(t)) \right\| \leq c_2 t^{-a}, $$
where $c_3$ is a constant. Therefore it follows inductively from Lemma 2.1 that the successive approximations (2.2) satisfy

$$
\frac{d}{dt} x_{n+1}(t) = U(t)Ax_0 + U(t)f(0, x_0) + \int_0^t U(t-s)[f_s(s, x_n(s)) + Df(s, x_n(s)) - Df(s, x(s))] ds .
$$

(2.9)

Consider the integral equation

$$
v(t) = U(t)Ax_0 + U(t)f(0, x_0) + \int_0^t U(t-s)[f_s(s, x(s)) + Df(s, x(s)) - v(s)] ds .
$$

(2.10)

The existence and uniqueness of the solution $v(t)$ of (2.10) and the estimate

$$
||v(t)|| \leq c_3 t^{-\alpha}, \quad 0 < t \leq T
$$

(2.11)

are ensured by the similar arguments to (2.2). From (2.9) and (2.10) we have

$$
\frac{d}{dt} x_{n+1}(t) - v(t) = \int_0^t U(t-s)[f_s(s, x_n(s)) - f_s(s, x(s))] ds
$$

$$
+ \int_0^t U(t-s)[Df(s, x_n(s)) - Df(s, x(s)) - v(s)] ds
$$

$$
+ \int_0^t U(t-s)[Df(s, x_n(s)) - Df(s, x(s))] - v(s) ds
$$

$$
+ \int_0^t U(t-s)[Df(s, x_n(s)) - Df(s, x(s))] - v(s) ds
$$

$$
= I + II + III + IV + V .
$$

(2.12)

By Holder's inequality we obtain

$$
||I|| \leq \left\{ \int_0^t ||U(t-s)||^{\alpha} ds \right\}^{1/\alpha} \left\{ \int_0^t ||f_s(s, x_n(s)) - f_s(s, x(s))||^{\alpha} ds \right\}^{1/\alpha},
$$

where $1/p + 1/q = 1$ and $\alpha p < 1$. By Lebesgue's dominated convergence theorem $||I||$ converges to 0 uniformly in $t \in (0, T)$. For the third term of (2.12) the estimate

$$
t^\alpha ||III|| \leq \int_0^t (t-s)^{\alpha} ||U(t-s)|| ||[Df(s, x_n(s)) - Df(s, x(s))] - v(s)|| ds
$$

$$
+ \left\{ \int_0^t ||U(t-s)||^{\alpha} ds \right\}^{1/\alpha} \left\{ \int_0^t ||[Df(s, x_n(s)) - Df(s, x(s))]||^{\alpha} ds \right\}^{1/\alpha}
$$

$$
\times s^\alpha v(s)||^{\alpha} ds \right\}^{1/\alpha}.
$$
holds, where $1/p + 1/q = 1$ and $\alpha p < 1$. Similarly $t^q||y||$ converges to 0 uniformly in $t \in (0, T]$, and so does $t^q||y||$. Consequently there exist $c_3 > 0$ and a sequence of positive numbers $\{\epsilon_n\}_{n=0}^\infty$, such that $\epsilon_n \to 0$ as $n \to \infty$, and the estimates

$$w_{n+1}(t) \leq \epsilon_n t^{-\alpha} + \int_0^t c_3(t-s)^{-\alpha} w_n(s) \, ds,$$

$$t \in (0, T], \quad n = 0, 1, \ldots$$

hold, where $w_n(t)$ are given by

$$w_n(t) = \left\| \frac{d}{dt} x_n(t) - v(t) \right\|, \quad t > 0.$$

From (2.13) it follows inductively that

$$w_{n+1}(t) \leq \int_0^t \left[ c_3 \Gamma(1-\alpha) \right]^{j+1} \left( t-s \right)^{j(1-\alpha) - \alpha} w_n(s) \, ds$$

$$+ \Gamma(1-\alpha) \sum_{k=0}^j \left[ c_3 \Gamma(1-\alpha) t^{1-\alpha} \right]^k \left( t-s \right)^{-\alpha} w_{n-k}(s) \, ds,$$

$$0 \leq j \leq n, \quad 0 < t \leq T.$$

Since $w_n(t) \leq c_4 t^{-\alpha}$, $0 < t \leq T$, by letting $j = n$ in (2.14), it follows that $t^\alpha w_n(t)$ are uniformly bounded in $t \in (0, T]$ and in $n$, i.e.,

$$w_n(t) \leq c_4 t^{-\alpha}, \quad t \in (0, T], \quad n = 0, 1, \ldots$$

It follows from (2.14) and (2.15) that

$$t^\alpha w_{n+1}(t) \leq c_4 \Gamma(1-\alpha) \sum_{k=0}^j \left[ c_3 \Gamma(1-\alpha) t^{1-\alpha} \right]^k \frac{\Gamma((k+1)(1-\alpha))}{\Gamma((j+1)(1-\alpha))} \epsilon_n^{-k},$$

$$0 \leq j \leq n, \quad 0 < t \leq T.$$

For any $\delta > 0$, choose $j$ sufficiently large so that

$$[\text{the first term of (2.16)}] < \frac{\delta}{2}, \quad 0 \leq t \leq T$$

holds. Next take a large number $N(\delta)$ so that

$$[\text{the second term of (2.16)}] < \frac{\delta}{2}, \quad 0 \leq t \leq T$$

holds for any $n > N(\delta)$. Consequently, for any $\delta > 0$, $w_n(t)$ converge to 0 uniformly in $t \in [\delta, T]$. Therefore $x(t)$ is continuously differentiable in $t \in (0, T]$ and the following equation holds:
\[
\frac{d}{dt} x(t) = U(t)Ax(t) + \int_0^t U(t-s)f(s, x(s))\,ds
\]

where the second equation follows from Lemma 2.1.

Since \( \frac{d}{dt} x(t) = v(t) \), the estimate in the Theorem follows from (2.11).

Q.E.D.

3. Asymptotic behavior I

Now let us consider the asymptotic behavior of the solution of (1.1) and (2.1). In this section we assume that \( f(t, x) \) satisfies (1.6).

It follows from the successive approximations (2.2) that for \( 0 < t \leq T \)

\[
||x(t)|| \leq \sum_{n=0}^{\infty} ||x_n(t) - x_{n-1}(t)|| + ||x_0(t)||
\]

\[
\leq \sum_{n=0}^{\infty} \frac{[KMT(1-\alpha)t^{1-\alpha}]^n}{\Gamma((n+1)(1-\alpha))} M\Gamma(1-\alpha)||x_0|| e^{-\lambda t} + \sup_{0 \leq s \leq T} ||f(s, 0)|| M\Gamma(1-\alpha) \int_0^t \frac{[KMT(1-\alpha)s^{1-\alpha}]^{n-1}}{\Gamma((n+1)(1-\alpha))} e^{-s} ds.
\]

In the case where \( \alpha = 0 \) and the Cauchy problem of (1.3) is uniformly well-posed, (3.1) is reduced to the inequality

\[
||x(t)|| \leq M e^{(KM-\lambda)t} ||x_0|| + \sup_{0 \leq t \leq T} ||f(s, 0)|| M e^{(KM-\lambda)t} \frac{1}{KM-\lambda},
\]

(3.2)

In particular, if \( f(t, x) = Bx \), where \( B \) is a linear bounded operator in \( E \), we have the well-known result [1], [4] from (3.2):

\[
||U_{A+B}(t)|| \leq M \exp \{ M ||B|| - \lambda \} t, \quad t \geq 0,
\]

where \( U_{A+B}(t) \) is the semigroup generated by the Cauchy problem

\[
\frac{d}{dt} x(t) = (A+B)x(t), \quad t \geq 0, \quad x(0) = x_0.
\]

Now let us return to (3.2). Suppose that

\[
KM < \lambda, \quad \sup_{0 \leq s < +\infty} ||f(s, 0)|| < +\infty.
\]

By considering \( x(t+t_0) \) instead of \( x(t) \) in (3.2), where \( t_0 > 0 \), we have for \( t \geq 0 \)
Therefore it follows that
\[ \lim_{t \to \infty} ||x(t)|| \leq \frac{M}{\lambda - KM} \sup_{t \in S} ||f(s, 0)|| . \]

Since \( t_0 \) is arbitrary, from the above inequality we obtain
\[ \lim_{t \to \infty} ||x(t)|| \leq \frac{M}{\lambda - KM} \lim_{t \to \infty} ||f(t, 0)|| . \quad (3.3) \]

If \( \alpha > 0 \), it seems difficult to obtain the asymptotic behavior of \( x(t) \) from (3.1). In what follows, we derive the similar estimate to (3.3).

The following lemma is easily proved:

**Lemma 3.1.** Suppose that \( f(t) \) is a real valued continuous function of \( t \geq 0 \), and that \( \lim_{t \to \infty} f(t) = + \infty \). Then we can choose a sequence \( \{t_n\}_{n=1}^{\infty} \) such that
\[ f(t) \leq f(t_n) = n, \quad \text{for} \quad 0 \leq t \leq t_n, \]
\[ t_1 \leq t_2 \leq \cdots \leq t_n \leq \cdots, \lim_{n \to \infty} t_n = + \infty . \]

**Proof.** Let us define
\[ S_n = \{ t : f(t) \geq n, \quad t \geq 0 \} . \]
By the assumptions the sets \( S_n \) are closed and nonvoid. Further let
\[ t_n = \inf \{ t : t \in S_n \} . \]
Then \( \{t_n\}_{n=1}^{\infty} \) is the sequence stated in the lemma. Q.E.D.

Now let us prove one of our main results.

**Theorem 3.2.** Suppose that (1.6) is satisfied and that
\[ \int_0^{\infty} KMe^{-\lambda t}a_t dt = KM\lambda^{\alpha - 1}\Gamma(1 - \alpha) < 1 . \quad (3.4) \]

Then we have the following estimate for the solution \( x(t) \) of (2.1):
\[ \lim_{t \to \infty} ||x(t)|| \leq \frac{M\lambda^{\alpha - 1}\Gamma(1 - \alpha)}{1 - KM\lambda^{\alpha - 1}\Gamma(1 - \alpha)} \lim_{t \to \infty} ||f(t, 0)|| . \quad (3.5) \]

**Proof.** If \( \lim_{t \to \infty} ||f(t, 0)|| = + \infty \), then (3.5) is clear. Therefore we assume henceforth that \( \lim_{t \to \infty} ||f(t, 0)|| < + \infty \). We set \( y(t) = x(t+1) \) and \( y_0 = x(1) \). Then \( y(t) \) satisfies (2.1) and continuous in \( t \geq 0 \).

First we prove that \( ||y(t)|| \) is bounded. If not so, by Lemma 3.1 we can choose a sequence \( \{t_n\}_{n=1}^{\infty} \) such that
\[ n = ||y(t_n)|| \leq ||U(t_n)y_0|| + \int_0^{t_n} ||U(t_n-s)||[K ||y(s)|| + ||f(s, 0)||] ds \]
\[ \leq ||U(t_n)y_0|| + \sup_{s \geq 0} ||f(s, 0)|| \int_0^{t_n} ||U(s)|| ds + nK \int_0^{t_n} ||U(s)|| ds . \]

This is a contradiction by (1.5) and (3.4). Therefore there exists some constant \( c_o > 0 \) such that

\[ ||y(t)|| \leq c_o, \quad t \geq 0. \]  

(3.6)

Let

\[ a = KM^a \lambda^{a-1} \Gamma(1-\alpha), \quad b = \lim_{t \to \infty} ||f(t, 0)|| M^{a-1} \Gamma(1-\alpha). \]

For any \( \varepsilon > 0 \), there exists \( T(\varepsilon) > 0 \) such that the inequality

\[ \int_0^t M e^{-\lambda(t-s)}(t-s)^{-\alpha} ||f(s+t_0, 0)|| ds \leq \varepsilon(1-a) + b \]  

(3.7)

holds for any \( t_0 \geq T(\varepsilon) \), and \( t > 0 \).

Let \( x^0(t) = x(t+t_0) \), where \( t \geq 0 \) and \( t_0 = \max \{1, T(\varepsilon)\} \). Then by (3.6) and (3.7) we have the estimate

\[ ||x^0(t)|| \leq ||U(t)x(t_0)|| + c_o a + \varepsilon(1-a) + b, \quad t \geq 0. \]  

(3.8)

Take \( \gamma > 0 \) such that \( a + \gamma < 1 \). Then, from (1.5) and (3.8), there exists \( t_1 > 0 \) such that the estimate

\[ ||x(t+t_0)|| = ||x^0(t)|| \leq c_o (a + \gamma) + \varepsilon(1-a) + b \]  

(3.9)

holds for any \( t > t_1 \). Consequently for any integer \( m > 0 \), we can find inductively \( t_0, t_1, \ldots, t_{m+1} \), such that the estimate

\[ ||x(t + \sum_{j=0}^m t_j)|| \leq c_o (a + \gamma)^{m+1} + [\varepsilon(1-a) + b] \sum_{j=0}^m a^j \]  

(3.10)

holds for any \( t \geq t_{m+1} \). From (3.10) it can be concluded that there exists \( t(\varepsilon) > 0 \) such that the estimate

\[ ||x(t)|| \leq 2 \varepsilon + b(1-a)^{-1} \]  

(3.11)

holds for any \( t \geq t(\varepsilon) \). Clearly (3.11) implies that the estimate (3.5) holds.

Q.E.D.

If \( f(t, 0) \) tends to 0 when \( t \to \infty \), the following theorem holds:

**Theorem 3.3.** Suppose that the assumptions of Theorem 3.2 are satisfied, and let \( x(t) \) be the solution of (2.1).

(i) If there exist \( c > 0 \) and \( \delta > 0 \) such that the estimate
holds, then \( x(t) \) satisfies the estimate
\[
\| x(t) \| \leq c e^{-\delta t}, \quad t \geq 0
\] (3.13)
where \( \delta > 0 \) and \( \bar{\delta} > 0 \) are some constants.

(ii) If there exist \( c > 0 \), an integer \( n \geq 0 \), and \( \beta, 0 \leq \beta < 1 \), such that the estimate
\[
\| f(t, 0) \| \leq c t^{-(n+\beta)}
\] (3.14)
holds when \( t \to \infty \), then \( x(t) \) satisfies the estimate
\[
\| x(t) \| \leq c \{ \ln t \}^{-1}
\] (3.15)
when \( t \to \infty \), where \( \bar{c} > 0 \) is some constant.

(iii) If there exists \( c > 0 \) such that the estimate
\[
\| f(t, 0) \| \leq c \{ \ln t \}^{-1}
\] (3.16)
holds when \( t \to \infty \), then \( x(t) \) satisfies the estimate
\[
\| x(t) \| \leq \bar{c} \{ \ln t \}^{-1}
\] (3.17)
when \( t \to \infty \), where \( \bar{c} > 0 \) is some constant.

Proof. (i) Let us take \( \nu > 0 \) so that the inequalities
\[
\nu < \min (\delta, \lambda), \quad K(M - \nu)^{n-1} \Gamma (1 - \alpha) < 1
\] (3.18)
hold. It follows from (2.1) that the estimate
\[
e^{-\nu t}\| x(t+1) \| \leq e^{-\nu t}\| U(t) x(1) \| + \int_0^t M e^{-(\lambda - \nu)(t-s)} - e^{-\nu t} \| f(s+1, 0) \| ds
\]
[\( + \int_0^t \frac{K M e^{-(\lambda - \nu)(t-s)}}{(t-s)^\alpha} e^{-\nu t} | x(s+1) | ds \) (3.19)]
holds for \( t > 0 \). From (1.5), (3.12), and (3.18), the first and the second terms of (3.19) are bounded for \( t > 0 \) and tend to 0 exponentially as \( t \to \infty \). In the same way as Theorem 3.2, (3.18) and (3.19) imply that
\[
e^{-\nu t}\| x(t+1) \| \leq c_9, \quad t \geq 0
\]
where \( c_9 > 0 \) is some constant. Clearly the above inequality implies that the estimate (3.13) holds.

(ii) Let \( n \geq 1 \). Using the relation \( t^\alpha \leq (t-s)^\beta + s^\beta, 0 \leq s \leq t, 0 \leq \beta < 1 \), we obtain
\[ t^{n+\beta} \int_0^t \|U(t-s)\| \|f(s+1, 0)\| \, ds \]
\[ \leq \int_0^t \|U(t-s)\| \sum_{j=0}^n \|C_j(t-s)^{n-j+\beta}\| \|f(s+1, 0)\| \, ds + \int_0^t \|U(t-s)\| \sum_{j=0}^n \|C_j(t-s)^{n-j+\beta}\| \|f(s+1, 0)\| \, ds . \quad (3.20) \]

It follows from (1.5) and (3.14) that the right-hand side of (3.20) is bounded on \((0, \infty)\).

From (2.1) we obtain the estimate
\[ t\|x(t+1)\| \leq t\|U(t)x(1)\| + t\int_0^t \|U(t-s)\| \|f(s+1, 0)\| \, ds + \int_0^t K\|U(t-s)\| \|x(s+1)\| \, ds + \int_0^t K\|U(t-s)\| \|s\| \|x(s+1)\| \, ds . \quad (3.21) \]

It follows from (1.5), (3.5), and (3.20) that the first, the second, and the third terms of (3.21) are bounded on \((0, \infty)\). In the same way as Theorem 3.2, (3.21) implies that \(tx(t+1)\) is bounded on \((0, \infty)\). It follows inductively that the estimate
\[ t^n \|x(t+1)\| \leq c_{10}, \quad t \geq 0 \]
holds, where \(c_{10}\) is some constant. Consider the inequality
\[ t^{n+\beta} \|x(t+1)\| \leq t^{n+\beta} \|U(t)x(1)\| + t^{n+\beta} \int_0^t \|U(t-s)\| \|f(s+1, 0)\| \, ds + \int_0^t K\|U(t-s)\| \sum_{j=0}^n \|C_j(t-s)^{n-j+\beta}\| \|x(s+1)\| \, ds + \int_0^t K\|U(t-s)\| \|s^{n+\beta}\| \|x(s+1)\| \, ds , \quad t > 0 . \quad (3.23) \]

From (1.5), (3.20), and (3.22), the same argument as Theorem 3.2 implies that \(x(t)\) satisfies the estimate (3.15) when \(t \to \infty\).

In the case where \(n=0\), we also obtain the same conclusion.

(iii) Consider the inequality
\[ \ln (t+1) \int_0^t \|U(t-s)\| \|f(s+1, 0)\| \, ds \]
\[ \leq \int_0^t \{ \ln (t-s) + \ln (s+1) + \ln 2 \} \|U(t-s)\| \|f(s+1, 0)\| \, ds . \quad (3.24) \]

Here we have used the inequality
\[ |\ln (x+y)| \leq |\ln x| + |\ln y| + \ln 2, \quad x > 0, \quad y > 0. \]

It follows from (3.16) that the right-hand side of (3.24) is bounded on \((0, \infty)\). Therefore the estimate (3.17) follows from the following inequality:

\[
\ln (t+1)|x(t+1)| \\
\leq \ln(t+1)||U(t)x(1)|| + \ln (t+1) \int_0^t ||U(t-s)|| ||f(s+1, 0)|| ds \\
+ \int_0^t \{ |\ln (t-s)| + \ln (s+1) + \ln 2\} K ||U(t-s)|| ||x(s+1)|| ds.
\]

Q.E.D.

4. Asymptotic behavior II

In this section it is assumed that \(f(t, x)\) satisfies (1.7). Furthermore it is assumed that \(\lambda > 0\) in (1.5) and that for the simplicity \(k(c)\) satisfies

\[ k(c) \leq Kc^a, \quad c > 0, \quad (4.1) \]

where \(K > 0\) and \(a > 0\) are some constants. Then the following lemma holds:

**Lemma 4.1.** Suppose that \(f(t, x)\) satisfies (1.7) and (4.1) and that the estimate

\[ p = \frac{a}{a+1}[(a+1)KM\lambda^{a-1}\Gamma(1-\alpha)]^{-1/a} - M\lambda^{a-1}\Gamma(1-\alpha) \]

\[ \sup_{t \geq 0} ||f(t, 0)|| > 0 \quad (4.2) \]

holds. Then the global solution \(x(t)\) of (2.1) uniquely exists for \(x_0 \in D(A)\) satisfying

\[ ||Ax_0|| \leq p[||A^{-1}|| + M\lambda^{a-1}\Gamma(1-\alpha)]^{-1}, \quad (4.3) \]

and satisfies the estimate

\[ ||x(t)|| \leq [(a+1)KM\lambda^{a-1}\Gamma(1-\alpha)]^{-1/a}, \quad t \geq 0. \]

Proof. In the successive approximations (2.2), let

\[ e_n = \sup_{t \geq 0} ||x_n(t)||. \quad (4.4) \]

Since \(x_n(t)\) satisfy the estimates

\[ ||x_{n+1}(t)|| \leq ||U(t)x_0|| + \int_0^t ||U(t-s)|| \{k(e_n)||x_n(s)|| + ||f(s, 0)||\} ds, \]

it follows that the estimates

\[ e_{n+1} \leq e_0 + M\lambda^{a-1}\Gamma(1-\alpha) \sup_{t \geq 0} ||f(t, 0)|| + KM\lambda^{a-1}\Gamma(1-\alpha)e_n \quad (4.5) \]

hold for \(n \geq 0\). On the other hand, we obtain

\[ ||U(t)A^{-1}|| \leq ||A^{-1}|| + M\lambda^{a-1}\Gamma(1-\alpha), \quad t > 0 \quad (4.6) \]
from the equation
\[ U(t)A^{-1} = A^{-1} + \int_0^t U(s) \, ds, \quad t > 0. \]

It follows from (4.2), (4.3), (4.5), and (4.6) that
\[
e_n+1 \leq \frac{a}{a+1} [(a+1)KM\lambda^{a-1}\Gamma(1-\alpha)]^{-1/a} + KM\lambda^{a-1}\Gamma(1-\alpha)e_n^a, \quad e_0 < [(a+1)KM\lambda^{a-1}\Gamma(1-\alpha)]^{-1/a}. \tag{4.7}
\]

(4.7) implies that
\[
e_n < [(a+1)KM\lambda^{a-1}\Gamma(1-\alpha)]^{-1/a}, \quad n \geq 0. \tag{4.8}
\]

Therefore \( x_n(t) \) converge to \( x(t) \) uniformly on any finite closed interval in \([0, \infty)\). Clearly \( x(t) \) is the unique solution of (2.1). Q.E.D.

If the conditions (2.4) to (2.7) are satisfied, it is clear that \( x(t) \) is the unique solution of (1.1) under the conditions in Lemma 4.1. Thus we have arrived at the following assertion:

**Theorem 4.2.** Suppose that the assumptions of Lemma 4.1 are satisfied and that \( f(t, x) \) satisfies (2.4) to (2.7). Then there exists the unique solution \( x(t) \) of (1.1) for \( x_0 \) satisfying (4.3) and \( x(t) \) satisfies the estimate
\[
\lim_{t \to \infty} ||x(t)|| \leq \frac{a+1}{a} M\lambda^{a-1}\Gamma(1-\alpha) \lim_{t \to \infty} ||f(t, 0)||. \tag{4.9}
\]

Proof. For any \( \varepsilon > 0 \) choose \( t_0 > 0 \) so large that the estimates
\[
||x(t)|| \leq \lim_{t \to \infty} ||x(t)|| + \varepsilon, \quad ||f(t, 0)|| \leq \lim_{t \to \infty} ||f(t, 0)|| + \varepsilon
\]
hold for \( t \geq t_0 \). Then for \( t > 0 \) we have
\[
||x(t+t_0)|| \leq ||U(t)x(t_0)|| + \int_0^t \frac{Me^{-\lambda(s-t)}}{(s-t)^a} \left\{ \frac{1}{(a+1)M\lambda^{a-1}\Gamma(1-\alpha)} \right. \times ||x(s+t_0)|| + ||f(s+t_0, 0)|| \right\} ds
\]
\[
\leq ||U(t)x(t_0)|| + \frac{1}{a+1} \{ \lim_{t \to \infty} ||x(t)|| + \varepsilon \} + M\lambda^{a-1}\Gamma(1-\alpha)
\]
\[
\times \{ \lim_{t \to \infty} ||f(t, 0)|| + \varepsilon \}. \tag{4.10}
\]

It follows from (4.10) that
\[
\lim_{t \to \infty} ||x(t)|| \leq \frac{1}{a+1} \{ \lim_{t \to \infty} ||x(t)|| + \varepsilon \} + M\lambda^{a-1}\Gamma(1-\alpha) \{ \lim_{t \to \infty} ||f(t, 0)|| + \varepsilon \}. \tag{4.9}
\]

Since \( \varepsilon > 0 \) is arbitrary, the above inequality implies that (4.9) holds. Q.E.D.
Corresponding to Theorem 3.3, the following theorem holds. The proof can be carried out in the same way as that of Theorem 3.3 with some modifications.

**Theorem 4.3.** Suppose that (1.7) and (4.2) are satisfied. Let \( x(t) \) be the solution of (2.1) with \( x_0 \) satisfying (4.3).

(i) If there exist \( c > 0 \) and \( \delta > 0 \) such that the estimate (3.12) holds, then \( x(t) \) satisfies the estimate

\[
\|x(t)\| \leq \tilde{c} e^{-\tilde{\delta} t}, \quad t \geq 0,
\]

where \( \tilde{c} \) and \( \tilde{\delta} \) are some constants.

(ii) If there exist \( c > 0 \), an integer \( n \geq 0 \), and \( \beta, 0 \leq \beta < 1 \), such that the estimate (3.14) holds when \( t \to \infty \), then \( x(t) \) satisfies the estimate (3.15) when \( t \to \infty \).

(iii) If there exists \( c > 0 \) such that the estimate (3.16) holds when \( t \to \infty \), then \( x(t) \) satisfies the estimate (3.17) when \( t \to \infty \).

5. **Asymptotic behavior III**

In this section it is assumed that \( f(t, x) \) satisfies (2.4) to (2.7) and either (1.6) or (1.7) and that there exists the unique solution of (1.1).

**Theorem 5.1.** Suppose that the solution \( x(t) \) of (1.1) satisfies the estimate

\[
p = M \lambda^{-1}(1-\alpha) \lim_{t \to \infty} \|Df(t, x(t)) + \bar{D}f(t, x(t))\|_{L(E, E)} < 1. \tag{5.1}
\]

Then we have the estimate

\[
\lim_{t \to \infty} \left\| \frac{d}{dt} x(t) \right\| \leq (1-p)^{-1} M \lambda^{-1}(1-\alpha) \lim_{t \to \infty} \|f(t, x(t))\|. \tag{5.2}
\]

**Remark 1.** Let \( A \) (resp. \( B \)) a linear (resp. anti-linear) bounded operator. Then \( \|A + B\|_{L(E, E)} \) is understood to be

\[
\sup_{\|x\| \leq 1} \|Ax + Bx\|.
\]

**Remark 2.** Suppose that the estimates

\[
\|Df(t, x) - Df(t, y)\|_{L(E, E)} \leq k_1(c) \|x - y\| ,
\]

\[
\|\bar{D}f(t, x) - \bar{D}f(t, y)\|_{L(E, E)} \leq k_2(c) \|x - y\|
\]

hold for \( t, x, \) and \( y \) satisfying \( t \geq 0, \|x\| \leq c, \|y\| \leq c, \) where \( k_1(c) \) and \( k_2(c) \) are monotone non-decreasing functions of \( c > 0 \) which are right continuous. Then the condition (5.1) can be written in the more concrete form by combining the above inequalities with (3.5) or (4.9).

**Proof.** (5.2) is clear in the case where \( \lim_{t \to \infty} \|f(t, x(t))\| = +\infty \). Therefore
we assume that \( \lim_{t \to \infty} ||f(t, x(t))|| < +\infty \). Consider the inequality

\[
\frac{d}{dt} x(t+t_0) \leq ||U(t)|| \frac{d}{dt} x(t_0) + \int_0^t ||U(t-s)|| f(t+s+t_0, x(s+t_0)) \, ds \\
+ \int_0^t ||U(t-s)|| Df(s+t_0, x(s+t_0)) + \bar{D}f(s+t_0, x(s+t_0)) ||L(E,E)|| \frac{d}{ds} x(s+t_0) \, ds,
\]

(5.3)

where \( t_0 > 0 \) and \( t > 0 \). Take any \( \varepsilon > 0 \) so that the inequality

\[
p + M \lambda^{s-1} \Gamma(1-\alpha) \varepsilon < 1
\]

holds. Next take \( t_0 > 0 \) so large that the following inequalities hold:

\[
\sup_{s \geq t_0} ||f(s, x(s))|| < \lim_{t \to \infty} ||f(t, x(t))|| + \varepsilon,
\]

(5.5)

\[
\sup_{s \geq t_0} ||Df(s, x(s)) + \bar{D}f(s, x(s))||_{L(E,E)} \leq \lim_{t \to \infty} ||Df(t, x(t)) + \bar{D}f(t, x(t))||_{L(E,E)} + \varepsilon.
\]

(5.6)

Then it follows from (5.3), (5.5), and (5.6) that

\[
\frac{d}{dt} x(t+t_0) \leq ||U(t)|| \frac{d}{dt} x(t_0) + \int_0^t ||U(t-s)|| \left( \lim_{t \to \infty} ||f(t, x(t))|| + \varepsilon \right) \, ds \\
+ \int_0^t ||U(t-s)|| \left( \lim_{t \to \infty} ||Df(t, x(t)) + \bar{D}f(t, x(t))||_{L(E,E)} + \varepsilon \right) \\
\times \frac{d}{ds} x(s+t_0) \, ds, \quad t > 0.
\]

(5.7)

In the same way as Theorem 3.2, the inequalities (5.4) and (5.7) imply that

\[
\frac{d}{dt} x(t+t_0) \quad \text{is bounded on} \quad [0, \infty).
\]

If necessary, take \( t_0 > 0 \) so large that the inequality

\[
\sup_{s \geq t_0} \left| \frac{d}{ds} x(s) \right| \leq \lim_{t \to \infty} \left| \frac{d}{dt} x(t) \right| + \varepsilon
\]

(5.8)

holds. It follows from (5.7) and (5.8) that

\[
\lim_{t \to \infty} \left| \frac{d}{dt} x(t) \right| \leq M \lambda^{s-1} \Gamma(1-\alpha) \left\{ \lim_{t \to \infty} ||f(t, x(t))|| + \varepsilon \right\} + M \lambda^{s-1} \Gamma(1-\alpha) \left\{ \lim_{t \to \infty} ||Df(t, x(t)) + \bar{D}f(t, x(t))||_{L(E,E)} + \varepsilon \right\}.
\]

(5.9)

Since \( \varepsilon > 0 \) is arbitrary, (5.9) implies (5.2).

Q.E.D.

Next suppose that \( f(t, x) \) satisfies the following condition: For each \( c > 0 \),
there exists a bounded measurable function \( k(t, c) \) of \( t \) which is integrable on \((0, \infty)\) and \( k(t, c) \) satisfies
\[
\|f(t, x)\| \leq k(t, c), \quad \|x\| \leq c, \quad t > 0.
\]
\[
\lim_{t \to \infty} k(t, c) = 0. \tag{5.10}
\]
From (5.10) we find that there exists a continuous function \( f_\infty(x) \) such that \( f(t, x) \) converges to \( f_\infty(x) \) as \( t \to \infty \) uniformly on each bounded set in \( E \).

**Theorem 5.2.** Suppose that \( f(t, x) \) satisfies (5.10). If the solution \( x(t) \) of (1.1) is bounded on \([0, \infty)\) and satisfies the estimate (5.1), there exists \( x(\infty) \in D(A) \) which satisfies the equation
\[
Ax(\infty) + f_\infty(x(\infty)) = 0 \tag{5.11}
\]
and \( x(t) \) converges to \( x(\infty) \) as \( t \to \infty \).

**Proof.** Let \( \|x(t)\| \leq c, \ t \geq 0 \). Then it follows from (5.2) and (5.10) that
\[
\lim_{t \to \infty} \left\| \frac{d}{dt} x(t) \right\| = 0. \tag{5.12}
\]
Take \( t_0 > 0 \) so large that the inequality
\[
M \lambda^{-1} T (1-\alpha) \sup_{s \leq t_0} \|Df(s, x(s)) + Df(s, x(s))\|_{L(E,E)} < p + \varepsilon < 1 \tag{5.13}
\]
holds, where \( \varepsilon > 0 \) is arbitrary.

By integrating the both sides of (5.3) with respect to \( t \) from 0 to \( T \), we obtain
\[
\int_0^T \left\| \frac{d}{dt} x(t+t_0) \right\| dt \leq M \lambda^{-1} T (1-\alpha) \left\| \frac{d}{dt} x(t_0) \right\| + \int_0^\infty k(t, c) dt \nonumber
\]
\[
+ (p + \varepsilon) \int_0^T \left\| \frac{d}{dt} x(t+t_0) \right\| dt, \tag{5.14}
\]
where \( T > 0 \) is arbitrary. Therefore (5.14) implies that
\[
\int_0^\infty \left\| \frac{d}{dt} x(t) \right\| dt < + \infty. \tag{5.15}
\]
Consequently it follows that there exists \( x(\infty) \in E \) such that
\[
x(t) \to x(\infty), \quad f(t, x(t)) \to f_\infty(x(\infty)) \quad (t \to \infty). \tag{5.16}
\]
From (1.1), (5.12), and (5.16), we obtain \( x(\infty) \in D(A) \) and (5.11). Q.E.D.

Corresponding to the degree of decreasing of \( k(t, c) \), the following theorem holds:
Theorem 5.3. Suppose that the assumptions of Theorem 5.2 are satisfied.

(i) If for each $c > 0$ there exist $d > 0$ and $\delta > 0$ such that the estimate

$$k(t, c) \leq d e^{-\delta t}, \quad t > 0$$

(5.17)

holds, then the solution $x(t)$ of (1.1) satisfies the estimate

$$||x(t) - x(\infty)|| \leq d e^{-\delta t}, \quad t > 0,$$

(5.18)

where $\bar{d} > 0$ and $\bar{\delta} > 0$ are some constants.

(ii) If for each $c > 0$ there exist $d > 0$, an integer $n \geq 1$, and $\beta$, $0 < \beta \leq 1$, such that the estimate

$$k(t, c) \leq d t^{-(n+\beta)}$$

(5.19)

holds when $t \to \infty$, then $x(t)$ satisfies the estimate

$$||x(t) - x(\infty)|| \leq \bar{d} t^{-(n+\beta-1)}$$

(5.20)

when $t \to \infty$, where $\bar{d} > 0$ is some constant.

Proof. In the same way as Theorem 3.3, (i), it follows that $e^{\nu t} \left\| \frac{d}{dt} x(t) \right\|$ is bounded when $t \to \infty$, where $\nu > 0$ is some constant. Therefore (5.18) follows from the equation

$$x(\infty) - x(t) = \int_t^\infty \frac{d}{d\tau} x(\tau) d\tau, \quad t \geq 0.$$

The proof of (ii) is similar to the above arguments. Hence we omit it. Q.E.D.

Corollary 5.4. Suppose that $f(t, x)$ is independent of $t$. If the solution $x(t)$ of (1.1) satisfies the estimate

$$M \lambda^{n-1} \Gamma(1-\alpha) \lim_{t \to \infty} \|Df(x(t)) + \bar{D}f(x(t))\|_{L(\infty, \infty)} < 1,$$

(5.21)

then there exists $x(\infty) \in D(A)$ which satisfies the equation

$$Ax(\infty) + f(x(\infty)) = 0$$

(5.22)

and $x(t)$ converges to $x(\infty)$ exponentially.

Proof. The proof is carried out in the same way as that of Theorem 5.2 and Theorem 5.3. Hence we omit it.

6. Examples

In this section we give some examples of linear partial differential equations whose semigroups satisfy the estimate (1.5).
EXAMPLE 1. Consider the initial boundary value problem of the heat equation
\[
\frac{\partial}{\partial t} u(t, x) = \frac{\partial^2}{\partial x^2} u(t, x), \quad t > 0, \quad 0 \leq x \leq 1, \quad (6.1)
\]
\[
u(0, x) = u_0(x), \quad 0 \leq x \leq 1, \quad (6.2)
\]
\[
\frac{\partial}{\partial x} u(t, 0) = \frac{\partial}{\partial x} u(t, 1) = 0. \quad (6.3)
\]

Let \( E = C^\alpha([0, 1]) \), where \( 0 < \alpha < 1 \). The norm in \( E \) is given by
\[
||u|| = \sup_{0 \leq x \leq 1} |u(x)| + \sup_{0 \leq x \leq 1 \leq 1} \frac{|u(x) - u(y)|}{|x - y|^{\alpha}}. \quad (6.4)
\]

The operator \( A \) and the domain \( D(A) \) are given by
\[
Au = \frac{d^2}{dx^2} u, \quad D(A) = \{u \in C^{\alpha}; \frac{d}{dx} u(0) = \frac{d}{dx} u(1) = 0\}. \quad (6.5)
\]

The resolvent \( R(\mu) \) of \( A \) exists in the complex plane except for the non-positive real semiaxis and is represented as follows:
\[
u(x) = R(\mu) = -\frac{\cosh \sqrt{\mu} (x-1)}{\sqrt{\mu} \sinh \sqrt{\mu}} \int_0^x \cosh \sqrt{\mu} \xi \frac{f(\xi)}{d \xi} d \xi - \frac{\cosh \sqrt{\mu} x}{\sqrt{\mu} \sinh \sqrt{\mu}} \int_x^1 \cosh \sqrt{\mu} (\xi-1) \frac{f(\xi)}{d \xi} d \xi. \quad (6.6)
\]

Let any \( b > 0 \) and any \( \varepsilon, 0 < \varepsilon < \pi/2 \), be given. In the following we shall estimate \( ||R(\mu)||_0 \) on the sector \( \Sigma \);
\[
\Sigma = \{\mu = \zeta + b; -\pi/2 - \varepsilon \leq \arg \zeta \leq \pi/2 + \varepsilon\}. \quad (6.6)
\]

Let \( \mu = re^{i\theta} \) and \( \beta = \cos \frac{\theta}{2} \). It is easy to see that the estimate
\[
|||u|||_0 \leq \frac{1}{r \beta} ||f||_0 \quad (6.7)
\]
holds, where \( ||f||_0 \) denotes the supremum norm of \( C([0, 1]) \).

Let \( 0 \leq y < x \leq 1 \). Then from (6.6) we have
\[
\frac{|u(x) - u(y)|}{|x - y|^{\alpha}} \leq \frac{1}{|x - y|^{\alpha}} \left| \frac{1}{\sqrt{\mu} \sinh \sqrt{\mu}} \int \frac{g(\xi; x, y) f(\xi)}{\sqrt{\mu} \sinh \sqrt{\mu}} d\xi \right| \]
\[
+ \frac{1}{|x - y|^{\alpha}} \left| \frac{1}{\sqrt{\mu} \sinh \sqrt{\mu}} \int g(\xi; x, y) d\xi \cdot f(y) \right|
\]
\[ g(\xi; x, y) = \cosh \sqrt{\mu} (x - 1) \cdot \cosh \sqrt{\mu} - \cosh \sqrt{\mu} \cdot \cosh \sqrt{\mu} (\xi - 1). \]

It is easy to see that the estimate
\[ \text{[the first term of (6.8)]} \leq \frac{2}{r_\beta} \{\|f\|_\infty - \|f\|_0\} \]
holds. Since the equation
\[ \int_0^\infty g(\xi; x, y) d\xi = \frac{1}{4\sqrt{\mu}} \{(e^{\sqrt{\mu} (x-1)} - e^{\sqrt{\mu} (y-1)})(e^{\sqrt{\mu} x} - e^{\sqrt{\mu} y}) \\
- (e^{\sqrt{\mu} (1-x)} - e^{\sqrt{\mu} (1-y)})(e^{\sqrt{\mu} x} - e^{\sqrt{\mu} y})\} \]
holds, we obtain the estimate
\[ \text{[the second term of (6.8)]} \]
\[ \leq \frac{2 \{2^{\alpha/2 - \alpha}) \sin \frac{\theta}{2} \| \cos \frac{\theta}{2} \| e^{\sqrt{\beta}}}{e^{\sqrt{\beta}} - e^{-\sqrt{\beta}}} \|f\|_0. \]

For the third term of (6.8), we obtain
\[ \text{[the third term of (6.8)]} \leq \{2^{\alpha/2 - \alpha}) \sin \frac{\theta}{2} \| \cos \frac{\theta}{2} \| \beta^{-1} \|f\|_0. \]

Similarly we obtain
\[ \text{[the fourth term of (6.8)]} \leq \{2^{\alpha/2 - \alpha}) \sin \frac{\theta}{2} \| \cos \frac{\theta}{2} \| \beta^{-1} \|f\|_0. \]

Therefore (6.7) and (6.9) to (6.12) imply that the estimate
\[ \|R(\mu)\|_\infty \leq \frac{M_\Sigma}{|\mu|^{1-\alpha/2}}, \quad \mu \in \Sigma \]
holds, where \( M_\Sigma > 0 \) is some constant. It is easily seen that (6.13) implies (1.2).

**Remark.** In this example we can shift the path of the integration in (1.4) from \( \Gamma_q \) to \( \partial \Sigma \). Therefore the semigroup \( U(t) \) of (6.1), (6.2), and (6.3) satisfies the estimate
\[ \|U(t)\| \leq Me^{\eta t} t^{-\alpha/2}, \quad t > 0, \]
where $M > 0$ and $\gamma$ are some constants.

In the following Examples 2, 3, and 4, $E$ is considered to be $C^\infty([0, 1])$ and $A$ is considered to be $d^2/dx^2$, respectively.

Example 2. Consider (6.1) and (6.2) under the boundary condition

$$u(t, 0) = \frac{\partial}{\partial x} u(t, 1) = 0.$$ (6.15)

The domain $D(A)$ of $A$ is given by

$$D(A) = \{u \in C^{2+s}; u(0) = \frac{d}{dx} u(1) = 0\}.$$ (6.16)

The resolvent $R(\mu)$ of $A$ exists in the same region as in Example 1 and is represented as

$$u(x) = R(\mu) f = -\frac{\cosh \sqrt{\mu}(x-1)}{\sqrt{\mu} \cosh \sqrt{\mu}} \int_0^x \sinh \sqrt{\mu} \xi \cdot f(\xi) d\xi$$

$$- \frac{\sinh \sqrt{\mu} x}{\sqrt{\mu} \cosh \sqrt{\mu}} \int_x^1 \cosh \sqrt{\mu} (\xi - 1) \cdot f(\xi) d\xi.$$ (6.17)

In the similar way to Example 1, $R(\mu)$ satisfies the estimate (6.13) on $\Sigma$.

Example 3. Consider (6.1) and (6.2) under the boundary condition

$$\frac{\partial}{\partial x} u(t, 0) = u(t, 1) = 0.$$ (6.18)

The domain $D(A)$ of $A$ is given by

$$D(A) = \{u \in C^{2+s}; \frac{d}{dx} u(0) = u(1) = 0\}.$$ (6.19)

Then the resolvent $R(\mu)$ of $A$ exists in the same region as in Example 1 and is represented as

$$u(x) = R(\mu) f = \frac{\sinh \sqrt{\mu}(x-1)}{\sqrt{\mu} \cosh \sqrt{\mu}} \int_0^x \cosh \sqrt{\mu} \xi \cdot f(\xi) d\xi$$

$$+ \frac{\cosh \sqrt{\mu} x}{\sqrt{\mu} \cosh \sqrt{\mu}} \int_x^1 \sinh \sqrt{\mu} (\xi - 1) \cdot f(\xi) d\xi.$$ (6.20)

In the similar way to Example 1, $R(\mu)$ satisfies the estimate (6.13) on $\Sigma$.

Example 4. Consider (6.1) and (6.2) under the boundary condition

$$u(t, 0) = u(t, 1) = 0.$$ (6.21)

The domain $D(A)$ of $A$ is given by
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\[ D(A) = \{ u \in C^{2+\alpha}; \ u(0) = u(1) = 0 \} \]  

(6.22)

Then the resolvent \( R(\mu) \) exists in the same region as in Example 1 and is represented as

\[
u(x) = R(\mu)f = \frac{\sinh \sqrt{\mu} (x-1)}{\sqrt{\mu} \sinh \sqrt{\mu}} \int_0^x \sinh \sqrt{\mu} \cdot f(\xi) d\xi \\
+ \frac{\sinh \sqrt{\mu} x}{\sqrt{\mu} \sinh \sqrt{\mu}} \int_x^1 \sinh \sqrt{\mu} (\xi-1) \cdot f(\xi) d\xi.
\]

(6.23)

In the similar way to Example 1, \( R(\mu) \) satisfies the estimate (6.13) on \( \Sigma^\prime \).

**REMARK.** For Example 4, more general results have been obtained. Consider the parabolic equation

\[
\frac{\partial}{\partial t} u = \sum_{i=1}^{n} \sum_{\beta \in \mathbb{Z}^n_{\geq 0}} a_{\beta}(x) \frac{\partial^{\|\beta\|}}{\partial x_1^{\beta_1} \cdots \partial x_n^{\beta_n}} u, \quad t > 0, \ x \in \bar{\Omega}, \ u(0, x) = u_0(x), \ x \in \bar{\Omega},
\]

where \( \Omega \) is a domain of \( \mathbb{R}^n \) with a sufficiently smooth boundary and the coefficients \( a_{\beta}(x) \) are smooth. Let \( E = C^1(\Omega) \). W. von Wahl [9] obtained the estimate (6.13) in the case where \( \Omega \) is bounded. In the case where \( \Omega \) is unbounded, H. Kielhöfer [3] obtained (6.13).

**EXAMPLE 5** ([4], p. 161). Consider the following initial value problem of a system which is parabolic in the sense of Šilov:

\[
\frac{\partial}{\partial t} v_1 = \frac{\partial^2}{\partial x^2} v_1, \quad \frac{\partial}{\partial t} v_2 = i \frac{\partial^2}{\partial x^3} v_1 + \frac{\partial^2}{\partial x^2} v_2, \quad t > 0, \ x \in \mathbb{R}^1, \]

\[
v_1(0, x) = \phi_1(x), \quad v_2(0, x) = \phi_2(x), \quad x \in \mathbb{R}^1.
\]

(6.24)

Let \( E = L^2(\mathbb{R}^1) \). Then the semigroup \( U(t) \) of (6.24) satisfies (1.5) with \( \alpha = 1/2 \).

**EXAMPLE 6.** Consider the following initial value problem of a system which is parabolic in the sense of Šilov:

\[
\frac{\partial}{\partial t} v_1 = \Delta v_1, \quad \frac{\partial}{\partial t} v_2 = \left(i \frac{\partial^2}{\partial x_1^2} - \frac{\partial^2}{\partial x_2^2}\right) v_1 + \Delta v_2, \quad t > 0, \ x = (x_1, x_2) \in \mathbb{R}^2,
\]

\[
v_1(0, x) = \phi_1(x), \quad v_2(0, x) = \phi_2(x), \quad x \in \mathbb{R}^2,
\]

(6.25)

where \( \Delta \) denotes the Laplacian in \( \mathbb{R}^2 \). Let \( E = L^2(\mathbb{R}^2) \). By the Plancherel’s theorem, (6.25) is equivalent to the following system of ordinary differential equations in \( L^2(\mathbb{R}^2) \):
\[
\frac{d}{dt} \varphi_1 = -(p_1^2 + p_2^2) \varphi_1, \quad \frac{d}{dt} \varphi_2 = (p_1^2 + p_2^2) \varphi_1 - (p_1^2 + p_2^2) \varphi_2, \quad t > 0,
\]
\[p = (p_1, p_2) \in \mathbb{R}^2, \quad \varphi_1(0, p) = \tilde{\phi}_1(p), \quad \varphi_2(0, p) = \tilde{\phi}_2(p), \quad p \in \mathbb{R}^2, \quad (6.26)\]

where \( \tilde{\phi}(p) \) denotes the Fourier transform of \( \phi(x) \in L^2(\mathbb{R}^d) \). The semigroup \( U(t) \) of (6.26) is the bounded operator of multiplication by the matrix \( U(t; p) \)
\[
U(t; p) = \begin{bmatrix}
    e^{-((p_1^2 + p_2^2)t)} & 0 \\
    t(p_1^2 + p_2^2)e^{-(p_1^2 + p_2^2)t} & e^{-(p_1^2 + p_2^2)t}
\end{bmatrix}.
\]

\[\|U(t)\| \text{ is calculated according to the formula } [4]\]
\[\|U(t)\| = \sup_{p \in \mathbb{R}^2} \|U(t; p)\|_2, \quad t > 0, \quad (6.28)\]

where \( \|U(t; p)\|_2 \) is the norm of the matrix \( U(t; p) \) as an operator in \( \mathbb{R}^2 \). As is easily seen, the formula (6.28) implies that \( U(t) \) satisfies the estimate (1.5) with \( \alpha = 1/2 \).
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