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Abstract

The Weierstrass’s elliptic sigma functions are generalized to the case of hyperellip-
tic curves by Klein and to the case of (n,s) curves by Buchstaber, Enolskii, Leykin.
Nakayashiki gave a formula which expresses the sigma functions for (n, s) curves in terms
of algebraic integrals and showed the algebraic property of the series expansion of the
sigma functions for (n,s) curves by using this formula. In this paper, we consider fur-
ther generalization of the sigma functions to the case of telescopic curves introduced by
Miura. The telescopic curves contain the (n, s) curves and hyperelliptic curves as special
cases. The most important contribution of this paper is to construct explicitly a basis of
holomorphic one forms and the normalized fundamental form for the telescopic curves.
Consequently, we construct sigma functions for the telescopic curves as holomorphic func-
tions with the quasi periodicity and the algebraic property of the series expansion.
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1 Introduction

Let E be the elliptic curve defined by y? = 42% — gox — g3, (92,93 € C), a, 3 a canonical
basis of Hi(E,Z), 2wy == [, d—;, 2wy = [ %, and A = Z(2w1) + Z(2ws). The elliptic sigma
function for E is the holomorphic function on C defined by

o)y =u ] <1—Z)exp(z—|—2152>.

The sigma function has the following important properties.

(i) o(u + 2w;) = —exp{2ni(u + w;) } o(u), n; =0’ (w;)/o(wi). (quasi periodicity)

(ii) o(u) =u — %ﬁ - 89730“7 —---, around u = 0. (algebraic property)

The property (ii) means that the sigma function does not depend on the choice of a
canonical basis of the homology group (modular invariance) and it can be constructed from
the coefficients of the defining equation of the curve. From this, it is known that the sigma
functions have many advantages in describing algebro-geometric solutions of integrable sys-
tems ([2],[3]). Klein [14],[15] extended the elliptic sigma functions to the case of hyperelliptic
curves from this point of view. Buchstaber et al. [3],[4],[6] extended Klein’s sigma func-
tions to the case of more general plane algebraic curves called (n, s) curves. Since they were
defined, it has been one of the central problem to determine the coefficients of the series ex-
pansion of the sigma functions. For elliptic curves, it is well-known that the coefficients can
be calculated by using a linear differential equation satisfied by the p-function. Buchstaber
and Leykin [1] determined the coefficients of the series expansion of the sigma functions for
hyperelliptic curves of genus 2 by constructing linear differential equations satisfied by the
sigma functions. Nakayashiki [21] gave a formula which expresses the sigma functions for
(n,s) curves in terms of algebraic integrals. By using this formula, Nakayashiki [21] showed
that the first term of the series expansion around the origin is Schur function determined
from the gap sequence at infinity and the coefficients of the series expansion become homo-
geneous polynomials of the coefficients of the defining equation of the curve with respect to
certain degree. Also, Nakayashiki [22] determined the series expansion of the sigma functions
for (n, s) curves by using the expression of the tau function of the KP-hierarchy in terms of
the sigma function. In this paper, we consider further generalization of the sigma functions.

For m > 2, a sequence of positive integers (aj, ..., a,;,) whose greatest common divisor
equals to one is called telescopic if
a;—1
di—1

a; ai
—c —

7,
4 < d >0 + +

L>p, 2<1i<m,
where d; is the greatest common divisor of (ay, ..., a;). For a telescopic sequence (ay, ..., ap),
Miura [19] introduced a nonsingular algebraic curve (telescopic curve) determined by the
sequence (aq, ..., a,). The idea is to express a nonsingular algebraic curve by affine equations
of m variables whose orders at infinity are (ai,...,a»). The telescopic curves contain the
(n,s) curves and hyperelliptic curves as special cases.

The most important contribution of this paper is to construct explicitly a basis of holo-
morphic one forms and the normalized fundamental form for the telescopic curves. Let X



be a telescopic curve defined by {Fa(x1,...,2m),. .., Fn(z1,...,2m)} and g the genus of X.
We arrange the monomials z{* - - - 2%, (o, ..., ) € B(Ay,), in the ascending order of pole
orders at oo and denote them by ¢;, i > 1. Then, we show the following theorems (cf. section

4,6).

Theorem. Let

OF; Pg+1—i
G(x) = < ) and du; = —-2 " dz;.
0 ) 9ci j<m det G(z)

Then, {du;}{_, is a basis of holomorphic one forms.

Theorem. Let

hii = Fi(yt, - Yj—1,%5, Tt - Tm) — FilYt, - Y51, Y5, T 1, - - - Tm)
i =
! $j _yj )
det H(x
H = (hij)ZSi,jgm, and Q(z,y) = (z,y) day.

(1 —y1) det G(x)
Then, we can construct explicitly second kind differentials with a pole only at infinity {dr;}Y_,
such that the algebraic bilinear form

g
w(z,y) = dyQz,y) + Zdui(x)dri(y)
i=1
satisfies the following conditions.
* W(z,y) =w(y, ).
e (z,y) is holomorphic except A = {(p,p) | p € X} where it has a double pole.

e For a local coordinate ¢ around p € X, the expansion in ¢(z) at ¢(y) is of the form

O, y) = <W + regular) dt(z)dt(y).

Consequently, when we define sigma functions o(u) for the telescopic curves in terms of
Riemann’s theta function (cf. section 7), we can show the algebraic property of the series
expansion of the sigma functions. Namely, we show the following theorem (cf. section 10).

Theorem. The expansion of o(u) at the origin takes the form

k
(1) = Sy (D) Toymus T ) Dby 1™ -1y,

where S, 4,,)(T) is Schur function determined from the gap sequence at infinity and {bg, .. x, }
become homogeneous polynomials of the coefficients of the defining equations of the curve
with respect to certain degree.

From the above theorem, we find that the sigma functions for telescopic curves also have
the modular invariance.



2 Preliminaries
In this section, we review necessary known results following [21].

2.1 Riemann’s theta function

For a positive integer g, let 7 be a g X g symmetric matrix whose imaginary part is positive
definite. For a,b € RY, Riemann’s theta function with characteristics a, b is defined by

0 {Z] (2) = Z exp (m‘ fn+a)t(n+a) +2mi ‘(n +a)(z + b)) 7
nez9

where z € C9. The theta functions have the following quasi-periodicity:

0 m (2 + m1 + Tmy)

= exp (27ri(tam1 —'bms) — i PmaTmey — 2mi tmgz) .

Also, we have
0 m (—2) = (~1)*abg [Z] (2), a,be %Zg. (1)

For o € CY9, we can express a = 7o/ + o” with o/, o” € RY uniquely. For simplicity, we

/
express 0 [2‘,,} (2) by [a](2). For n,m € Z9, we have

0 [;:T’;‘J (2) = exp(2ri 'am)0 m (2).

2.2 Abel-Jacobi’s theorem

Let X be a compact Riemann surface of genus g and {«;,5;}7_; a canonical basis of the
homology group H;(X,Z), i.e., a basis of H1(X,Z) such that the intersection numbers satisfy
ajoaj = B;0fB; =0 and «o; 0o 8; = 0;; for any i, j, where J;; is the Kronecker delta. Let
{dv;}7_, be the basis of holomorphic one forms such that faj dv; = 4;;. We define the period
matrix 7 := ([ 8 dv;);j, then 7 is a symmetric matrix whose imaginary part is positive definite.

Set dv := (dv,...,dvy) and L, := 7Z9 + Z9. The Jacobian variety Jac(X) is defined by
Jac(X) := C9/L,. Let Pic’(X) be the linear equivalent classes of divisors of degree zero.
Then, Jac(X) can be identified with Pic®(X) by Abel-Jacobi map:

d d d  p;
Pic’(X) = Jac(X), > pi—> qir Z/ dv.
i=1 i=1 i=1" 4



2.3 Holomorphic line bundle and flat line bundle

Let O* be the sheaf of germs of nowhere-vanishing holomorphic functions and C* the sheaf
of germs of non-zero constant functions. The elements of the Cech cohomology groups
H'(X,0*) and H'(X,C*) are called holomorphic line bundles and flat line bundles on
X, respectively. We fix a base point py on X. Let m1(X,pp) be the fundamental group.
The set of flat line bundles H'(X,C*) can be identified with Hom(7(X,po), C*), where
C* is the multiplicative group of non-zero complex numbers (cf. [11] pp.184-189). Let
¢ : HY(X,C*) — H'(X,0*) be the homomorphism induced by the inclusion map C* — O*.
For x € Hom(m (X, po),C*) ~ HY(X,C*), x € Ker(¢) if and only if there exists a holomor-
phic one form w such that x(v) = exp(f7 w) for any v € 71(X, po). Let Pic(X) be the linear
equivalent classes of divisors. It is well-known that there exists an isomorphism between
Pic(X) and H'(X,0*). By this isomorphism, an element of Pic’(X) corresponds to that
of Im(¢) C H' (X, O*). Therefore, by Abel-Jacobi’s theorem, Jac(X) can be identified with
H'(X,C*)/Ker(¢). We denote the equivalent class of the flat line bundle corresponding to
a € Jac(X) by L. There exists a unique unitary representation for £,. Let & € CY be a rep-
resentative of a. Take &/, &” € RY satisfying & = 7&’ + &”. Then, the unitary representation
for L, is given by
x(aj) = exp(2mia}), x(8;) = exp(—2mid}).

Let X be the universal cover of X. A meromorphic section of the flat line bundle defined by
x is described by a meromorphic function F' on X satisfying

F(vp) = x(7)F(p)-

2.4 Prime form

Let §p be Riemann divisor for the choice {«;, 8;} and L the corresponding holomorphic line
bundle of degree g — 1. For o € Jac(X), set L, = L, ® Lg. There exists a non-singular odd

half period «, i.e., @ € $L./L; such that 6[d](z) is an odd function and %@(O) # 0 for some
i. There exists a unique divisor p; + - -+ + py—1 such that

p1+-+pg—1
a= / dv.
oo

From [10] p.10 Corollary 1.4, the divisor of the holomorphic one form

00[a|

Z B (0)dv;
=1

is 2 219:_11 p;. Since the divisor 2*27:_11 p; corresponds to the holomorphic line bundle L, there

exists a holomorphic section hg of L, such that

el = Y- B 0)du(p) ©)



Let 7 : X — X be the projection. We use the same symbol hg for the pull back of hg to X.
Then, the prime form is defined as

o[a)( [P2 dv .
E(p1,p2) = hd[(}]ai{z;;&(ﬁ;), p1,p2 € X.

From [20] p.156, it vanishes to the first order at m(p1) = m(p2) and at no other divisors. Let
mj + X x X — X be the projection to the j-th component and I : X x X — Jac(X) the
map defined by I(p1,p2) = [ ;1 * dv. Then, the prime form can be considered as a holomorphic

section of the line bundle 7iLy' ® m5Ly* ® I*© on X x X, where O is the line bundle on
Jac(X) defined by the theta divisor © = {z € Jac(X) | 0(z) = 0}. The prime form has the
following properties.

(i) E(p2,p1) = —E(p1,P2)-
(ii) E(ﬁl,ﬁg) =0« 7T(]51) = 7'(‘(]52).

(i) If we take a local coordinate ¢ around p € X, then the expansion in t(py) at t(py) is of

the form *
E(p1, p2)/dt(pr)dt(p2) = t(p2) — t(p1) + O ((t(p2) — t(ﬁl))S) .

(iv) For p1,p2 € X, consider the function

For v € m1(X, po), we call the image of 7y in the homology group H;(X,Z) the abelian image
of . If the abelian image of v € (X, po) is expressed by >, ma; + Y 9 ni3;, then

D2
F(yp) = exp <2m' ‘n / dv> F(p),
P
where n =!(ny,...,ng).

2.5 Normalized fundamental form

Let Kx be the canonical bundle of X. A section of 7] Kx ® 75 Kx is called a bilinear form
on X x X and a bilinear form w(p1,p2) is called symmetric if w(p2,p1) = w(p1,p2). Any
holomorphic bilinear form w(p1,p2) can be written as

g
w(p1,p2) = Y cijdvi(p1)dv;(p2) (3)
ij=1

with ¢;; € C uniquely. The bilinear form w(p1,p2) is symmetric if and only if ¢;; = ¢j;. Let
A= {(pp)|pe X} C X x X.

*O(t*) denotes a power series of ¢ starting from t* : O(tF) = 3°°° ¢;t* with some constants {c;}.



Definition 1 A meromorphic symmetric bilinear form w(pi,p2) on X x X is called a nor-
malized fundamental form if the following conditions are satisfied.

(i) w(p1,p2) is holomorphic except A where it has a double pole. If we take a local coordinate
t around p € X, then the expansion in t(p1) at t(p2) is of the form

1
(t(p1) — t(p2))

(ii) fa. w = 0, where the integration is with respect to any one of p1, pa.

w(p1,p2) = ( 5 + regular) dt(p1)dt(p2). (4)

The normalized fundamental form exists and unique. We have the following proposition.

Proposition 2 [10] For a,b,é,d € X
bopd T
E
exp / o) = Bl dE@,¢)
a Je E(a,d)E(b,c)
3 Telescopic curves

Here, we give the definition of telescopic curves introduced by Miura [19].
Let m > 2, (aq, ..., a;,) a sequence of positive integers such that ged(aq, ...,a,) = 1, and
d; = ged(aq, ..., a;) for 1 <i <m. We call (ay,...,a,,) telescopic if
a; aq

d; © di—1

ai—1
di—1

Lo+ -+ Z>p, 2<i<m. (5)

For a telescopic sequence A, = (a1, ..., an), let

d;i— .
B(Am) = {(l, - Im) € 2|0 < i < = Lofor 2<i<m}. (6)

(]
Proposition 3 ([19]) For any x € a1Z>0+- - -+ amZ>o, there exists a unique (k1, ..., ky) €
B(A;,) such that
m
Z aiki =X.
i=1

For the telescopic sequence A,, = (ai,...,an), let us define m — 1 polynomials in m
variables X1, ..., X;, by

Fi(X1,. X)) = X0V T X0 =320 XX, 2<i<m, (1)
j=1
where (l;1, ..., lim) is the element of B(A,,) satisfying
% di
Z ajll-j = Q4 71 s (8)
: d;
7j=1

8



and the sum is over all (j1, ..., jm) € B(Ay,) such that

m
. di—1
E arjr < aiT-
T
k=1

Let
xoff — {(z1, o0y 2m) €C™ | Fi(21, .0y 2m) =0, 2 < i < m}.

Then, X*T is an affine algebraic curve (cf. [19]). We assume that X*T is nonsingular. Let
X be the compact Riemann surface corresponding to X?f. Then, X is obtained from X?f
by adding one point, say oo (cf. [19]). The genus of X is given by (cf. [19])

gzi{l-aﬁé(%f—l)ai}. (9)

We call X the telescopic curve associated with (a1, ...,a,,). Let R be the coordinate ring of
X 2; the image of X; for the projection C[X7,..., X,,] — R, K the quotient field of R,
and L(koo) = {f € K | div(f) + koo > 0}. We regard x; as a meromorphic function on X.
For a meromorphic function f on X and p € X, we denote by ord,(f) the order of f at p.

Proposition 4 (/19]).
(1) The set {x7*---x0m | (a1, ..., qm) € B(Am)} is a basis of R over C.
(ii) R = U L(ko0).
(iii) ordso(x;) = —a;.
We arrange the monomials (" --- 2%, (a1, ..., qn) € B(Ay), in the ascending order of

pole orders at co and denote them by ¢;, ¢ > 1. In particular, ¢1 = 1. Let (wq,...,wy) be
the gap sequence at oo:

{wi|1 <i<g} =2Zso\{ordoo(pi) [i 2 1}, (1 =w1 <+ <wy).
Proposition 5 ([13]) wy =29 — 1.

Proposition 6 For the element (l;1,...,lLim) € B(An) satisfying (8), we have l; = --- =
lim = 0.

Proof of Proposition 6.  Since A, is telescopic, there exist ki,...,ki—1 € Z>( such that
0<kj<dj_1/djforany j=2,...,i—1 and
i

a; d_.l =aiki + -+ aji—1ki—1.

(2

From (6), we have (ki,...,ki—1,0,...,0) € B(A,;,). Since the element of B(A,,) satisfying
(8) is unique, we have (l;1, ..., lim) = (k1, ..., ki—1,0,...,0).
[l



From Proposition 6, the defining equations of telescopic curves have the following forms:
Fi(X17"'7Xm) = X/ HX Z)‘gi)ngfl X_an (10)
For the defining equations (10), we assign degrees as

deg Xp = a, degA\ . =aidi1/di— Y apjy

k=1
Example 1. Ay = (2,3).
Fo(X1,X2) = X3 — X5 = A0) X1 X0 - A XE - A0 X0 — A0 X - A,
which expresses the elliptic curves.

Example 2. A = (2,29 + 1).
2041 NS @) v v N2 4
Fy(X1, X)) = X5 — X777 =Y NI X{X - > A X,
which expresses the hyperelliptic curves of genus g.

Example 3. Ay = (n,s), n,s € Nyg, ged{n,s} =1.

B(X1,X) = X5 —xi— > AP XX

J1,J2
nji+sja<ns

which expresses the (n, s)-curves (cf. [3] [4] [6]).

Example 4. A3 = (4,6,5).

Fo(X1, X2, X3) = X7 — X} = M) X0 X5 — A7) 0 X1 X0 — AC) 1 X1 X5 — ALY ) X7

2 2 2 2
_)‘((),i,oX2 - )‘((),3,1)(3 - )‘g,(%,oxl - )‘((),3,0

and
F3(X1, X2, X3) = X2 — X1X2 — A7) X0 X5 — AS) 0 X2 =A%) )Xo — AG) 1 X5

3 3
)‘g ()) oXl - )‘((J,()),O'

10



4 Holomorphic one forms for telescopic curves

Let X be a telescopic curve associated with (a1, ..., an) and I'(X,QY) the linear space
consisting of holomorphic one forms on X. In this section, we construct a basis of I'( X Qk)
Let G be the matrix defined by

OF, 0F,
0xX, = 00Xy

G; the matrix obtained by removing the i-th column from G, and

Pg+1—i
du; = —————dux1. 11
“ det G1(z) . (11)

Then, we have the following theorem.
Theorem 7 The set P := {du;}_, is a basis of I'(X, Q%) over C.
In order to prove Theorem 7, we need some lemmas.
Lemma 8 Ifdet G;(p) # 0 forp = (p1,---,pm) € X% and 1 < i < m, then ordy(z;—p;) = 1.

Proof of Lemma 8. Without loss of generality, we assume ¢ = 1. Suppose ord,(z1—p1) > 2.
Then, there exists k (2 < k < m) such that ord,(zr — px) = 1. In fact, if ord,(zr, — px) > 2
for any k, then ord,(f) > 2 or ord,(f) =0 for any f € R. Then, ord,(g) > 2 or ord,(g) =0
for any g € R,, where R, is the localization of R at p. This contradicts that R, is a discrete
valuation ring.

There exist {v;;, 5

Ji ---jm} € C such that for 2 < i <m

m
Fi(X1,. . Xm) =Y (X =)+ > 0% (X =)l (X — pm)
Jj=1 Jitetim=>2

where ~;; = g—%(p). Since Fi(z1,...,xy) =0 and ord,(x; — p1) > 2, we have

m m

v — p;

ordy [ Y ij(wj —py) | = ordy | (@x —pr)Q_ v mi — pi) > 2.
=2 j=2

Since ord,(zx — pr) = 1, we have 7", 7i;b; = 0, where b; = (mj_pj) (p). Therefore, we

ZTL—pk
obtain
b 0

G| =]
bm, 0

11



Since by, = 1(# 0), we have det G1(p) = 0. This contradicts the assumption of Lemma 8.

Therefore, we obtain ord,(z1 —p1) = 1.
O

Lemma 9 (i) As an element of K, we have det G1(x) # 0.

diL'l

(ii) div <detGl($)> = (29 — 2)o0.

Proof of Lemma 9. Since the differential d (Fj(z1,...,%m)) = 0 for any 4, we have

dl‘l 0

By multiplying some elementary matrices on the left, the above equation becomes

W9 222 223 * * * Z2m dxq 0
w3 0 233 23;,

Wy 0 -+ Zmim dzm, 0

Since X is non-singular, for any p € X there exists i such that det G;(p) # 0. Therefore,
we have wp, # 0 Or Zym # 0 as elements of K. Since ords(z;) = —aj, we have z; ¢ C,
therefore, dx; # 0 for any j. Since w,dr1 = ZmmdTy,, we have w,, # 0 and 2z, # 0.
Therefore, by multiplying some elementary matrices on the left, the above equation becomes

w’2 Z992 2’23'-‘0 dl’l 0
/
Wg 0 233"'0

Wm 0 - Zmm dzm, 0
Similarly, we obtain
wé’ 2220-'~0 dl’1 0
1
% 0 Z33 " - 0 _
9
w0 Zim dxm, 0
where wf, ..., wl z29,..., Zmm € K are non-zero.

Therefore, we obtain det G1(z) = £222 - - - Zmm # 0, which complete the proof of (i).

Next, we prove that the one form dx;/det G1(z) is both holomorphic and non-vanishing
on X, When det G1(p) # 0 for p € X* from Lemma 8, dx1/ det G (x) is both holomorphic
and non-vanishing at p. Suppose det G1(p) = 0 for p € X*F. Since X*F is non-singular,
there exists ¢ (2 < i < m) such that det G;(p) # 0. Since w!dx; + z;dz; = 0, we have

12



’LU;,Z22 e z; e med.’ljl + 299 - medfﬁi = 0’ Where EZ\Z denotes to remove Zii- Therefore’ we
obtain '
(_1)172 det G;(z)dz1 4 det Gy (x)dx; = 0.

Since det G1(x) # 0 and det G;(z) # 0, we have

dl‘i

- (_1)i_1det Gi(z)

dl‘l
det G1(x)

Therefore, from det G;(p) # 0 and Lemma 8, dz1/ det G () is holomorphic and non-vanishing
at p. On the other hand, by Riemann-Roch’s theorem, we have

degdiv(dzi/det Gi(z)) = 29 — 2,

which complete the proof of (ii).
O

Proof of Theorem 7. From Lemma 9 and Proposition 3, 4, 5, we have P C I'(X, Q)
and the elements of P are linearly independent. Since dim¢ I'(X, Q%) = g, P is a basis of
(X, 0Q%).

O
5 Series expansion of r; around oo
In this section, we show the following proposition.
Proposition 10 (i) It is possible to take a local parameter t around oo such that
1 1 = e
wl_#Tla xk_#Tk(1+chlt)a 2_k_m7 (12)
I=1
where ¢y belongs to Q[{)\ﬁ)]m } and is homogeneous of degree l if cx # 0.

(ii) For the local parameter t of (i), we have, around oo,

da, 29—2 o /4l
— = —t7977(1 t')dt
det G () ( +lz;cl Jdt,
where ¢) belongs to Q[{Agi)]m}] and is homogeneous of degree 1 if ¢; # 0.

(iii) For the local parameter t of (i), we have, around oo,
du; = (£~ + O(t"™)) dt.

Proof of Proposition 10. (i) It is possible to take a local parameter ¢ around oo such that

xr1 = Tar
tO

13



Let ¢ = exp(2my/—1/ay) and i > 0. Then, t; := (tg is also a local parameter around oco. Let
(i)

¢;.” be the coefficient of the series expansion of x; around oo with respect to ¢;:

i
We prove that there exists i such that cgi) = ... = (i) = 1. Let ¢ = (c gi), (1)) for
0<i< a1 First, we show c( 7& ¢ for i # j. Suppose ¢ = ). Since c( Ca“c,(f), we
have ¢*(=7) =1 for any k = 2,...,m. From ged(ay, ... am) =1and 0 <i,j < a1, we have
i=7.
Let
Z={(2,...,2m) €EC™ 1| zgl/dQ =1, z?"*l/di =252 1“11, 3 <i<m}.

Since #2 = (d1/ds) - (dm—1/dm) = (d1/dy) = ay and ¢ € Z for any i = 0,...,a; — 1, we
have

Z = {C(O), cel c(‘”_l)}.
Since (1,...,1) € Z, there exists j such that ¢¥) = (1,...,1). For t := tj, xy is expanded as

1

:L‘l:#Tla

00
tak (1+ chlt ci € C.
=1

Let us prove that cg belongs to Q[{)\g? jm}] and is homogeneous of degree [ if ¢ # 0.
We define the order < in the set {cx;} so that cpp < gy if

1. I'<lor

2.'=1land k¥ <k.

We prove the statement by transfinite induction with respect to the well-order <.
From (10), we have

k—1
d

) k—1 00
L4+ epst? =TI+ eat? | 4D A0, o
j=1 5=2 j=1

ks Js
o0

agd k L_sm 1asjsH 1+chjtj
j=1

s=2

(13)
A l2s
where we define []l_, (1 +2 52 csjtf) Yo
In (13) for k = 2, the coefficient of ¢ of the left hand side is (d; /d2)co1 and that of the right
hand side is )\(-2)“ . with (j1,...,jm) satisfying (agd1/da) — >0 asjs = 1. Therefore, the

J1yee]
statement is correct for the minimal element co;. Assume that the statement is correct for

cpy satisfying e < cpy. The coefficient of ¢ of the left hand side of (13) is (dx_1/di)cu + T,
where T" is a sum of [[, cq, satisfying > . ¢; = [ and ¢; < I. The coefficients of t! of the first
and second terms of the right hand side of (13) is a sum of [, ¢p,q, satisfying 2 < p; < k

and >, ¢; = [, and a sum of )\( i L1 Cpigi satistying 37, q; = 1 — (agdi—1/dy) + 3751, asjs
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respectlvely Therefore, by the assumption of the induction, we find that c;; belongs to
[{/\31 jm ] and is homogeneous of degree [ if cjy # 0.

(ii). From (10) and (i), we have, around oo,

det Gy (z) = ayt™ Eﬁz((difl/di)*l)ai(l + Z Cltl)dt
=1

where ¢; belongs to Q[{)\Jl mt] and is homogeneous of degree [ if ¢; # 0. Therefore, from

(9), we obtain the assertion.

(iii) Let w = ords (). Note that {w},w; | i =1,...,9} = {0,1,...,2¢9 — 1}. Since
wg = 29 — 1, we have 29 — 1 —wy,_;, = w; for any i. Therefore, from (11), we obtain the
assertion.

O

6 Symplectic basis of the first cohomology group of telescopic
curves

In this paper, we call a meromorphic differential on X second kind if it is locally exact. Let
H'(X,C) be the space of second kind differentials modulo meromorphic exact forms. We
define the intersection form on H!(X,C) by

non =3 ReS(/p ' (p).

for second kind differentials n,n’ (the summation is over all singular points of 7 and ', and
Res means taking a residue at a point). Let {a, 3;}7_; be a canonical basis of the homology
group Hi(X,Z). Then, we have (Riemann’s bilinear relation)

et S [ 1])

For2<i<mand1l<j<m,let

F(Y1, o Y, X5, X1, X)) = Fi(YVa, Y, Y, X1, Xom)

hi; =
’ X;—Y;
and
ha2 ham
H=1\...............
hm2 hmm
‘We consider the one form
H
Qz,y) det H(z,y) dxy

- (1 — y1) det G1(x)

15



and the bilinear form

i1 7 J1 ]'m
xl xT;Lnyl o Ym

W(x, y) Yy <m7y) + ZC 1sees?mi3J1se50m det Gl(l') det Gl(y) xr1ay1 ( )

on X xX,wherez = (z1,...,Zm), ¥y = (Y1, - Ym), Cirrovsimijrrim € Cy (315, 0m) € B(Ap,)
satisfying 0 < > | agiy < 29 — 2, and (J1,...,Jm) € B(Am).

Then, we have the following theorem.

Theorem 11 (i) There exists a set of ¢i,..._in:jr....im Such that &(x,y) = W(y,z), non-zero

Cityorsimifiynjm 18 @ hOmogeneous polynomial of {/\z(f?...,zm} of degree

m m

dj— ) .
2> Z Sag — Y (ik + gk + 2)ax,

=2 Ok k=1

, djo— . .
and Ciy . imijr.eegm = 0 1 22520 g ak — 25y (i + ik + 2)ax < 0.
For a set of ¢i,....imij1,..jim Such that W(z,y) = &(y, x), we have the following properties.
(ii) The bilinear form & satisfies the condition (i) of Definition 1.
(iii) For du;(x) := (:L‘]f” - gkim / det G (x))dx1, we define

jl Jm
dri(y) = Ch, R e /I
l(y) Z ki1, kimig1sedm det Gl(y) Y1

Jlseessdm

Then, dr; is a second kind differential which is singular only at oo, and the set {du;,dr;}]_,
is a symplectic basis of H*(X,C), i.e., {du;,dr;}J_, is a basis of H'(X,C) such that

du; oduj = dr;odr; =0 and du;odr; = d;; for each i,j. (16)

Let B be the set of branch points for the map z1 : X — PL (21,...,2,) = |21 : 1].
Since the ramification index of the map x1 at oo is a1, we have degzq = ay (cf. [24], p.28,
Proposition 2.6). For p € X, we set xl_l(xl(p)) = {p @, pM .. pla=D} with p = p(®, where
the same p(® is listed according to its ramification index.

Lemma 12 Let U be a domain in C, f(z1,22) a holomorphic function on U x U, and g(z) =
f(z,2). If g =0 on U, then there exists a holomorphic function h(z1,z2) on U x U such that

f(z1, 22) = (21 — 22) (21, 22).

Proof of Lemma 12. Let h(z1,22) = f(21,22)/(21—22). Given z1, h(z1,- ) has a singularity
only at zj, where its singularity is removable. Therefore, h(z1,- ) is holomorphic on U.
Similarly, h( -, z2) is holomorphic on U. Therefore, h is holomorphic on U x U.

O

Lemma 13 The one form Q(z,y) is holomorphic except AU{(p®,p) | i # 0, p € B or pt¥) €
B}UX x {oo}U{o0} x X.

16



Proof of Lemma 13. Since dxy/det G1(z) is holomorphic on X, Q(x,y) is holomorphic
except AU {(pW,p) | p € X,i # 0} U X x {00} U {oo} x X. We prove that Q(z,y) is
holomorphic on {(p,p) | i # 0,p ¢ B,p¥) ¢ B}. We have

m
Fi(X1,. o, Xm) = Y hij - (X; = Y5) + Fi(V1,..., Vo). (17)
j=1
Set X; = x; and Y; = y;, then we have

m

> hij(@,y) - (x5 —y;) = 0.

j=1
Take (p¥,p) € X x X such that i # 0,p ¢ B, and p{¥) ¢ B, then we have

hor ... hom (i)—p1 0

i
hml - hmm X _pg ),Y =p;,1<j<m p7(n) — Dm 0

(@)

Since p;’ — p1 = 0, we have

Since (pg) — pg,...,pgﬁ) — pm) # (0,...,0), we have det H(p?),p) = 0. Since p ¢ B and
pld) ¢ B, we can take (x1,y1) as a local coordinate around (p(i), p). Therefore, from Lemma
12, there exists a holomorphic function h(z1,1) around (p{?,p) such that det H(z,y) =
(z1 — y1)h(x1,1). Therefore, Q(x,y) is holomorphic at (p, p).

U

Lemma 14 Let p ¢ B, t a local coordinate around p. Then, the expansion of Q(z,y) in t(y)
at t(x) is of the form

Qz,y) = + regular) dt(x).

(@

Proof of Lemma 14. Set Y =y in (17), then we have
m
E(Xl,..., th] Xl,... m,yl,...,ym)-(Xj—yj).
7j=1

Therefore, we obtain

OF; ahl

17



Set x = y, then we have
OF;

00X},

Therefore, we obtain det G1(z) = det H(x,z). On the other hand, since p ¢ B, we can take
(z1,41) as a local coordinate around (p,p). Since p ¢ B, we have det G1(p) # 0. In fact,
if det G1(p) = 0, then dx;/det G1(z) is not holomorphic at p, which contradicts Lemma 9
(ii). Therefore, det H(x,y)/det G1(x) is holomorphic at (p,p). Therefore, from Lemma 12,
there exists a holomorphic function i (z1, ;) around (p, p) such that det H(x,y)/ det G1(z) =
1+ (21— yl)ﬁ(xl, y1). Therefore, we obtain Lemma 14.

(1, ., Tm) = hig(x, ).

O
Lemma 15 When we express
_ 31 Ilmyn1 Nom
det H(X1, ..., Xon, YVio oo, Yin) = 3 €yt X1 Xbp Y7o Ym,
we have 375"y ar(ly +ny) < 3200, ak ((de—1/dy) — 1).

Proof of Lemma 15. When we express

F(Xi,..., X ZF(J (X1 X1, X1, o, X)) XE

VR

we have hj; = > 7, Fi(kj)(}/l,...,Yj_l,Xj+1,...,Xm) é:ol le»ij_l_l. Assign degrees as

deg Y}, = ay, then h;; is a homogeneous polynomial of {)\S? i X Yy} of degree a;d;—1/d; —
a;. Therefore, we obtain Lemma 15.
O

Lemma 16 The meromorphic bilinear form dy$)(z,y) is holomorphic except AU{(pD, p) | i #
0, p€ Borp® € BYUX x {oo}.

Proof of Lemma 16. It is sufficient to prove that d,$(z,y) is holomorphic at (co,y),
y # oo. From Lemma 15, with respect to x, we obtain

ordos (det H(z,y)) > = > ap ((de—1/di) — 1).
k=2

If orde (det H(z,y)) > — > " 5 ak ((dr—1/dy) — 1), then from Lemma 9 (ii) and (9) we obtain
ordes (2(x,y)) > 0. Therefore, d,Q(x,y) is holomorphic at (co,y). If ords (det H(z,y)) =
=Y s ak ((dg—1/dy) — 1), then ords (2(z,y)) = —1. Let ¢ be a local coordinate around oo,
then from Lemma 15 there exists a constant e (which does not depend on y) such that

Qz,y) = (g + regular) ds.

Therefore, d,Q(x,y) is holomorphic at (c0,y), y # .

18



Lemma 17 Let w be the normalized fundamental form. Then, there exist second kind def-
ferentials dr; (1 < i < g) which are holomorphic except {oo} and satisfy the equation

w(z,y) — dyQ(z,y) = Zduz )dri(y

Proof of Lemma 17. The method of proof is similar to the case of (n,s) curves (cf. [21]
Lemma 5). Let us set

wl(x7y) = w(x,y) - dyQ($,y)

From Lemma 14, 16 and (4), the singularities of w; are contained in Bs U X x {oco}, where
By = {(p™,p) | p € B\{oo} or p¥) € B\{oo}}. Since By is a finite set and BN (X x {o0}) =
¢, w1 is holomorphic except X x {oc}. Therefore, there exists one forms dr;(y) on X\{oc}

such that
Z du;(z)dri(y

on X x (X\{oo}). Let us take ¢i,...,qq such that > 7 , ¢; is a general divisor and ¢;’s are
in some small neighborhood of co. Take the local coordinate ¢ of (12) around co and write

dui (:E) = hz (t)dt,

CU1(£L', y) - Kl(t(x)v y)dt(l’)
Then, we have a set of linear equations

g

> hilt(a)drily) = Ki(t(gj),)-

=1

Since >-Y_, ¢; is a general divisor, we have det(h;(¢(g;))) # 0. Therefore, there exist some
constants ¢;; € C such that

dr;(y ZCUKl (g5),

on X\{oo}. Notice that K(t(g;),y) is a second kind differential whose only singularity is
00. Let us set

dri(y Z Cij Ki(t q]

which is a second kind differential on X smgular only at co, and set

wo(x,y) = wi(z,y) Z:duZ )dri(y

Then, we have wy = 0 on X x (X\{oc}). Therefore, we have we = 0 on X x X, which proves
the lemma.
O
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Lemma 18 Let Q be the linear space consisting of meromorphic differentials on X which
are singular only at oo and

_— >1
{detGl( )d961|z }
Then, S is a basis of QQ over C.

Proof of Lemma 18. For n € @, we consider the meromorphic function 7/ #ﬁ(w)' From

Lemma 9 (ii), it may have a pole only at co. From Proposition 4, 1/ ﬁ is a linear

x)
combination of ¢; and the elements of S are linearly independent.
O

Proof of Theorem 11. (i) We have

{0y (DR (@1 — y1) 25 (2, y) det G (y)} + det Gi(y) det H(z, y)
(x1 — y1)? det G1(z) det G1(y)

dy Uz, y) = da1dy.
Then, det Gy, detH and (0det H/0Y}) are homogeneous polynomials of {Ag'?,...,jm»Xj’Yj}

d;_ di_
of degree ", d i =Dk Wi Do (S5 — Dag, and {377, (S
Let us write

—1)a;} — ay, respectively.

2 Qi esimigt s xl Ceapylt -y
d Q geey by, 3t )M m d d
(=:9) = (21— y1)201€'E Gi(r)det Gi(y)
where (i1,... im), (ji,-- -, Jm) € B(Am), and @iy ipiji g € C Then, giy i €
Z[{/\l( 3] and Gy iy 18 homogeneous of degree QZk Q(d’;kl Dag — > ey (ix +
jr)ag. Note that if (nq,...,nm) € B(Ap), then (n1 + n,ng,...,nm) € B(Ay) for n € Z>0.

Therefore, we obtain

ZC 5131 l' yl Ym

peesbmiJleesdm” o Gl( ) det G1(y)

— Z(C’h—27--.7inL§j17-.-7jm - QCil—1,.--7im§j1_1""’jm + Cil,...7'im§j1_2""’jm)x?l'l — x%nyil - yjmm
(21 = y1)? det Gy (z) det G (y) |

where (i1,...,%m), (J1,.--,Jm) € B(Am). Therefore, &(x,y) = &(y, z) is equivalent to

Cir =2, imijireesim — 2Ci1—1,eimiji—Lyeoiim T Cityoossimigi—2emfim = Ci1—2,efimiitseonsim

F2C5— 1, Gmsin—Lyosim = Citrerdmiit=2seemsim = it yeemsfimiitseosim = ity gt eeesjom

By Lemma 17,18, the system of the above linear equations has a solution. Moreover, it has
a solution such that each ¢, i,,.j1,....j 15 @ linear combination of Qi’l ool 5Lt Sabisfying
i+ g1 =t +51+2, (i, 5;) = (k. Jr) or (i, J) = (Jk, i) for k= 2,...,m. In particular, one
can take ¢;, i1, Suchthat ¢ 5o o =012 )" d" lak Zk 1 +ie+2)ar <0
and

m m
di—1 L
A8 Ciimigi i =2 4 > ik + ik + 2)ar
k=2 k=1
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if iyt ngm 7 0
O

(ii) From Lemma 17, d,Q(z,y) is holomorphic except A U X X {oo} and so is &. Since
W(x,y) = @W(y,x), @ is holomorphic except A. From the definition of dr;, we obtain

g

On the other hand, @ — w is holomorphic except A and Y7_; du;(z)(dr;(y) — dri(y)) is
holomorphic except X x {oo}. Therefore, @—w is holomorphic except {oo} x {oo}. Therefore,
@ — w and dr; — dr; are holomorphic on X x X and X, respectively, which completes the

proof.
O

In order to prove (iii), we need some lemmas.

Lemma 19 ([21]) Let w1 and wa be meromorphic symmetric bilinear form satisfying the
condition (i) of Definition 1. Then, there exist some constants c¢;j € C such that c¢;j = cji
and

wi(z,y) —wa(x,y) Z cijdu(x)du;(y). (18)
B,j=1

Proof of Lemma 19. The left hand side of (18) is holomorphic symmetric bilinear form.

Therefore, from (3), we obtain the assertion.
]

We define the period matrices by

s ([ )z ([ ). (] ) ame [ ),

Then, w; is invertible. Set 7 = wflwg, then 7 is symmetric and Im 7 > 0.

Lemma 20 We have
w(z,y) = &(z,y) + "du(z)mw; " du(y),

where du = (duy, . .. ,dug). In particular, mwl_l 18 symmetric.

Proof of Lemma 20. The method of proof is similar to the case of (n,s) curves (cf. [21]
Lemma 8). By Lemma 19, there exists a constant symmetric g x g matrix C' = (¢;;) such
that
Since [, w(z,y) =0and [, d,Q(z,y) =0, we have

g

Zduz (m )ik = Z cijdu(z)(wi)jk-

,j=1
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Since {du;}{_, are linearly independent, we have

g
(m)ik = Y cij(wi) ji-
7j=1

Therefore, we have
C =mw; L

O

Proof of Theorem 11 (iii). The method of proof is similar to the case of (n, s)-curves (cf.
[21] Proposition 3). The one form dr; is a second kind differential which is singular only at
co. In fact, dr; — dr; is holomorphic one form as is just proved in the proof of Theorem 11
(ii) and dr; is a second kind differential which is singular only at co from Lemma 17. The
relation du; o duj = 0 is obvious. Let us prove du; o drj = d;;. By Theorem 11 (ii), we have

W(x,y) odu;(y) = Resy:x(/y W)du;(y) = —duj(x). (19)

On the other hand, from (14), we have

G(x,y) o duj(y) = (d Q(x, ) +Zdul )dri(y )) o duj(y Zdu, )(dri o duyj).  (20)

=1

Since {dul} _, are linearly independent, we have du;odr; = d;;. Next, let us prove dr;odr; =
0. Similarly to (20), we have

O(x,y) odr;j(y Z du;(z)(dr; o drj). (21)

From Lemma 20 and du; o dr; = d;;, we have

W(z,y) odrj(y) = w(z,y) odrj(y Zduz (mwy b)ij. (22)

From (14) and [, w =0, we have

2mi w(z,y) o drj(y i(/ / drj — /kdr]/ )zZi (m Jk/Bkw. (23)

=1

Lemma 21 We have

/B w= WiZ(wfl)kidui(x).

i=1
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Proof of Lemma 21. Similarly to (19), we have
w(z,y) o du;(y) = —du;(z).

Similarly to (23), we have

g

2mi w(z,y) o du;(y) = —2 Z(Wl)zk/ w.
k=1 P
From these, we obtain the assertion.
O
By Lemma 21, we obtain
g
w(z,y) odr;(y) = Z(nlwfl)jidui(ﬂﬁ)-
i=1
From (22) and Lemma 20, we have
W(x,y) odrj(y Z du;(x) ((mwy )i — (mwfl)ij) =0.

From (21), we obtain dr; o dr; = 0.
From (16), we find that {du;, dr;}?_, are linearly independnet. Since dimcH'(X,C) = 2¢g
(cf. [16], pp. 29-31, Theorem 8.1,8.2), {du;,dr;}?_, are a basis of H'(X,C).
O

7 Sigma functions for telescopic curves

In this section, we define the sigma function for the telescopic curve X.
From (16) and (14), for the matrix

M = <w1 w2>’
n 2

0 IL\¢y, m (0 I
(G 8= (G 8)

where I, denotes the unit matrix of degree g. Since niw; 1 is symmetric, we obtain the
following proposition.

we have

Proposition 22 (generalized Legendre relation)

i[O _ om0 I,
M(—IgoM 2 \-1, 0)°
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Let 6 = 70’+6” be the Riemann’s constant of X with respect to our choice (oo, {cy, 8;}7_;).
Since the divisor of the holomorphic one form dugy is (2g — 2)oo, the Riemann’s constant ¢
becomes a half period. Then, the sigma funtion o(u) associated with X is defined as follows.

Definition 23 For u € CY, we define

5(u) = exp (; tumwl_lu> 0 m (201) L, 7).

By Proposition 22, we obtain the following proposition.
Proposition 24 For any mi,ms € 79 and u € C9, we have
o(u+ 2wimy + 2wamsa) /o (u) = exp (m’ (*myimg +26'my — 2 té//mg))

x exp ((2mma + 2mema)(u + wimy + wama)) .

8 Algebraic expression of sigma functions

8.1 Algebraic expression of prime form

Let X be the universal cover of the telescopic curve X and 7 : X — X the projection.
Hereafter, for p € X, we denote 7(p) by p. Let {dv;}?_; be the basis of holomorphic one
forms such that faj dv; = 6;;.

Lemma 25 For p1,ps € X, we have

a1—1 péi)
Z/ dv e 79 +177.
, (i)
i=0 “P1
Proof of Lemma 25. We define the meromorphic function f on X by

(21(2) — 21(p2))/ (w1(2) — 21(p1)) i p1 # 00, pa # 00

f(z) = 1/(z1(2) — 21(p1)) if p1 # 00, p2 = o0
z1(2) — 21(p2) if p1 = 00, p2 # 0
1 if p = o00,pp = 0 .

Since div(f) = Y05 " pg) -t Pgi)a St pgi) — ot pgi) is a principal divisor. There-
fore, by the Abel-Jacobi’s theorem, we obtain the assertion.

0
For py1,ps € X, take p\”,55) € X, 0 <i < a1, p\ = p1, ps) = py such that 7(p{") =
(@) 50y _ () o
b1 777(172 )—pg an
a1—1 }3(27‘)
> / dv=0. (24)
. (1)
i=0 YP1
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Proposition 26 [10] For p1,ps € X, we have

s s 2_($1(p2)—331(p1))2 a1 5
E(p1,p2)” = dz1(p1)dzy(p2) exp(Z/ﬁ(i) /]51 wl

=1 1

Proof of Proposition 26. For the sake to be complete and self-contained, we give a proof
of this proposition. The method of the proof is similar to [21].

Lemma 27 We have
(21(w) — 21(p2)) (21(2) — 21(P1)) . ai—1 j 5l y
(@1(w) — 21 (p) (@1(z) — 2a(p2) " (z_:/z /ﬁm ) ‘
Proof of Lemma 27. By Proposition 2,

a;—1 WD ﬁg) a;—1 E(TI) ..(z) ~ ~(Z)
_ » Po )E(val )
exp (Z/ /@ w) = H s <)\
i=0 V7% 51 =0 E<w7p1 )E(Z,p2 )
Let us consider the right hand side of this equation as a function of w and denote it by

F(w). By the property (iv) of the prime form, if the abelian image of v € (X, 00) is
> mia; + 7 i, then

From (24), F(w) is m1(X, oo)-invariant and can be considered as a meromorphic function on
X. By comparing zeros and poles, there exists a constant C' such that

Fi) = ot1w) —21(p2)
z1(w) — z1(p1)
Since F(Z) = 1, we have
= z1(2) — 1(p1)
z1(2) — 21(p2)’
which proves the lemma.

O
Proof of Proposition 26. In Lemma 27, take the limit Z — p1,w — p2 and use
_z1(w) — z1(q)
lim ————— = —d
W Bwy @
wop _ E(waﬁQ)E(gaﬁl)
exp w| = —— .
: Jp E(w,p1)E(Z, Pa)
Then, we obtain the desired result.
O

25



8.2 Prime function

Since dugy has a zero of order 2g — 2 at oo, we can define, as in the case of (n, s) curves, the
prime function E(pi,p2) by

_ o 1 ﬁzt . D2
E(p1,p2) =—E(p1,p2)\/dug(p1)\/dug(pz)e><p <2/ du - mw; / dU>,
pP1 pP1

where 4/du, is the holomorphic section of the line bundle on X defined by the divisor (g—1)oo

satisfying
(Vdug)? = du,
Vdug =971 4+ O(t))Vat, (25)

(t is the local parameter (12) around oo).

do (g—1)oc0
(5:/ dv:/ dv in Jac(X),
(g—1)oo do

E(p1, p2) can be considered as a holomorphic section of the line bundle 7 Ls ® 75Ls @ I*©
on X x X. From (24), Proposition 26, and Lemma 20, we have

a;—1
E(p1, p2)* —détéff;)deigl exp<2/p /pl ) .

Fix % € X such that 7(50) = co. We define E(50,p), as in the case of (n, s) curves, in the
following manner. Take the local coordinate ¢ (12) and the local frame v/dt as above and

define
E(c0,p2) = E(p1, p2)V/ dt(p1)le(p,)=

o o 1 [P 3 D
E(x0,p) = E(c0,p)y/dug(p) exp (2[ du'nlwll-/~du>.

Since

Notice that E(co,p) and E(co,p) can be considered as holomorphic sections of L' ® I7©
and Ls ® ITO, respectively, where I1(p) = [7 P dv. From (25) and the property (111) of the
prime form, we have

—E(p1, p2) = E(0, p2)t(p1)? ™" + O(t(p1)?). (27)
From the properties (i)(ii)(iii) of the prime form, we obtain the following proposition.

Proposition 28 (i) E(fs, 1) = —E(p1, pa)- )
(ii) As a section of a line bundle on X x X, the zero divisor of E(p1,p2) is

A+ (g—1({oo} x X + X x {oc0}).

(iii) As a section of a line bundle on X, the zero divisor of E(co,p) is goo.
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Proposition 29 Let the abelian image of v € m(X,00) be > 7 mjc; + > 9 nifBi. Then,
we have

(i) E(p1,7Pa)/ E(pr, o) = (—1) ™ +200m=""0) oy <t(2mm + 2n2n></
p

P2
du + wim + wgn)> .

1

o0

~ ~ ! 1! p
(i1) B(0,p)/ E(50,p) = (—1) mmH200m=1"m) s exp (t(2mm + 2mn)( / du + wym + mn)) :

Proof of Proposition 29. The method of proof is similar to the case of (n,s)-curves (cf.
[21] Proposition 8).

(i) Let

R ) = Y0 T e]

which is a section of the bundle 77 Ls_, ® 75Ls5_. Then, we have

Fi(p1,vp2) = x(7)F1(p1,P2), v € m (X, 00),
where x € Hom(m(X,po), C*) corresponding to Ls_,. Since dugy/h2 is a function on X, we
have x(v)? = 1, i.e., x is a unitary representation. Therefore, if the abelian image of v is
> mia; + 7 nif3;, we have

x(7) = exp (27ri(t(5' —a)ym — t(é” — a”)n)) .
Let _

D2
Falpr.po) = 0al( [ dv).

p1
Then, we have

Fs5(p D P2
M = exp {27Tz'(to/m — ta”n) — i 'ntn — 2mi tn/ dv} .
Fy(P1,P2) 5

L 1 ﬁzt . D2
F3(p1,p2) = exp (2/ du - 1wy / du>.
p p

D2
= exp <t(2n1m + 217271)(/ du + wim + wan) + i tmn)
P

D2
X exp <7Ti bnrn 4 2mi tn/ dv> .
D

Here, we use Proposition 22 and the relation

dv = (2w1) " tdu.

Let

Then, we have

F5(p1,vp2)
F3(p1,p2)

Therefore, we obtain the desired result.

(ii) We can prove the statement in a manner similar to (i).
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8.3 Algebraic expression of sigma functions
We have the following theorem.

Theorem 30 There exists c € C such that for N > g

o~ = 7pz)
a( / du) = ¢ —===——=""— det(pi(p;))1<ij<N- (28)
iz—; 0 H1§i<j§NE(piapj) ! ’

Proof of Theorem 30. The method of proof is similar to the case of (n, s)-curves (cf. [21]
Theorem 1). Let

N fA/~ ~\N N 5
- - - E(co, ps N i
G(pr,-..,PN) = iy B f) . det(%(Pj))lgi,jgN/U(Z/ du).
H1§i<j§N E(pi, p;) i—1 /0
Then, G is a symmetric function of py,...,pn. From Proposition 28, 29, one can check the

following properties.

(i) G(vp1, D2, - - -, Bn) = G(P1, ..., D) for any v € m1 (X, 00).
(ii) The right hand side of (28) is holomorphic.

Let us consider G as a function of pi,...,ps. By (i), G can be considered as a meromor-
phic function on the g-th symmetric product SYX and therefore on the Jacobian J(X) =
CI9/(2w1Z9 + 2w9Z9). By (ii), as a meromorphic function on J(X), G has poles only on
{7 (u) = 0} of order at most one. Therefore, it is a constant which means that it is indepen-
dent of p;, 1 < i < g. Since G is symmetric, it is independent of p;, 1 < i < N. Therefore,
there exists ¢ € C such that the equation (28) is satisfied. If N > g, by setting py = o and
(27), one can check

N=L o rp, 1Y E(co, )Nt
. - , i)
H(3 [ ) = e TP det( () rcijen-n.
; < [Li<icj<n—1 E(Pi D))
Therefore, the constant ¢ does not depend on N.
(Il
Let o(u) = ¢~ '&(u). Then, from Theorem 30, we have
N i 1Y, E(x, pi)Y
i , Di)
o / du) = === det(p;(p)))1<i,j<N- (29)
iz—; o H1§i<j§N E(pi, b))

9 Schur functions

In this section, we give the definition of Schur functions following [21]. For details, see [17].
For n > 0, let p,(T') be the polynomial of T3, T, ... defined by

eXp(Z T.k") = an(T)k:”,
n=1 n=0
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where k is a variable.

T2 T3
Example. po =1, p1 =T1, p2 =12+ 5 k=T AN+ -
For n < 0, we define p,(T) = 0. A sequence of non-negative integers p = (u1,..., ) is

called a partition if pq > --- > ;. We set |u] = p1 + -+ + g, which is called the weight of
p- Let p' = (ph, ..., ), U= p, with

= 8{J | uj > i}

The sequence y' is called the conjugate of p. For a partition u = (p,..., ), the Schur
function S, (T') is defined by

Su(T) = det(py,—i+;(T))1<i j<i-

We have
S(p,om)(T) = Su(T),
where (u,0") = (p1,...,11,0,...,0) for r € Z>g.

Example. S)(T) = T1, Sp21)(T) = —T3 + 1;’13’
Se2n(T) =ThTs - T — %TigTs + %Tﬁ Sain(T)=Ts — T\ T35 + % 5.
We prescribe the degree —i to T;:

degT; = —i.

The following results are well-known.

Lemma 31 (/9])
(1) Su(T) is a homogeneous polynomial of degree —|pu|.
(ii) Su(=T) = (=1)IMS,(T).
For a partition u = (u1, ..., ), we define the symmetric polynomial of ¢1,¢s,...,% by

det(t T 1

su(t) = ,
[Ti<icj<i(ti —t))
which we also call the Schur function. Two Schur functions are related by
L
St

Su(T) = sult), i T = =&

We define the partition associated with the telescopic curve X by

w(Am) = (wg,...,w1) —(g—1,...,1,0).

Then, we have the following proposition.
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Proposition 32 (i) S,(4,,)(T) is a polynomial of the variables Ty, , ..., Ty
(i1) () = p(Ap).

g°

1=2
Cm difl dJ—l
71 Z a;a; (di 1> < 4 — 1)
2<i<j<m
2
Cly di_1 -1 1 1 " (diy
T 1 -1 o o - -1 4 ’
4;@<dZ )—i— D +8 8{ a1+;<dl )a}

where Cp, = [ 1125 (di—1/d;).

Proof of Proposition 32. We can prove (i) (ii) in a similar manner to the case of (n,s)
curves (cf. [4]), because they were proved in [4] by the property w, = 2g—1, which is satisfied
also for telescopic curves. Let us prove (iii). By definition, we have

()| =Yy - 29 (30)
=1

Lemma 33 We have

{wy,...,wy}
:{ZEEZ>0|SU:*alk‘lJranigjL-“jLamkm,kl >0,0<k; <di,1/di,i:2,...,m}.

In particular, the expression w; = —aiky + asks + -+ + amkm, k1 > 0,0 < k; < d;—1/d; is
UNIQUE.

Proof of Lemma 33. Since gcd{ai,...,an} =1, for any x € Z>(, there exist k1, ...,k €

Z such that © = ajk; + -+ + amkn,. In particular, from (5), one can take k; such that

0 < ki <di—1/d; fori =2,...,m. For u = (0,ug,...,up) and v = (0,vs,...,vm) € ZZ,

satisfying u # v and 0 < u;,v; < d;—1/d;, from Proposition 3, we have > 7, a;u; £ Y iy a;v;

mod a;. Therefore, for © € Z>¢ the expression x = a1ky + -+ + amkm, 0 < k; < di—1/d;,

i =2,...,misunique. Therefore, from Proposition 3, we have {w1,...,wy} = {x € Zsg | =
—ark1 + agks + -+ + amkm, k1 > 0,0 < k; < di_l/di,i =2,. ,m}

O

Let Ly, .k, = (a2ko+---+amkm)/ar, My, = [Lkg,.. k) a0 €py  gs = Ly gy —

My, ... k- Then, from Lemma 33, we have
g ng ,,,,, km
Zwi = Z Z (—aiky + agky + - - + amkp,)
=1 ngi<di_1/di,i:2,...,m k1=1

2
ng,... km + Mka---vkm

= Z {_al : 2 + alLk2,---7kmek27---akm}

0<k;<d;—1/d;,i=2,....,m
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aq 2 aq 2 al al
= E | {?Lkg,...,km T ok ELkQ:--wkm + 5%,.--,1%} :
0§k¢<d¢,1/d¢,z:2,...,m

From Proposition 3, for (ka, ..., km) # (K}, ..., k,) satisfying 0 < k;, k} < d;—1/d;, we have
Yoty aik; # Y%, aiki mod ay. Therefore, we have {ex,, . &, Yo<ki<d,_./a;, = 10, 1/a1, ..., (a1—
1)/a1}. Therefore, by calculation, we have

g m
d;_ di_ C di— dj—
2 i—1 i—1 m i—1 7—1
A —1 zm i | —— —1) [ L= —
Z 12a1 2a’<di >< d; >+4a1 Z a@(di )(dj )

=2

Therefore, from (9) and (30), we obtain (iii).

10 Series expansion of sigma functions

In this section, we determine the series expansion of the sigma functions for telescopic curves.
We have the following theorem.

Theorem 34 (i) The expansion of o(u) at the origin takes the form

k k
U(u) = S}L(Am)<T)’Twi:ui + z : bklwn:kgull e ugg7
wiky 4 twgkg>|u(Am)|

g
} and is homogeneous of degree Zwiki — |u(Am)| if
i=1

where by, r, belongs to Q[{/\
bky,...ky 7 O-

(i) o(~u) = (=)Ao (u).

J1--Jm

The method of proof of Theorem 34 is similar to the case of (n,s) curves (cf. [21]).
However, for the sake to be complete and self-contained, we give a proof.

Lemma 35 Let t, = t(x), t, = t(y), and

S+ Z atht! | dtdt,.
k,1=0

o) = | iy

Then, ay; = ay, ag belongs to Q[{)\ } and is homogeneous of degree k+1+2 if ag; # 0.

J1--Jm
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Proof of Lemma 35. The method of proof is similar to the case of (n,s) curves (cf. [21],
Lemma 15 (iii)).

From Theorem 11 (ii),
. dt,dt,
(tz = ty)?

is holomorphic near {oo} x {oo}. Therefore, one can expand as

_ dtydt, SN
W(ZE, y) - m = Z akltxty dtxdty
k=0
Let us prove that ay; belongs to Q[{)\g? ;1] and is homogeneous of degree k+1+2 if ag # 0.
We have
w(r,y) = 3 Pit it e 1 TR oy d dy,
’ (z1 —y1)? det G1(z) det G1(y)’

where p;, i, Delongs to Q[{)\gi)]m}] and is homogeneous of degree 2 ZZL:Q(dZ;I

Dag — > pey ik + Jr)ak if i, i, jm # 0. From Proposition 10, one can expand as

dt pdt ! 1\
(@(x, y) — (tftj)2> (3 — t3)? = O (w, y) (¢ — t31)* — (Z t;l“t;) dtdt,
r i=0

oo
= | Y putht, | dtadt,,
k,1=0

where pg; belongs to Q[{)\gi)mjm }] and is homogeneous of degree k + [ + 2 — 2a; if py # 0.
Therefore, we have

oo oo
(5 =02 > apthtl, = > ptht],
k,1=0 k,1=0

By comparing the coefficient of tf;”“%é in the above equation, we have

agl = 20k4a1,l—a; — Ok+2a1,1—2a1 T Pk+2a1,1> (31)

where we set a;; = 0 if j < 0.

If 0 <1 < ai, from ap = pry2q,,, we find that ap belongs to Q[{)\(-i)

]1~~-jm}] and is

homogeneous of degree k+[+2. Suppose that ax belongs to Q[{)\g? ;1] and is homogeneous

of degree K +I' + 2 if ' < I. Then, from (31), we find that ag belongs to Q[{A\' . 1] and
is homogeneous of degree k + [ + 2. Therefore, by induction, we obtain the assertion.

O
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Lemma 36 (i) The expansion of E(py,p2) near (50,) is of the form

E(p1,2) = (tz — L+ > qutht, |,
k+i>1

where qg; belongs to Q[{)\ﬁ)..‘jm } and is homogeneous of degree k + 1 if qi # 0.

(i) The expansion of E(30,p) near o is of the form

oo
B = (143 et
k=1
where qoi is the same as that in (i).

Proof of Lemma 36. The method of proof is similar to the case of (n,s) curves (cf. [21],
Lemma 16).

(i) From the property (iii) of the prime form and (25), we have the expansion of the form

E(p1,p2) = (tz — ty)(ta Z Qrityt)).
k+>1

In order to prove that gx; has the required properties, we use (26). The right hand side of
(26) is calculated in the following way.

Let ¢ = exp(2mv/—1/ay). Since z1(p®) = z1(p) = 1/t*, we take t) = (it as a local
parameter of p(*) by rearranging i of p( if necessary. Using these local parameters, from

Lemma 35, we obtain
a—l 50y
exp Z /(Z> / @
— P D1

=1
aﬁl (t?(j) — ty)(t;(pi) —ty) exp alz_l i - (t’yﬂ—l—l o t];"'l)((tg(j))l"'l _ (téi))l—i-l)
i=1 (ty” — £ty — ty) i=1 k=0 (k+1){+1)
a—1 aj—1 oo fa1—1 38 Y SE R AL | H1
i (i (aty)™ i(H1) (ty" ")t — 1)
= [T{-¢'«¢ Z—1)2}> - ——exp| Y ZC ki
<i:1 T (=t i (k+1)(+1)

Claim.
-t Wl ar—1 if ay)l+1
sig—i 1\27 2 Z —i(l+1) 1— 1

Proof of Claim. We have

a1—1

T (e = (ayatcabons _ .

i=1
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On the other hand, we have

ay __ 1
(Z_g_l)...(z_c_(al_l))zz 1 :Za1_1_|_..._.|_z+1.
Z fe—
Set z = 1, then we have
a1—1 '
[T -1*=d
=1
Therefore, we obtain
a1—1

[I{-¢¢" -1 =al
=1

We have

a1—1 a1—1 ai—l a L if CLl’l + 1
Z — E —i E ’ L
¢ (1+1) _ (<l+l) — (<l+1) = { 1 if ay /rl +1

i=1 i=1 i=1
On the other hand, from Proposition 10, we have
(z1(p2) — =1 (p1))? 1 29—a1-1 2 o i o i
= ()77 (12 — )2 [ 1 AN |,
det G1(p1) det G1(p2) a?( ) = =) +;Cl : +;c, !

where ¢} is that in Proposition 10 (ii). The assertions for g follows from these expressions
and Proposition 10.

(ii) The assertions follows from (i) and the definition of E(co, p).
]
Proof of Theorem 34. The method of proof is similar to the case of (n,s) curves. (cf.
[21], p.204, Proof of Theorem 3).

(i): Let t; = t(p;). From Lemma 36, we have

1Y, B(,p)N (I, t)N ot ) b n
Boon) ~ Moy 0, 5 et )
Hi<j (plap]) 1<\ J ki+-+ky>1

where ¢, gy € Q[{)‘S‘?..jm}] and deg ¢k, . kv = Zf\il k;. From Proposition 10 (i), for N > g,
we have
(p1(t),--- (1))
1 1 1 1
= (1, e (14 0(0), . 2 (14 O()), 5 (14 OO, o (14 O(0)
where all O(t) parts are series in ¢ with the coefficients in Q[{)\g? ] and are homogeneous

of degree 0 with respect to {t, )\g? jm}, where we define degt = —1. We have

(N+g—1,....,N+g—-1)+(0,~w3,...,~wy,—2g,...,—(N +g—1))
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= (W(Am)1, -, 11(Am)g,0,...,0)+ (N —-1,N —2,...,1,0).
Let us denote the partition (pu(A,,),0V=9) by uM)(A4,,). Then, we have

(TIY, ty)N+o!

det(g@l(t]))1<z7]<1\[ = SuN) (A) tl,... +ch17 7thk1 "'t’;VN’ (32)
[Tic;(ti —t))
where @, ky € QUAY. i ¥, deg @iy = —lu(Am)] + SN ki, and the summation is

taken for k;’s satisfying Zz’:l ki > |p(Ap)|. From Proposition 10, we have

p Wi i .
/ du; = +Zc W ey e QUAY YL dege =

9

Let N
t
Ty, = Ti(t1,. .., ty) = ijlf
Then, T1,...,TxN are algebraically independent and become a generator of the ring of sym-
metric polynomials of t1,...,¢ty with the coefficients in Q,

Q[t1, ..., tn]°N =Q[T,...,Tx].
Moereover, if we prescribe degree for t; and T; by

degt; = —1, degT; = —i,

a symmetric homogeneous polynomial of ¢1,...,tx of degree k can be uniquely written as a
homogeneous polynomial of 77, ..., Ty of degree k.
We have
N Bl 00
wi= Y [ =T+ 3G+ w)ei T
k=1Y° j=1
..(z k k
=Tw+ Y G T TR, (33)
S iki>w,

Wh.ere 5,(31)7.__7“ € QH)\JI it deg 6,(;1) &y = —Wi+ > jkj, and the second expression is
unique.

Let us take N > wy. Then, Ty, , ..., Ty, are algebraically independent. Let

k
O'(U) = O'('I,Ll, sy ug) = Z bkl,‘..,kgulfl Tt ugga bkl,...,kg S C7

be the series expansion around the origin. From (29) (32) (33) and the fact that Ty, , ..., Ty
are algebraically independent, we have

g

by, kg = 0
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if wiky + -+ +wgkg < |p(Anm)|. Let

k k
G(ui,...,ug) = g Dkey oo kg Uy -+ - g’
wlkl“r‘i’wgkg:/‘(Am)

Then, we have

w1 wg

St it
G( LIS ) = s (B ).

Therefore, we have
G(Tw17 e 7ng) = S,U,(Am)(T)
Since Ty, - . ., Tw, are algebraically independent, G(ui, ..., ug) = Sy(4,,)(T)|1,, =u;-

Take k > |p(Ay,)|. Suppose that b, .., belongs to Q[{)\%)._.jm}] and is homogeneous of

g
degree Z wik; — |p(Am)| if wiki + - +wgky < k. Take (k1,...,ky) satisfying wiki +--- +
=1
wgky = k. Let € be the coefficient of Tf){ = Tzlf,i in

~(1 S1 SN l ~(g S1 SN l
Z bll,--.,lg (Tw1+ Z cg12-~-7sNT1 N TN ). (ng+ Z Cgl?...,sNTl e TN ) g,
wili+-Fwglyg<k dojsi>w Do isi>wg

‘ g
Then, € belongs to Q[{)\g?m i t] and is homogeneous of degree Zwik‘i — |u(Am)|. Express
i=1
the right hand side of (32) by 711, ...,Tx and let § be the the coefficient of T& e T{,ji Then,

. g
0 belongs to Q[{)‘g‘?...jm }] and is homogeneous of degree Zwiki — |pu(Ap)|. From (29), we
i=1

have by, ...k, +€ = . Therefore, by, ., belongs to Q[{Ag?mjm}] and is homogeneous of degree
g

Zwiki — |u(Am)l-

i=1

(iii) Since Riemann’s constant 76" + ¢” is a half period, from (1) and Definition 23, o (u)
is even or odd. From Lemma 31 and Proposition 32, we obtain the desired assertion.
O

11 Example: (4,6,5) curve

In this section, as an example, we consider the sigma function for a special case of (4,6,5)
curves. Let X be the (4,6,5) curve defined by

2 3 2
ry =z +1, z3=x122.
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One can check that X is nonsingular. The genus of X is 4. The holomorphic one forms are

given by
T2

dui(x) = g dxi, dus(z) = R dxy,
T 1
dus(z) = —49321:1:3 dzry, dug(z)= rr—

An algebraic symmetric bilinear form ©(z,y) and the second kind differentials {dr;}}_; are
given by

— TI3ye + vivey? + 3xiy1ye + 3T122yF + 223 73y1Y3 + 221 73YTY3
16z2x3y2y3 (21 — 91)2

o(z,y) dxdyy

+4x2:133y2y3 +4x3y3 + 2172 + 2Y1y2 + 271Y2 + 27201
16x2x3y2y3(ﬂ?1 - 91)2

dl‘ldylv

and
2513

4y2y3

y2
dri(y) = Ldyy, dro(y) =

- dyy,
4y2y3

3 Ty2
i) = )=

The sigma function for X can be expanded around the origin as
1 4 14 3, 251 -

O'(u) = Ulug — gulu% — Zulu;«; —+ §U2U3 — @ul 4.
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