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Summary

   Three topics in statistical analysis of dose-response relationship

                                                'are discussed. The first topic is the estimation method of a safe dose
 '                  '
::.d;.sggr,:sz:::,e.I.:1:I.i•O!•gl•1,•lZ.'.,Th9,2::i.":i,2giCi.giiiiiSg:::g.t):1.1:.g..,

                                         '                          ttresults suggest that'ithe probit analysis is preferable. The second topic

is the conversion method of a safe dose which may be used for the 16ng-

     'range environmental standard of N02 in Japanr Two conversion methods,
                                              '
current and the author's, are compared. Under the assumption of the
                              '                                          ttlognormal model for N02 concentrations, the author's methd is shown by

analytical and computational results to be preferable.. The .third topic

is the statistical inference for the dose-response relationship in

stratified populations. A set of three X2 tests is proposed for the

                                                                     '               '                                                                      'estimation and test of the linear regression line of adjusted prevalence

                                                     '                                   '                                                                  'rates on study factor intensities.
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1 Introduction

   Along with the arrival of the big industrial society of mass ptoduction
                  '                                                  ttand mass consumption, harmful influence of various and too much industrial

                       'chemical compounds to the human beings as well as to the biological
                                                           '
environment has constituted a serious social problem. Many scientists

       'and engineers are engaged in researching and preventing such influence.

Statistical analysis of the dose-response relationship which reveals

                                                               'statistically the mechanism of the harmful influence is one of most

                          '                                                  'important themes of biostatisticians. Many epidemiological surveys and

                                                              'their analyses have been carried out. Such analyses are expected to

progress further both in theory and applÅ}cation. This paper takes up
                                                     '                              '
three topics which have aroused wide social interest in Japan.

                            '   In Chapter 2, a safe dose in dose--response relatiortship is discussed.

                                '                                                 '!t is concerned with administrative control over air pollutiorts, food

additives or feed additives. Many teehniques and methods to estimate

the safe dose have been propqsed and discussed. A convenient estimation
                                        '                               ttmethod is the hockey stick regression method using segmented lines.

The method described in Section 2.1 [1] is based on the assumption that
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there exists a threshold value which defines a safe dOse. The validity

       '          'of the assumption is difficult to be shown. An a!ternative method whieh
                                                                       '    tt                                              '                                '                                         'is not based on the assumption is the probit analysis described in Section

       '2.2 [3]. It introduces a risk level which defines a safe dose. Discussion

                                                                       '                                                                    'on the two methods is presented in Section 2.3. /• •
                                                             '                                               '                                                                     '                                                                       '   Chapter 3 deals with the conversion of a safe dose [2]. It gives a
                                              '
critical review of the current long-range environmental standard of N02,

                                          'which is stated in terms of the 98 percent value of day means in a year.

The 98 percent value is a converted value from the year mean which had

                                                              'been adopted previously as a safe dose from the standpoint of medical

science. The conversion was done by using the regression line of 98
                                                     '
percent values of day means on year means. Under the assumption of the
                                 '                                '                               'lognormal model for N02 concentrations, we show that the current conversion

                                 '                                                                     'method is unacceptable and shold be replaced by a conversion method using

the linear regression model with the error term whose standard deviation
                                                                     'isproportional to the independent variable. The formet is discussed in
                                     '                         'Section 3.1 and the latter in Section 3.2. In our method, a tolerance
                            '              '                                                             '                                         'limit shold be recommended as a converted value. In Section 3.3, the

                                                   'deviation from the lognormal model is evaluated arid our model ptoves to

be robust. Throughout this chapter, the data on N02 coneentrations at
                                                             '   '                                            'Okayama in 1977 are used as an illustration. '
                                       '   In Chapter 4, statistical inference for the dose--response relationship
             '                                                   ttin stratified populations is taken up [4]. The adjusted prevalence rate
                                                         '
whieh is used by many biostatisticians proves to be a useful tool in our

                                   '                                            'study` The dose-response relationship between adjusted prevalence rates

2



and study factor intensÅ}tÅ}es may be represented locally and approximately

by a linear regression model. A set of three X2 tests is proposed for an

estimation and test procedure of the linear regression line in Section 4.1.
                                                   '                                                         'It is shown that the same statistical inference as in the single stratum
                                 '            '                                                                  'population is valid by introducing the adjusted prevalence rates and the

                                 '                                            ttt                                                                    'adjusted sample sizes in stratified populations. In Section 4.2, the
                               '
procedure is compared with usual statistical proeedures. It is shown
                                                           'that three X2 tests of the procedure are usually more powerful than the

X2 tests performed by summing up X2 statistics in each stratum. In Section

       '4.3, the procedure is applied to the data involving the average concentrations

of N02 and the prevalence rates of persistent cough and phlegm.' Section

4.4 deals with an extension to the probit rnodel and the logistic model.
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2 A Safe Dose in Dose-Response Relationship

  .Many techniques and methods to estimate a safe dose in dose-response

relationship have been proposed and discussed. Estiination of the safe

dose concerning various chemical eompounds is Å}mportant, though it is

very difficult.'
                                             '                                                       '                     '
   The hockey stick (HS) regression method is an interesting method .

proposed by Hasselblad et al. [10] to obtatn the maximum no-adverse-health

-- effect concentration of photochemical oxidants. It is a kind of regression

method using segmented curves [7], [8] and has attracted attention of '  .
                                                               'many researchers. The method is based on the assumption that there

exists a threshold value which defines a safe dose.

   In this chapter, we study some properties of the HS regression method,

especially its validity. For this purpose, the HS model is compared
                                                         '
withotherregression rnodels such as the probit model. For the .latter,
                'a risk level is used to define a safe dose. A risk level was used by '

Mantel and Bryan [5] and has been supported by subsequent researchers.
                                    '
A safe dose does not mean here a dose which causes no harmful effects,

                                                                'and therefore should not be used as a standard by the administration as

                                       '                         'it stands. It should be considered rather as a criterion to estimate
                                                                  '   tt                                                '                     '                                                      tt
                         '
   '
                                            '    '                  '                                                '                                           '      '     '                                                   '                                   4



the safety.
                                   '                                '
   The data on which the current standard of S02 in Japan is partly
               'based are ana!yzed and discussed. A reanalysis of relationship between
                                                             ' '
photochemical oxidant and eye discomfort is given. Using two examples,

                                                     '    'we compare the HS model and the probit model. Some conclusions and

                                                  'suggestions are presented.

2.1 A THRESHOLD VALUE AND THE HOCKEY STICK REGRESSION METHOD
                                                         '                                 ' '                   '                                          '                                                            '                                             '
2.1.1 The HS Regression Method
                                                                   '                                   '                                                          '                                             '   Let p(x) denote the population prevalence rate at a dose level x.

The HS regression function as a dose-response curve is defined as follows.

                                        'For some x.J
                                    '                                                               '                                                   '      '                                '                           '
                         '
(2•.1) p(x)=Bo for x8x.,
   '
           '   ' '=Bl+B2x for x>x..
                                       '
                                                           '   '
This means that for a suitable dose x., p (x)remains constant for any

                                                         'x less than x. and increases linearly as x increases from x.. The dose

x. is consÅ}dered as a physiological threshold value, whereas Bo represents
                                '  '
a spontaneous or baseline response which is caused by background stimuli.

                                                                   '   Suppose that the survey is done at N points and let xi and yi denote

th .e  dose level and the sample prevalence rate at the 2th point. The •

HS modei is that
                                              '
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(2.2) ' . y.=p(x.)+e. (i= l,•••, N),                       •i J                                       l
                         ei NN(O, a2).. .

                                      '

                                               '
   The HS regression method is the least square estimation method of
                                                   '                                        '                                                               '                                                                 '     'x. under the HS regression model..Sometimes a flat line Bo and a iinear
                                                         '                    '                                        'line Bl + B2x are estimated by separated data. Data to estimate the
                                        '
former and the latter are considered as those of non-polluted and polluted
             '
areas,respectively• Generally, both lines are estimated simultaneously

under the constraint that they are connected at the point x.. Using

the estimators go, gi, g2, the estimator 9. of x. is defined by ''

                                                   '

           '                         A A AA(2•3) Bo" Bl+B2Xo'
   '   An assumtion of the existence of a threshold value is necessary to

consider x. as a safe dose, on which the HS regression model is based.

This assumption seems to be serious, since we have no proof of the

exi Ftence of such a value for substances such as food additives and

environmental pollutants which many human beings are exposed to.

      'Generally the HS model is only an operational one to obtain some value

                                 'as the safe dose. ''' •                       '                        '                                                                   '     '                                     '                              '   The HS method is accepted by Japanese research workers, epidemiologists,
                                                         '                                                        'who are interested in finding a relationship between concentration of

                                                    '            'air pollutants and prevalence rate of some disease from epidemiological
                 '   '                                                                   '                                                              '                                        'surveys. Such a relationship is needed to obtain a criterion on which

6



air quality standard shold be based. An example is the current air .

quality standard of S02 in Japan. The surveys were conducted in Osaka,

                                   ttAkoh, and Yokkaichi cities [2]. A prevalence rate of positive simple

chronic brgnchitis for each area was obtained. Questionnaires given
                                       '                       '                    'by British Medical Research Council [6] were made on respiratory symptoms.

Thus chronic bronchitis is defined as persistent cough and phlegm. The

prevalence rates and average concentrations of S02 during three years .•

are list .ed  in  Table 2.1. . . .
                                            '                                  tt                       '                                                                     '                                                tt              Table 2.1 Average concentrations of S02 and •
                         prevalence rates of chronic bronchitis. '

   so     2
mglday!100 cm2

Prevalence

   rate

O.21
O.28
O.27
O.15
O.15
O.14
O.13
O.14
3.4
2.75
2.75
2.1
L6
1.55
1.15
LO,
O.9

O.035
O.033
O.031
O.030
O.029
O.027
O.027
O.025
O.078
O.059
O.OS2
O.048
O.038
O.037
O.032
O.027
O.024
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   Since the sample size in each area is not mentioned, we regard it

 '
as 2000 when necessary. The original analysis [2] is as follows. The

                              '                                                              'survey areas are divided into two groups: eight areas are considered

                                                               '                       '                                          'as non-polluted and nine areas as polluted. Let yi denote the prevalence

rate, and xi the average concentration of S02 in the ith area. The

             'HS regression method is used: Bo is estimated by the data from the

non-polluted areas, while Bl and B2 by the data from the polluted areas.
                                                       '                '        '                                                                   '                                                            'The fitted regression line is given by .
                                           '        '                          '          '           '

           tt                    '                      A(2.4) . Bo= O.02963,
                      '                '                 AA.                 Bl + 32x = O.O0765 + O.O1898.,

                                            A'which is described in Fig. 2.1. From (2.3), x. is estimated at 1.160.
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Fig. 2.1

   O.5 1.0 1.5 2.0 2.5 3.0 3.5mg/clayllOOcm2

              SO concentration                2

Data of S02 concentrations and prevalence rates of

chronic bronchitis. ' •                                       '                    '
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   The HS methods was studied originally in [10] and used to get a

relationship between daily maximum hourly oxidant levels and daUy

raargeiiieePdOi.XeTda:IeSiY:?nt nUrSeS in Los Angeies [n]. The summary

                                             '
                           '
 Table 2•2 1[lglpahtiotn.2:lli;i2glag:I,ggfitd::tglz?rcent of adjusted eye

 synptom

 data

discomfort

Daily
hourly
level

   .maxlmum
 oxidant
(ppm)

  No.
of days

Average No.
Of nurses
reporting daily

Average daily percent
of adjusted eye
discomfort (%) '

    <O.04
O.05-O.08
     O.09
O.IO-O.14
O.15-O.19
O.20-O.24
O.25-O.29
O.30-O.39
O.40-O.50

229
184
 35
176
144
 63
 25
  9
  3

64
59
58
62
58
'60

60
67
53

 5.0
 5.4
 5.6
 5.9
 6.9
 9.2
ll.2
17.8
31.8

   Eye discomfort is a typical symptorn eaused by photochemical oxidants.
 '
The daily maximum hourly oxidant level is obtained as the midpoint of '
                                                                      '
iii'l;i"iiil'lmi,ihOg" ,i".:ii.I:;.iil,ig;l•ier:ii•l•IEi ::thors :sed t2e,Hs iegression

                                                                        '                                                     '                                      '                                   '                                                                 '   'The estimated threshold value is 2, = O.145, It is described in Fig• 2•2.

                                                                   '                                                       '      '           '
                                                       '

tt

                                                                   tt                                                                  '           '                                                                        '                             .9 ••
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         Fig. 2.2 Data

   Table 2.1 is the

Table 2.2 is the case '

2.1.2 Estimation of

   Under the HS model,

threshold value x..

is the general case.

(1) Case of separated

   Data are separated '
 '

which Bo and (Bl, B2)

analysis of Table 2.1 '

                     AIn order to consider x                      o

is preferable to the

   We shall discuss the

'''' (XN!' YNI)' (X

e

.

       /

/e
    e e-v-e-v
         '
    o o.1 o.2 e.3 o.4 o.s ppm

    Average daily maximum hourly

    photochemical oxidant level
                                   '
     of photochemical oxidant and eye discomfort

                                                '                                 '
 case in which Bo and (Bl,B2) are estimated separately.

   in which (Bo, Bl, B2) are estimated simultaneous!y.

                                '

  the Threshold Value

    we shall discuss two estimation methods of the

  One is the case of separated data and the other

    data
                                 '
   mto non-polluted areas and polluted areas, from

   are estimated separately. A defect of the original

                                                 A   is its giving no eva!uation for the variance of x..

     as a safe dose, the lower confidence limit of x.

  estimator itself. '                                 '
     distribution of'the estimator 2.. Let (xi, yl),

Nl+1' YNI+!)''''' (XNi+N2, YNI+AT2), N = Nl + N2, be

              10



the given data. The former part of size Nl is for a flat line Bo and
                         tt                                  '                                          ''the latter part of size AT2 is for a linear line Bl + B2x. In Table 2.1,

                                                                    '
IVI =8 and N2 " 9. The HS model for the data is as fol!ows.
                                             '
                                        '                       '                                    '                          '
(2.6) Y=XH(Bo, Bl, 32)'+e,
                  '

                                            '                                        '                                                     '         XH= 100 , Y= yl , e= e! .where

               -- -• - -           '
                            '               }-- • -                                                .                                            tt              ''• i 329.,' ., g"i,,, g"i,.,
               --- - •-               --- - •-               OI XNI+N2 YNI+N2 eNl+N2
                                                      '                       '                                                      '                                            '               '                        '
                                      '
   Then, it follows from the least square method that

       '           '                  tt                               '                           '                   tt                                   '                             '                            '                          '             . N2(2'7) 2o T (ti - t6) AT2 j'Zl(IATI+l..; ff2)2 .' + g2,.

      ' ' ].il(XNi+bt -" X2)(yNi+J• - [92) ' . '

where l71 = iJrzl/:iyl, Z72 = IfiXJI/lliyNl+J and ff2 = Å}]!/lixNl+]

                                        tt                                 A   We examine the distribution of x. in terms of the parameters (Bo, Bl,
          '                                                          'B2, a2). The linear regression theory gives '

                                         '                             '   '
     '                    '         '
                                                           .
        AA
(2.8)

Bo - Bi
   . rN, N
   B2

Bo -- B
          2        pU
   B2

1 -1 O

O O 1,
     -- !(X'X )
 HH

1 -1 O

O O I

'

.

11



Then, the distribution
               '                     '
noncentral-noncentral t-

no mean nor variance.

   Assume that

  '
(2;g) . (lil) NN (:21

                     tt

then we have

                     '                     '
            Xl UIP
(2.10) thT=13i5 N a2 +

                 '
where random variables Zl

inN(O, 1)• Fieller [4]
                tt
function of Pf. He also

density funetion and the

of variation of X2 is

                     Ausing the estimates (Bo,

Because the parameters

of 2., but give a generai

the distribution function

used.

   AAof x. = (Bo -

 distribution

           'The following

)•  2
Ul

gl)/g2 i, ..t

of one degree

explains the

PUI02
  2
 02 '

 normal, but a

 of freedom. It
       '
above contention.

has

   (Ul" tiPV2) +Ultt1 P ZI'

   '                         '           V2+02Z2 '
                        '                                '

                                    '
    and Z2 are independently and identically distributed
                                    '
  gave theexact expression of the probability density •

  gave approximate expressions of the probability

   distribution function of w when the cotefficient

                                 '
small. They are given in Fig. 2.3 and Fig. 2.4,
  '   AAA   BI, B2, u2) from Table 2.1 instead of true values.
            '                     ' are not known, we do not give the true distribution
                       '
    view only. For the numerical computation of

                       tt   , the L-function in statistical tables [3] was

l2



                                         4.50
                                         4.20 l                                                       I
                                         3.90 [

      o.io l o,6o I           • I O.30 l      o.oo                                                      1       O.70 O.80 e.90 1.0e l.10 1.20 l.30 1.40 1,50 1.60 L70                                         o.og
                                          O.70 O.80 O.90 1.00 !.10 1.20 1.30 1.40 1.50 1.60 1.70

             S02 concentration S02 concentration .
   Fig. 2.3 Distribution function. Fig. 2.4 Probability density
                                                  function.
                                                 '

                 '                                     '
                       A   The distribution of x.is nearly equal to a normal distribution and

unimodal, but it is not symmetric and its tails are heavier than in a

normal case.

                                     .A   The lower confidence linit of x., xL, can be obtained by the inverse

estimation of a regression curve, for example Takeuchi [1], as

                                                     '                                             '
        . (lz-il(g, - g,)g, .- .lili".T2., ff,62) -. 621z-il(a,z-ifi .- 62)

(2.11) x =         L IE-•11g;-AT\llll2N2 62 '

13



where z "(3 '-8 2)(J{.'x, )-i(S -8 2)',

                                        '
          '•(2.12) - 62 = Fl,Nl+lv2-3;2.Sl!(Nl + N2 - 3),

                             AA                 sl = (Y - XH6)'(Y - XHB),
                                    '

                 A AAA                 e = (Bo, Bl, B2)t.

                                               '
For various assurance levels, values of the lower confidence limits

                         '                                       '                                                          'given in Table 2.3. ,
                          '                                        '             '                                             '                     '                                                          '                                                '                                                        '         Table 2.3 Lower confidence limits under the HS model

                    with various kinds of assurance levels for

                    data of Table 2.1.

are

Level ct Lower confidence limit

o.
o.
o.
o.

5

05
Ol
O05

1.160
O.953
O.834
O.786

(2) General case
                                                 '
   The data in Table 2.2 can not be separated into two groups. rn this
                                                         '                                               '        '                    Acase, the estimator x. is obtained by minimizing the residual sum of

squares of the whole HS regression line. ' '
                                                  '                         '
   Suppose that the pair data (xl, yl),..., (xN, yN) arb arranged in
  'the order of incr' easing magnitude in x. For each integer k (k = 1,...,

IV-1), we give the HS regression model as follows.

14



(2.13) . -Y=X:(Bo, Bl, B2)'+e,
             '

where . X: •= (8:.: lo Ol ::Ol .•'. ' and

                       •XO • • O Xk+1• ' XN
    '                                       '  '        '                                        ' '                '                           '                                    '       '                                       '                '   '                                                  '                                    '                                         '         '        ' Bo-3i(2. l4) . '  Xk # •.BiU'-` Xk+1'
             '                '                             '                                  '                            '                      '               '                '                                '                                        '                                           '                                              'We compute the least square error under the restrictÅ}on (2.14) for each k,
                                          '                      ttand seek the minimum value among them, N-1 in number. Let k and 3 ='

 AA At(Bo, Bl, B2) be the estÅ}mators of k and S = (Bo, Bl, B2)' , respeetively.

                                                         '                   '
                                         'Then, ' .
           '              A A-                            A'(2.ls) (y- xli B)'(y -. xHk B) ='Min Min (y-xHk6)'(y- !H B)•

         . • .Bo--Bl  . . IEkEN-I Xk8 g2 `Xk+1.
                                 '

Minimization can

IIasselblad et al

(2.16)

 be solved by a fairly easy computation (Hudson [7],

               '. [10]). The estimator of x. is given by

             AA        . Bo-Bi
        Xo= 'A .
               B2

                             A'   The exact distribution of x. has not been given because of the restriction
                                                      '                          '                                                                  '                                                                           '(2.14). Therefore, the exact lower confidence limit is not given. IHasselblad

                                                                -Aet al. [10] gave an approximate value by the asymptotic normality of x.
                                                         '                           '                                                                       '                                               '                                , A.'(Hinkley [8]). For Table 2.2, the original authors [11] gave xL = O•133

                              '                                  '                                                          '                  '
                                    15



as the approximate 95 percent confidence lower limit. But, in a epidemiologieal

or environmental study, asymptotic properties may not be reliable because

the sample size is restricted to maintain the homogeneity in the data,
                             '                                                   'Forexample, N = 9 in Table 2.2. More detailed research for the confidence
                                         ttt
interval is desirable.

2.1.3 Evaluation of the HS Model

   The HS regression model is based on two assumptions. One is for the
 '

regression curve, and the other is for the error terms. We shall first

                             'consider the latter. .
   Though the HS model employs the normality for the error terms, their
                                                              '
true distribution is the binomial distribution. Let n. and y. denote
                                                       22                                                    '
the sample size and the sample prevalence rate, respectively, at a dose
                                             '
level x. (i = 1,..., AT). Then
       2     '

  '                             '(2.17) niyi 'V Bi(ni, p(xi))•

If ni is large, yi has an asymptotically normal distribution, that is,

                                                                     '                                   '                                                                '                       '                                                         '                                   P(x .) (1 -- P(x .))
(2•18) yi N,AT(p(xi),'X .. Z ).
                                          z

                                    '                                          '
Thus, the assumption of normality holds asymptotically but the assertion

of the homogeneity of variances contradicts the expression p(xi)(1 ' p(xi))lni

16



   Suppose that the population prevalence rate at each survey point is

a random variable denoted by

       '
(2.19) p(x, e) =p(x) + e,

wheree represents the deviation from p(x), such as area variation or survey

error. In contrast with designed experiments, epidemiological surveys are

not sufficient to control data, so that the population prevalence rate

is not represented by x only. From (2.18) and (2.19), the varianee of

                                     'y. Å}s determined as follows.
 z

       '
(2.20) '  v(yi) = p(xi)(1 -- p(xi))!ni + v(e)(1 - !lni)•

The first term is the sampling error and the second is the individual

deviation. The assumption of (2.19) enlarges the variance of (2.18).
                                                                        '
If ni and p(xi) are nearly homogeneous and the individual deviation exists,

the normality with homogeneous variances holds approximately.

   In Table 2.1, the mean square error is computed as O.130Å~10-4. on the

                                                                        -- 4other hand, if we put p = O.03, n = 2000, we have p(1 - p)ln = O.145Å~10 .

These two values are nearly equal. Thus the error of Table 2.1 data may

be explained by the sampling error, that is, the binomial error. We may

neglect the individual deviation. It shows the good guality of the data.

We are able to make asimilar discussion on Table 2.2. '

   Next, we shall evaluate the assumption of the regression curve. Though

the HS regression line Å}s simple, the assumption of the existence of the

threshold value must be fulfilled. To avoid this difficulty, we may use

                                                                     '                                                                       '
                                                                      '                                    17 -



a smoothly increasing regression curve. One of most popular regression
                    '
curves to interpret a dose-response relationship is the probit curve

denoted by •                                      '                                        '  '

                                             '
                                                    '(2.21) p(x) = Bo + (1 - Bo) Åë(Bi + B2 -log(x)),

                                                    '          '

where e(x) is the distribution function of the standard normal distribution

and Bo means a spontaneous prevalence rate which is assumed to be positive.

   Under the binomial model of (2.17), we shall compare the HS regression

line with the probit curve. The estimatton method of the probit curve is

the well known probit analysis [9]. The results for Table 2.1 and Table

2.2 are described in Fig. 2.5 and Fig. 2.6, respectively. The fit of

the curve in each case is good.

                             '   '
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   In Table 2.1, the chi-square value with 14 degrees of freedom for the

test of goodness of fit is 9.138 under the HS model and 4.761 under the

probit model. The fit is better for the probit curve than for the HS

regression line.

   In Table 2.2, the chi-square value with 6 degrees of freedom for the

test of goodness of fit is 21.534 under the HS model and 6.436 under the

probit model. The former is statistically significant with level 1 %.

As the figure shows, the probit curve fits better.

   This discussion shows that the probit model is suitable for Table 2.1

and Table 2.2. Since the probit model has no threshold value, we need

a new definition ofsafety concentration instead of a threshold value.

It is done by introducing a risk level. We discuss it in the next section.

  '                                          '                                         '

                                                              '2.2 PROBIT ANALYSIS AND A RISK LEVEL

                       '                                              '         '                       '

   In Section 2.1, we have a critical review of the HS regression method                                                                       .

The assumptions of the regression curve and the homogeneity of variances

are not consistent. The fit of the probit curve is superior to that of

the HS regression line. .
   Now we shall discuss the safe dose in the probit model. We introduce

a risk level p which can beaffordedfrom a social point of view. Then

we define a safe dose x. by an introduced risk level p in the probit curve

                                                'of (2.21).

                                '                     '
                       '
       '(2•22) Bo + (1 - Bo)O(Bl + B2Zog(x.)) = Bo + (1 - Bo)P,
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that is,'

                                             '                                          '         '                              -1(2.23) 2og(x.) = (O                                 (p) - Bl)IB2•

                                           '
   '
This definition is in line with Mantel and Bryan [5] and others, who

presented methods to estimate the safe dose against carcinogenicity from

                         'experimental data. '
                              /
                A   An estimator x.. of the safe dose x. is defined by a lower confidence

limit of LDp, the lethal dose at level p, with an assurance level 1 - or,

which can be obtained by a well known technique in the probit analysis [9].

   Here we choose five values, O.Ol, O.O05, O.OOI, O.OO05 and O.OOOI,
      'as risk levels. A very small value like 10-8 was a'dopted as a risk level

by Mante! and Bryan [5] to estimate the safe dose against carcinogenicity,

a fatal disease. But we do not choose such a small risk level, since

chronic bronchÅ}tis and eye discomfort are not serious disease, but may

                            '                                                   'be only a symptom. . . •                                              '                                       '                                                      '
   For the data shown in Table 2.1, the fitted curve is given by

                                                               '                                                              '                            '
                                                       '     '              '
(2.24) O.0289 + (l - O.0289)O(--2.917 + 2.3771og(x))
                               '                                              '                                '                     '            '          '                                        '
                                           '                                                '                                                   Awhich is described in Fig. 2.5. The proposed value x. for several risk
                                          '                                      '                           '
levels and assurance levels are given in Table 2.4•. Table 2.3 and Table 2.4
                    Ashow that values of x. obtained by the HS regression method are approximately

                   Aequal to values of x. obtained by -the probit method with a risk level '

about O.O05 or less. '  "''
                           '                                          '                                                         '
         '                                                     '    '              '                   '                                    '   '      '                                                    '                    '                 tt                                                                   '                                '           '                                                            '      '                                 tl                                2o •                                                '



Tab le ' .2 .4 Lower confidence

various kinds of

data of Table 2.

 limits under the probit model

 risk and assurance levels for
1.

with
the

Assurance

     ct

level Risk level p

O.Ol O.O05 O.OOI O.OO05 O.OOOI

O.5
O.05
O.Ol
O.O05

1.780
1.461
l.286
1.2!3

1.398
1.055
O.877
O.806

O.849
O.537
O.396
O.344

O.700
O.412
O.290
O.247

O.462
O.234
O.149
O.121

   In Table 2.2, the maximum likelihood estimateS of (Bo, Bl, B2) are

                      '                                                            '
(2.25) O.0523 + (1 -- O.0523) tp(O.402 + 3.307zog(x)).
                                                               '                   '       '
                                       '
It is described in Fig. 2.6. Lower confidence limits with several assurance

levels and risk levels are given in Table 2.5. Lower confidence limits

with an assurance !evel O.5 are reduced to point estimates. The estimate

S}. under the HS regression method is O.145. The author does not calculate

confidence intervals, since the test of goodness of fit of the HS regression

line is statistically significant.

                  '                                  '

  Table 2.5 Lower confidence limits under the probit model with

             various kinds of risk and assurance levels for the

             data of Table 2.2. . . '
Assurance

     ct

level
         '
Risk level p

O.Ol O.O05 O.OOI O.OO05 O.OOOI

O.5
O.05
O.Ol
O.O05

o.
o.
o.
o.

150
134
127
124

O.126
O.110
O.103
O.100

O.088
O.073
O.066
O.063

O.'O76
O.062
O.055
O.053

O.057
O.044
O.038
O.036
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2.3 DISCVSSION

   Some conclusions and suggestions can be giventhrough the above applications
                      '                                                           '                                   '                                                                     'and other experiences. . •                        '                                                '                                                                          '                                             '   The HS regression method is of omnibus use. In fact, the model ts

often well fitted rather than a simple linear regression model. But a

defect is lack of scientific and medical interpretations of a safe dose

x.. It is hoped to be determined as the intersection of both lines.
                                                                   'But for this purpose we need a certain' physiological pToo.f. [Irhat is,

            '                    'it is necessary to show the existence of a threshold value. Practically
                                                                  'the model is often assumed only for convenience. A statistician is

usually convinced that the dose-response curve is smoothly increasing,

             '                                    'even when he uses the HS regression method.
                                  '                                '   A model with a smoothly increasing regression curve can delete this

                                                       'serious problem, but brings another difficulty. The regression curve
                                                                   '                                                               '
does not present a point which suggests a safe dose directly. Thus a

                                                 'risk level is introdueed to define a safe dose. This definition may be
                                              '                              '
more natural than that by an intersection in the HS regression line.
                                                           '
   Another trouble is how we choose a suitable family of regression curves.

            '                                                  'Fortunately, we have many conventional models of dose-response relationship,
             '                                         '      '                              '                            'for example, the probit model, the logistic model, and so on• .Our tw g.

examples show that the probit model is well fitted, even though the '

                                                    tt                                         ttdata are obtained not from designed experiments but from observational

                                                            '   The polynomial regression models are frequently used, when the linear

regression model is not well fitted, but they are not applicable to

                                22



our prob!ems. In fact, the regression model using the polynomial of

order 3 is well fitted to both data, but the estimated regression curves

are unacceptable because they are decreasing !ocally in the range of data.

                               '                           '
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3 Conversion of a Safe Dose: Critical Review of

   the Environmental Standard of Nitrogen Dioxide

 . The environmental standard of N02 is based on the criterion which is

obtained from the results of biological experiments for acute and chronic

toxicity and epidemiological surveys for chronic bronchitis etc. There

are two standards of N02 in Japan. One is the short-range standard which

gives the upper limit of an hour mean of N02 concentrations for the
                                                                         '
protection against acute toxicity. Theother is the long-range standard
                    '
which gives the upper limit of a day mean of N02 concentrations for

the protection' against chronic toxicity.

   The environmental standards are used by national or local administrations

for daily monitoring and controlling air pollutions. In air polluted

areas, plans of controlling the pollutant sources to satisfy standards

are drawn and performed. When a new air pollutant discharge source is

built, the assessment for obeying the standards must be done.

   In 1978, the Environmental Ageney of Japan [7] changed the long-range
                              '           'environmental standard of N02 from "the rate of days which satisfy '

                                                               'the standard of O.02 ppm!day to all days in a year must be more

than 98 percent" into "the rate of days which satisfy the standard of
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O.04 N O.06 ppmlday to all days ina year must be more than 98 percent".

This change ratsed many problems and was criticized by many scientists:

[8] arnong others. For example, the safe coeffieient of 1!2 which had

                                                        'been adopted in the previous standard [1], [2] was discarded in the new
                                                                     '
one.
                                                               tt                     '
   Apart from these criticism, the author questioned whether the conversion

method which was used to obtain the long-range standard is appropriate

                                   'or not. In the announcement [7] by the Environmental Agency, the part
 '

related to the conversion is read as follows. "Though the report [6]

gave the criteria, that is, an hour mean O.1 N O.2 ppm against short-

range exposure and a year mean O.02 fiJ O.03 ppm against long-range exposure,

the new long-range environmental standard would be given by a day mean

as well as the previous standard. Since there exists a close relationship

between day means and year means, the concentration O.04 NO.06 ppm day

mean is nearly equivalent to the concentration O.02 N O.03 ppm year mean,"

where the day mean actually stands for the 98 percent value of day means

                                                             'in a year, which will be denoted by the 98 % value. The conversion from

ayear mean to a 98 % va!ue was based on the linear regression function.

The linear regression function used by the Environmental Agency is the

one which was computed from N02 data observed at the stations, 1114 in
                                                              '
number, of measuring air pollutions throughout Japan during three years,

1973 'v 1975. I p the Report [5], the linear regression function of 98 %

values x(O.98) on year means m is reported to be

                  x(O.98) = 1.82m + O.O045 (ppm),

                   eorrelation coefficient = O.919.
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With this relation, a year mean O.02 ppm is converted to a 98 % value

                                                                '                                                'O.04 ppm.

                       '   But, it is dangerous that a linear regression function is used for
                                                              '                                                'the conversion solely on the ground of high correlation. Evaluation for

the error terms in the regression model should bemade. Since the

environmental standard p!ays an important role in society, a statistical

analysis to the above conversion should be performed.

   In the fol!owing diseussion, we put the assumption of the lognormal

model for N02 concentrations. Under the assumption, we rnay introduce
                                                             '
the conversion method which uses the linear regression function with

the error term whose standard deviation isproportional to the independent

variable and which adopts the tolerance limits. Since the lognormal

model for N02concentrations is not well fitted in some areas, robustness

of the conversion method is discussed. N02 data in 1977 at Okayama
                                                  'Prefecture are used for illustration throughout the following statistical
          '
analysis.

3.1 THE CURRENT CONVERSION IVIETHOD

3.1.1 Review of the Current Conversion Method

   The current conversion method uses the linear regression function of

98 % values on year means. We shall apply it to N02 data in Okayama 1977

                 'Let  N bg the number of stations of measuring N02. Let xij (J' = 1,•.., ni

be available measurments of day means at the ith station in a year.

'

)
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!.h:.X:li,Mia.!,::,l."d.,jh,e,98  % Vai ."e  Xi(O  98'  of  the  zth  station  are

                                 i''(3.1) . . '  fui=lill." J.mZIXiJt, . '

                      tt                                                   '                           '          '
                           '
(3.2) '  '. . . 2i(o•g8) = xi([o.gsrp. + 1]), ''

                            tt t
where [ ] is the Gauss symbol and xi(J.) is the jth order statistic in

the ith sample. From the estimated year means and 98 a/. values of 46

ii:[Xt.?g:,il]h2.llgYl.[]adi.9.7.71bll: g..:tFlhge. f30.ilowmg estimated imear regressi..

(3.3) . x(O.98) = 1.623 rn + O.O06,
                                                '
 ' '. i/-imii55I{-'-gaTI5iTEIFiF5ieansquareerror=O.O093,

            ' correlation coefficient = O.926.' •'
                                                                    '                                                         '                                                                 '                                                        '                           '  '

                                 '
Using the equation (3.3), a year mean O.02 is converted to a 98 % value

O.039. We shall discuss the conversion method in the following section.
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           '                                         '   Fig. 3.1 Year means and 98 % values of N02 concentrations
                                      '                                                         '             at 46 stations in Okayama 1977.

                         '                   '                                   '3.1.2 Pistribution of N02 Concentrations

                                    '                                       '   As usual, the distribution of concentrations of an air pollutant

                                                                        '                                    'subject such as S02 or N02 is considere .d to fit the lognormal distribution

                             'which has the probability density function

                                         '               f(X) = Ji2iii.u. exLe)[- 212,(zog(x) --- u)2].

The

and

and

parameter v is thought to

                        'the parameter o represent
               '                         '
geographical features and

repr.esent the degree of concentrations
          ttt       'the area property such as meteorological
                              '
air pollutant subject discharge forms.
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   We examined the goodness of fit of the lognormal model to N02 data
                                                      'in Okayama 1977. Two parameters (pi, ai) at the ith station (i = 1,..., N)

                                                 'were estimated by the following two estimators, respectively.
        '      '                                                           '                                 ' '

                     tt                                         '
                       . p•
(3• 4) ..'  • ' ai = S;, J, iillOg(Xi ]•),

                             '                                   tt                             '                   '               '                '                                    '
          '                                 n•                                   -.(3•s) . '  3i = .ii-- i J.il(zog(xij) - fii)2•

                       '

For each station, a X2 test of the goodness of fit was performed by

                         '
deviding concentration range into 10 intervals with equal probabilities.

The results showed that 20 stations among 46 were statistically significant

at 5 % level. N02 data of these stations plotted in the lognormal

probability papers showed the upward deviation from the straight line
                               '
in the lower concentrations. For example, lognormal plot of N02 data

of the Siose station is shown in Fig. 3.2. The value of X2 statistic

of the Siose station was 47.7 with 7 degrees of freedom and statistically

significant at 1 % level`' We remark that the accuracy of measurement
                                  tt
in the low level is worse and the measurments under a certain value
                         '                                           '                             'are reeorded as zero. '
                                           '            '                                                    '   The caracteristie values for the conversion such as year means and

98 % values are middle and high level values. Therefore, if we can
                                                      '
devise estimators without using low level data, we may escape from the

deviation of the lognormal model in the low level. Using the data '
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        '                                               '                                                           N                                 '                                                           #
        '        3.3 Diagram of (v, o) in Okayama 1977.

                                 '
       Å~2 tests of the goodness of fit which pool the intervals below

the medians reduced the number of significant stations at 5 % level to

                                              '10. Here the pattern of N02 concentrations of significant stations

showed that the deviation from the straight line in the lognormal
                                            'probability paper tended below. One explanation will be that when
                                                 '                   '
high concentrations appeared, the N02 discharge sourees were controlled

so that high concentrations were restrained.
                                              '                                                           '                                   l.   rn the following discussion, we first assume the lognormal model

                                                                      'for N02 concentrations and use the estimators of (3.2), (3.6) and (3.7).

                                        ttUnder the model, we criticize the current conversion method and introduce
                                               '                                                                    'a new one. Then, the robustness of the new method is discussed. '.

                                           '
                                 '              '                '                                                       '
                            32



3.1.3 Critical Discussion for the Current Conversion Method
                                                 '                                                              '   Assume the lognormal model, that is, N02 concentrations (day means)

                       '                                                                 'xo• (j -T ,1,•••, ni) at the ith station are distributgd lognormally

with the parameters (v., o.). Then, the year mean m. and the 98 %               .Z2. Z                     '                       'value xi(O.98) are represented in terms of ui and oi as follows.
                                                             '                                           '                                              '                               '                                                           '                                                           '                                           tt                                          '            '' u2                                   i(3.8) m. = exp(v, +               • 2 z2)'
                            '

(3•9) x.(o.gs) = exp(v. LF Åë-i(o.gs)u,),
                 zz                                             z                                         tt                '

                                                     '
         < ) is the inverse function of the standard normal distributionwhere Åë
                  '                     'function Åë( ). Therefore, the following relation between mi and xi(O.98)

                                                 '                                           'holds. ' •                                                '                                                                '                            '                                                                      '                                               '                                              '
                                                                    '
(3.lo) xi(o.gs) = exp(Åë-i(o.gs) oi - f)mi•

It shows that if all oi'sforNstations are equal, x(O.98) and m have
                                             '                                      '
the proportional relationship.
                                         '             '   From the above discussion, the current conversion method of using
                                         '                                        '
the linear regression function may be considered to have postulated

                                  '                                         '      'two assumptÅ}ons. The first is the hornogeneity in o.'s of the error
                                                 i   '                                          'terms in the linear regression model and the second is that the error
                                        '                                                        '
terms can be explained as sampling errors only. Under the assumption

                 'of sampling errors, N = 1114 is so large that confidence intervals
                                     '                             'are meaningless, that is, they become to be equa! to the point estimation.
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But two assumptions do not hold in practice. As easily seen in Fig. 3.3,

the homogeneity of oi'sdoesnot hold in Okayama 1977. Moreover, the

deviations from the linear regression line are larger than sampling

errors. It will be seen in the following argument.

                                         A   From the theory of order statustics, xi(O.98) is asymptotically

distributed in the normal distribution

    '

                    '(3.11) .N (exp(o-r(o.gs)oi -- -Eli?L' ) mi, O':.4.TU22' exp({Åë-1(o.gs)}2 +.2o-i(o.gs)oi - oi)in

We shall examine whether the asymptotic normal distribution (3.11) can

                                           Abe used as an approximate distribution of x.(O.98). Average numbers
                                           z
of days with available measurments of 46 stations in Okayama 1977 is

                                    A345• Since [O.98 Å~ 345 + 1] = 339, x(O.98) is the 7th largest order

statistic. The average values of 46 stations are n = 345, u = -4.10

               •Aand u = O.4206. We compare the exact dtstribution of x(O.98) with the

asymptotic distribution of (3.11) by using the parqmeter values computed

above. Two probabilitydensityfunetions are described in Fig. 3.4.

The exact distribution is not symmetric and skewed positively. It has

the mean O.0397, the standard deviation O.O0267 and the skewness O.36.

The asymptotic distribution (3.11) has the mean O•0393 and the standard

deviation O.O0257. The latter is 1 % smaller in the mean and 4 % smaller

                                                      '                                                           -in the standard deviation in comparison with the former.

   From the results, we may say that in the size of n. now discussed,
                                                     i                                                          'A
x(O.98) is distributed approximately with the mean and variance of the

2
i

)•
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                       '                                 '                  '                                            '     Fig• 3•4 Exact and asymptotic distributions of 2(o.g8).•

                                          '           '
                          '                                                           '                                                                   '                                                    '
normal distribution (3.11) and skewed positively. Therefore, the regression

line of xi(O•98) on mi is approximately the regression line of (3.11)

with the standard deviation of sampling error proportional to rni: .
                                               '          '
   The standard deviation of sampling error will be computed. At the

typical station of Kencenter, it is O.O032. It is smaller than the
                                                 'square root of the mean square error of the regression line, O.O093.

                                   'This results shows that the error term in the regression model is not

explained by the sampling error only. The ui varies among stations,
                                    '                                                  'so that regression coefficient varies too. Let (kl, k2) be the range
                              '
of the regression coefficients for all stations, then the linear regression
                '                                                      'line has the width of (k2 - kl)m. From the above discussion we may

conclude that the iinear regression line must be considered to represent

                                         'the model of the average or typical station and to have the error term

                             'whose standard deviation is proportional to rn, that is, proportional to

'x(O.98), and which eonsists of sampling error and individual deviation

                                 '                                                      '
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yielded from the variation of oi,. that is, area variation.

        '
                               '

3.2 THE AUTHORtS CONVERSION METHOD

                              '

      '
   In this section, Using the linear regression model with the error

term whose standard deviation isproportional to the independent variable,
                           '
we shall introduce a conversion method of a year mean to a 98 % value.

Since our purpose is to control m by the converted value x(O.98), the

linear regression of m on x(O.98) will be reasonable. Yrom the discussion

                                                                      'in the previous section, the following empirical rnodel is assurned.

                                     '                                                        '                                   '

(3.12) M= ct x(O.98) +B+e,
                     e ru N(O, uZx2(O.98)),

       '     '             tt
where M is a random variable which representsayear mean and the error

term e consists of sampling error and individual deviation. Since we

can not separate the two, the conversion should be done by the tolerance

limit theory which can evaluate the individual deviation of area properties.

Introducing three levels; c: threshold level, p: risk level and y: assurance

                                     Alevel, we define the converted value x. which satisfies the following

                '                                                                   '
                                         '
                              '

  '(3.13) pr{pr{Mlcl x(O.98) g2.} EL p} l. 1- y•
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. The definitton means that it holds with probabtlity at least 1

that when x(O.98) is under i., the probability that the year mean

iar i:.r.g2g:.i.h.e, ;hg::h:g.;g;el..:.is iess than the risk ievei p.

    '                                         '                                                    '                                   tt                    '                              '                                                  '                       '                                            '                                                       '                'M 1(3•14)  • .i = .(o.gs) and Y= .(o.gs),

                                                  tt                           '                  '                                                 '                                             '                                        '                                               'we obtain the well known model . '
                                           '                                              '                                      '
          '
(3.15) ' Z= ct+By+vir, •' .. . '
       '
                                    '                      vvNAT(O, UZ), ' •
    '                                                '
                                    '                                                                '

in place of (3.12). Using N transformed pair data, (y., z.) (i =
                                                       21
we can estimate (ct, B, o.) with a usual method. From Takeuchi [3]

2. can be computed with the upper toierance limit S(y) of z in the

manner.
           '                                            '  '         '                     '           '
                     '           '(3.16) ' ' pr{pr{z ->- S(y)}sp} z.1-y, ' '
                          um --t " .                              '          '                           '                                    ttt
 '

                                      '                       '(3'17) . I.&( -IL)=c,
                   '
                                  '              '                         '
                              '                                   ' '                                     '                'where • '- '

-Y
is

1,..., N),

'

 following
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                      A AA A(3.18) g(y) = or + By+k(y)U.,
                    k(y) "'h(y)t (n - 2, X(y)),
                                y
                                 (y-g)2 1
                   h(y) -(!+                                             )T,
                            nN                                 2 (yi - g)2
                                i=1
                             tt
                         X(y) = u lh(y),
                                 p

           t (n, g): upper 100y % point of the non-central
            y
                     t distribution with n degrees of freedom

                 • and non-centrality parameter g, ,

           up; upper 100p % point of the standard normal distribution.

                                             '
For the upper 100y % point of the non-central t distribution, we use

the following approximation: • '
                                              '                                   '  '                                                   '                                          '

                                u +c
                            - ---L-L-(3.19) t(n, g)                    y -,!Ii-r-I}ii7ui2n'
                                    y

                                           '
   '
                                          '
                                       '                                  'then (3.17) can be rewritten as

                                                '                                    '(3 120). '. u,8. . ' . , u,8. . 2: (1-g9o)2
  B + (ct +

The value

quadratic

v4ii--:-7;i;ZI7::--5Su12(n2)

       Y

2. can be obtained

equation,

)Xo

 as
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+1

the

 - U;/2(n - 2)

               '

larger solution

n

of

+   N
   E
  i=

the

 (y• - y)
!2

following

2
= c.



                       AA(3. 21) a2xZ + 2a ix. +ao = O,

where
           '

  ao - (c - g)2 - (i - .3!:liZ.-' 2))(i.(yi - y)2) '

                                                     '
       '
                                                 '  aiTa-.e/iiil'2))(i(,,:g)2)-(c-g)(&+k, :i( ))

                                    '                  AA  a2 = (& + /i -U;it i02 (. - 2) )2 - i -Ui lt i02 (. - 2) ( S + i(yi gi g)2 )

                                    '  '
                                 '        '             '
                           'Then we have '
                                                          '
                                                           '
(3.23,) ' 2.=(-ai+v(agli"-::;:2;]i a2ao)ia2.

                      '

The conversion with the data in Okayama 1977 is shown in Table 3.1.

                                '
Table 3.1 Conversion of a year mean O.02 ppm to 98 % values of day

           means under various risk levels and assurance levels.

'

.

Assurance level

        oi

Risk level p

O.Ol O.O05 O.OOI

O.Ol
O.05
O.Ol

O.0273
O.0270
O.0265

O.0266
O.0263
O.0258

O.0251
O.0249
O.0244

(Threshold level c = O.02)
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3.3 DISCUSSION
      '

                                          '           '
   The proposed conversion method is based on the assumption that the

data are random samples and the distribution of N02 concentrations is

lognormal. The assumption of randomness holds approximately, because

day rneans are grasped in a packege of one year so that time dependency

as for hour measurments is inconceivable.
                                            '                                              '
   As for the assumption of lognormal model, the badness of fit in low

level data can be delated by using the estimators (3.6) and (3.7). , ,

The deviation of the lognormal model in high level data will be evaluated

iat ,e,g g.n.d,::,:h:ii g::.[:e.iOb,,"2t:.e.Sl.:i..:h:,:i.:.:OIX:r:lg;.:ii.g:gl

relationship between year means and 98 % values in (3.10). Let f(x)

denote the real probability density function of N02 concentrations,
                                               '                                        '
and let v and o denote the location and the scale parameters, respectively,

of log-transformed N02concentrations,Zog(x). Let g(y) denote the real
                                                       '
probability denslty funetion of y = (Zog(x) - u)!u. Since f(x) may

be near by the lognormal distribution, g(y) may be near by the standard

normal distribution. .
                    'thaliOl[.slet US eXPand g(Y) With the Gram-Chariier-Edgeworth expansion [4],

                                       tt                          '                    tt                         '                  '               '
                                                         '                                   '
(3.24) g(y) = O(y){ao + aihi(y) + a2h2(y) + '''},

  '                                                 '                   '                                    tt
                             '                   'where aj = Eg[hj(Y)lj!], hJi(y) denotes the jth Hermite polynomial and

Åë( ) denotes the probability density function of the standard normal

                                    '                                         '                                                           '                                 40



distribution• Since we estimate (y, u) with the upper half data, g(y)

can be taken to be symmetric. Then the third moment, skewness, is zero.

   We evaluate the deviation from the lognormal rnodel by using the fourth

moment p4, kurtosis. Thus, '
                                               '                                                                        '

                '
       '(3•25) ao = 1, al = a2 = a3 = O, a4 = (v4/u4 - 3)!24,
   '                    '
                                                        '                                                       '

(3.26) g(y) = Åë(y) (1 +aghk(y) )•
        '
                                              '                      '                     '

   From (3.26), we evaluate the effect of kurtosis to the year mean m.
                            '                                                           '

(3.27) m"I :xf(x)dx

                                     '               = I-:exp(p + uy)g(y)dy

                                  '
               = I-:exp(u + oy)Åë (y) (1 + a4h4 (y))dy
                                                        (y = z+ U)

                                                        '
               = exp(v + Sli2Z{) I.ggÅë(z)[1 + aij(3 - 6u2 + o4) + a4(4u3 - 12cr)z

                                + a4(6u2 L 6)z2 + a44uz3 + a4z4]dz

               " exp(p + Sli2:) (i + a4u4) .

                                  '

   Since the distribution function G(y) of Y is approximately equal to
                              '                                                '                                                   '                                                                    '
                                '                     .t(3.28) . G(y) .= O(y) - Åë(y)a4h3(y),
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the

98 %

term

98 % point

 point of

 B(y) such

 of Y denoted

the standard

 that

 by y'

normal

can be represented by

distribution denoted

 the

by y

sum

and

of

a

 the

modification

(3.29) G(y') = Åë(y) = O. 98,

-(3. 30) y' = y+B(y).

Because

and have

B(y)

 the

can be considered to be

following equation.

small , we neglect the second order

(3.31) o(y) G(y')

Åë(y +

o(y) +

= G(y + B(y))

B(y)) - O(y +

 Åë(y)[B(y) +

 B(y))a4h3(Y

a4(y4 - 6y2

 +

+

 B(y))

3)B(y) - a4(y3 .- 3y)].

From (3.31), we

(3.32)

have

B(y) =
a4 (y3 -. 3y)

1 + aij (y4 - 6y2 + 3)
.

Therefore,

(3.33)

the effect of

x(O.98) =

kurtosis

exp(v + o[Åë

to x(O.

-1

98) is as

(O.98)

follows.

     -1+B(O (O.- 98))]).

From '(3. 27) and (3.33), we have
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                                                 -1(3.34) x(O i 98) . ..p(.Åë--1(o.gs) .- {i2L > eX il[IiBiS.4(Or18))] .

                                                      '
                                       '    '            '                           '

The effect of kurtosis to the linear relationship between x(O.98) and

                                                        '                                                      'm under fixed u is measured by
                                '                          '
  '

                  ' exp[oB(Åë-'i(o.gs))]

(3.35) 1-                          1+ a4o4 '

                                  '
If (3.35) is• neary zero, we can neglect the effect of kurtosis. We shail

check it for the N02 data in Okayama 1977. The mean and the standard

deviation of (3.35) for 46 stations are O.O09 and O.024, respectively.

                  'The maximum value and the mimimum value are O.060 and -O.093, respectively.

Thus we can say that the effect of kurtosis is negligible so that the

new linear regression model is robust.

   The above disaussion shows that the current conversion method is not

appropriate because it provides no evaluation of the variability of the

area properties. Especially, the lack of the principle ofsafety coefficient

which may cover the above diffÅ}culty is serious.
                                       '                    '   Moreover, converted values tn Table 3.1 should be considered as a

criterion because the year mean previously given is a criterion. Sinee

a criterion is given from a medical standpoint while a standard is given

from'a admÅ}nistrative standpoint, a converted value can not be uSed directly

                                      '                    'as a standard.
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4 Dose-Response Relationship in Stratified Populations

   Suppose that the prevaience rate of a disease and the intensity of
  '
a study factor that may be considered as the cause of the disease are

                       'observed in several districts, N in number. Let pJ. be the prevalence

rate and xJ. the study factor intensity in the jth district. A X2 test

                 'procedure for a linear regression of p. on x., p.= or + Bx. (J' = 1,..., AT),
                                           JJ ]•                                     J
was proposed by Cochran [3] and Armitage [4]. Their set of three Å~2

tests for total differences, linear trend .and slope in the prevalence

rates has been frequently used in epidemiological survey works.
                                                                    '
   When some confounding factors, not the study factor, that may affect

the prevalence rates of the disease exist,a X2test for the effect of

the study factor on the prevalence rates has been done in the model

of multiple 2 Å~ AT contingency tables (c.f. Mantel[5], Birch [6], [7],

Armitage [8]). Denote it as Xi2.{-test. Recently, Wood [11] proposed

           'other X2 tests that are constructed by summing up X2 statistics for the

measure of fitness of linear models in each stratum. Neither of these

procedures provides a set of three X2 tests for total differences, linear

trend, and slope in the prevalence rates, nor do they provide the estimat'ors

of the adjusted prevalence rates that can indicate the dose-response
     '                                               '
                               '
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                                         '
  .In Section 4.1, we propose a set of three X2 tests for total differences,

linear trend, and slope in the adjusted prevalence rates and then give

their approximate powers. The X2 test procedure involves controlling

                               '      'the co.nfouding factors by stratification and adjusting the prevalence

                                                     '                                                              'rates for the stratification, and is similar to the Cochran and Armitage

procedtire. Our tests are eompared with the Xiii-test and the X2 tests

                                                            'performed by summing up X2 statistics in each stratum in the style of

Wood in Section 4.2. Their application to the data by Tsubota [1], [2]

involving cough and phlegrn is given in Section 4.3. Diseussion is given
              '                                                                  'in Section 4.4.

4.1 AN ESTIMATION AND TEST PROCEDURE FOR LINEAR TREND IN ADJUSTED

     PREVALENCE RATES •                                               '                                             '                                                 '                                                           '                                                   '
                                         '
4.l.1 A X2 Test Procedure
                                                      '                                          '                                                             '         '
   Let g be the number of the confounding factors agd hs be the number

of levels of the sth confounding factor• Put k = sllhs• T.o eontrOl

the confounding factors, we subdivide each district into k strata.
                                                          'Suppose that the ith stratum of the J'th district has wiJ. population rate,

Z'Wi.7• -- 1, and piJi.prevalence rate (i = 1,..., k; J' = 1,...., N). Let
t
nij be the number of observations and mij the number of cases with positive

                 'symptoms in the (i, J') cell. Let xJ. (j'= 1,..., N) be the intensity

                                                         'of the study faetor in the J'th district. ' '
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                                                              k
   Generally, the crude prevalenee rate of eaCh diStriCt, P; = iilVViJ•Pi]•

(J' -- 1,..., N), is not controlled with respect to the effects of the

confounding factors because the population composition varies among districts.
                                                              k
Thus we consider the adjusted prevalence rates defined by Pj -- iEIPViPiJ•,

IIIIi[g glllil,2.' :,IA5gia :.,i,•.l[.:,i i' wz > O} are the standard po,.i.,i..

   Let us consider the hypotheses similar to those of Cochran and Armitage.

we denote by Pl the set of the N-dimensional vec.tors P ='(pl,...,PAT)i', ' .

where O < pJ. < 1 (]'  = 1,..., N) and then define two subsets of Pl,

T'2 4• {p; p = ct1 + Bx G Pi, a, B( Rl} and P3 #• {p; p= ct1 e Pi, ct (i• Ri},

where 1 = (1,..., 1)' and Rl is the one dimensional Euclidian spae6 '

and x = (xl,..., xN)'. We denote in general by H(Pi; Pj) the hypothesis

H that p e- Pi against the alternative p c- PJ. - Pi. We say that H is

true if p (fL Pi and false if p c- P]. - Pi. The assertion that P <3 Pi is

referred to as the null hypothesis of H. The lst hypothesis Hl(P3; Pl)

is for total differences in the adjusted prevalence rates. The 2nd
                                                                  '
hypothesis H2(P2; Pl) is for linear trend. The 3rd hypothesis H3(T'3; P2)

is for the slope of the linear trend.

   New, we shall give a X2 test procedure for Hl(P3; Pl), H2(P2; Pl)

and H3(P3; P2). If we have exact information of the confounding factors

in each district before sampling, we can stratify each district into

k strata by using this information and select a sample of appropriate

size from each stratum. But, in many epidemiological survey, we have

no such information before sampling. In these cases, we select a sample

of size n.j from the jth district, and stratify it into k strata by

                '
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using the subdata of confounding factors of observations. Since wiJ.

is a nuisance parameter and its suffieient statistic is nijl n.j, we

shall consider the conditional tests given {ni].}. . • '
  'We estimate pij by PiJ• -- miJ.lniJ., where rnij has the binomial distribution

Bi(nijl Pij).- Ysing the prior standard population rates, we estimate ,

pJt bY PJi=

   If a sequence of random variables {xn} converges in probability to

:iiOt".lbt.a!i..C'DIIe.d.e:O..t.etitibtYblin]IPIII-Zt;D.if {Xn} converges in iaw to th.

it :gi:se[lillltniJe tendS tO infinity subJect to niJln•• ren}air}inF fixed, •

(4'i) • tiili'lilllllifZii}2gt.ii:J .i.t.i,)-&7N(o•i) ahg'

         '                                       '
                                      '            '                                                            '                       A       . . (pj -- E wipi J•) ''
(4•2)  , pi i. (1 . pij) --EIL> N(o, 1).

We define the jth

   2 wi
   i'

adjusted

  tt

 no'=   J

(2

i

   nij

          '
sample size

 '

 WiPiJi)(1 -

    P, .(1 -
  wZ iJ.Z2 n.,
2 2J
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whlch is an increasing function of {nir i = 1,•.., k}. Using n.J., We

                                                                 'can simplify (4.2) to a well known expression: . '

                          A                      ,4.I'[i-I.(                          p. - p.)
                                ]2                        J]
                              • -N(O, 1).(4.3)
             ' /p .(1 -p,)
                       '                   '                                         '   '                         '                                        '
             '
By using the weights, coJ. = n..J. / pj(l - pj) (J'  = 1,..., N),, we can give

                     'a set of Å~2 test statistics for Hl(P3; Pl), H2(P2; Pl) and H3(P3; P ?)

which satisfy the following identity: '

    '             tt t           tt                    '                  AA A .v -J A(4•4) 2. toJt(pJ. - p)2 =Z ooJ.(pj - pj)2 + 2. .j(pj - p)2,

             ]J J•                                        '
                                   '              '                                                 '  '
where p = Z co J•p J• 1 Z coj, pJ• = a + bxj, a = p - bff,

      •J J                                   '                  tt               '
      '
                             '              A '.      b= ;. osjpJ•(xJ• - g) 1 ;. toJ.(xj -- 'E)2 and g= ;. .j.j 1 ;. .j.

                                                           '            '                                  '       '                                                 '                '   '                                                     '
   From (4.3) and normal regression theory, it holds that the lst X2

                                                                'test statistie is asymptotically distributed according to the X2 distribution

                                                        'with N- 1 degrees of freedom, which will be denoted by Xit-1 in the .
                                                                   'sequel, if Hl is true. The 2nd X2 test statistic is similarly asymptotically

                                                         'distributed according to Xi}-2,if H2 is true, and the 3rd X2 test statistic

is asymptotically distributed according to Xi if H3 Å}s true• '.'. .

                                                              '   The parameter.s coj are unknown, so that wg estimate them by

                                      '
                                                      '                             A•                         '                      . no. '                     tuj -p.,, lp,, 1 (j -                                            1,..., N),

                           ]J
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                                  AA                       . (i. WiPiJ-)(1 -i wiPi i)

                      "oj "z .i lijÅíl ; Pij) • '

                         .Z IJ '                                             '                                '      tt                                                      '           'since fi.J. is a function of {Pl.j, i = i,...,k} which aiecontinuous at the''

points {piJ., i = 1,•••,k}, and PiJ. -`PL) piJ., it follows that fi.j/n.J. -SP=>1.

Then it follows from Pj -iPi-> pJ. that dij/to]. `P-t)' 1. When coj is replaced ' .

   Aby ooJ. in (4.4), we have the following theorem for the set of three X2

tests.
                            '
                                                     '
                            tt                '              '                     '
THEOREM 1. The X2 test statzstics for Hl(P3; Pi), H2(P2; Pl) and H3(P3; P2)'

                                  AA A          '                                 n. ,(p . - p)2 •
        .. • ' X2totai = i• -Si)-tl MiS(iJ- pj) ' ' ' '• ' '

                                                         '
                                                                    '
                                                            '                 '                                 '                              tt                                                  '               '                                                    '                    '
                               tt t                  • Xiinear ' i. nO; (.ii i ;. j.i2 and ' .

                      •'JJ .        tt                              '                                                           '                                                                          '                   '
       '                                                          '                                                     '          •,. .' ' A - A                      xgzope='l/Zil]l(lliil::iili}TlÅí"8"ilX'..,(.IJ-yllli](ii'ii.l

                                                         '
                                                                    '
are asyrnptotiaalJy distributed according to Xj}-1 if Hl is true, XiG-2

if H2 is true and Xi if H3 is true. respectiveZy. The three test

statistics  s gtisfy the identity: X;ota2 = Xiinear + Xgiope'

                                         '                                            '
                               '         '    '        '



                         -- AA A A AA A   rf we estimate coJ. by edj -'- n.J. / p.(i - p.), where p. = 5. noJ•pj / 5. noi,

and replace coj of (4.4) by asj, we have X2 .t .gst statistics which are .
similar to those of the theorem 1. Since coJ.1esJ. -P'1if Hl is true,

we have the following theorem. . '
                                                          '                                              '                                                 '                                                              '                                                     '                                                    tt                                       '
THEOREM 2  The X2 test ,;.::.t:s.r;s,i;://e?IPi/:.;it)• H2(P2• Pi) and H3(P3• P2)

                                   '
                      '                               '
                            '
                                            '

                                             '                          '                                  A A• -J                       '                           '. n (p.-p.)2
                     X12fue'ar=2.H:O:'Z"-`L---`L--'J -J and

                               J po (1 - po)
                                    '                                        '                                              '                                    '
                                              '                                      A 'A                              ' (Z n. .p .(x.- ff))2
                      xk..e-i;;.?r2;-iii;iiS;E;;:S-5ir(1..I)IzS.,.(.j-.)2)

                                          ]•
                       '                         tt t
          '  '               '
are asymptoticauy distributed according to Xk-1, Xi}-2 and Xit respectiveZy

if Hi is true, and have the identity: X2 to'  taz = Xi;n' eai t- XZiope'

                                                   '                             tt                                             '
  '   We remark that Å~26tal, Xithear and Xkope are the adjustments of the

X2 test statisties of Cochran and Armitage for stratÅ}fication. But

XiSnear is not asymptotically distributed according to XiG-2 if H2 is

true.
 If the denominator of Xiinear is changed by PJ.(1 - PJJ), we .have

                                            '                     '            '                                                                       '       '
                                                       '                                                      '        '                                 '                       tt                                                         '
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.ax2te 7t7tat-stic,,l,)[].ii.:-l,llllllllllL,illl.l/,liti.i/l/l,lra':

                                               '                               '                          '                                                  '                       '
   Since Pj "EL" pJ. if H2 is true, Xignear is asymptotically distributed

as Xk-2 if H2 is true. X2totai and X2to'tai, XXnear and Xiltnear, Xgzope

and Xgiope are asymptotically equivalent, respectively, s6" that we may

also use a set of three statistics, Å~2 to'  ttaz, X12 1/near and Xkope, althOugh

they have no identity, that is, Å~2 to' tal f Xillnear + XZIope' '

                                                    '                                                                     '           '                                                        '                         '                                             '
                             '                                                          '4.1.2 Powers ' . ' '                                                         '                                                     '                                                               '                   '
   In this section, by using the limiting powers under the appropriate

i:qrU!:CreeSe Ot[sl]iernatiVe hYPOtheses, we give the approximate powers of

                                                                  '

I,"iO.;::,i•..igai llt lh,: ;IZI :YiOlr:SiZO.i1..fTn:,ler thg foz2ow-"g

                 '
i l•iedki.l'j.:fi•i, i:o,;9,:,glrf,iO,:il.ee.li:,-l,liir.Tl :al.,::,lo,,the power

                                '
    '
                           '
                                              '    '
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          At = .(11- .) [2. dljQoJ• - (Z. dlJtQoj)2],
where
                        JJ
          X;,ct; upper 100or 9. point of the Å~2 distribution with r degrees

                                                             '                of freedom,

          X2(A); non-central X2 random variabZe with r degrees of freedom
           r
                 and non-centraUty parameter X,

          Q.Jt -- nojlno..

        k

PROOF Against the null hypothesis of Hl, consider the sequence of alternative
             '                                                                    'hypotheses:
                   '
        '

                                                     '                An..; Pj = or + CIJ'!'/7'i';:' (J' = 1,t••, N)•

                                               '

Under {An..}, the statistic X2 to' taz , in the limit as n.. tends to infinity

subject to C.. remaining fixed, is distributed as the non-central X2
             J
distributton with N - 1 degrees of freedom and non-centrality parameter

                                       '                 AL = .(ii.- .) [Z c?jc.j - (Z. cijQ.j)2]•

                               JJ
                    '                                                      '
Its proof is clear from chapman and Nam [9]. Since X26ta2 and X2tota2

are asymptotically equivalent under {An.l}, Å~2total's limiting power of

levelefor {A '} is •             no' ''
                                       '
(4'6) ..tillL> g]r{Å~2totaz > Xi}-i,EIAn..} = Pr{Xi}-i(XL) > Xi}-i,e}'

       '           '                                         '
                            '                                               '
Then, by approximating its power for A! by using (4.6), we have (4.5).

Q.E.D.
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 ' From the parallel discussions to the theorem 3, we have the following

theorems.
                            '

THEOREM 4 Against the nulZ hypothesis of H2, consider the follovving

al terna ti ve: .
                                         '                                                               '

                  A2; pj -- or + Bxj + d2j (J' -- 1,•••, N),

vvhere d2.is nearly egual to zero. Then an approxiinate power of the
        J
Xiinear"teSt Of level E for A2 is

(4'7) Pr{Xii.... > Xj}-2,,IA2} " Pr{Xi}-2(A2"o') > Xi}-2,e},

where X2 = 2. d2jzJ•Q.J• - (2. d2jZJ•)2 1 Z. Zj - (Z. d2JtZjxoJ•)2 1 2. ZJ•xZJ•

                JJ                                         JJ J

                     - Co'
                          J          ,z.= ,            J (ct + Bx .) (1 - (a + Bx .))
                      JJ
           Xo.= x.- x.             JJ
                             '

TaHzEtOeRrnEMat5ivAeg,aMSt the nUZI hYPOtheSis of H3t cons2der the fozzowing

             '

                      A3; B = d3,

                                                   '

where d3 is nearly egual to zero. Then an approximate power of the
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XZzope'tteSt ojf ZeveZ e for A3 is

(4•8) Pr{XZI.p. > Xi,.IA3} == P'{Xi(X.no') ' Xi,E}'

                                  '
                            '
                                   '
wAere . • x. - dg[i. y,•xZ,•] ' ghd yJ' = k(,- .)'

             '                                               '                     '
                                '
   The above three theorems show that the three approximate powers are

monotone inereasing functions of n.. because the three non-centrality

parameters are linear functions of n... Thus the larger the sarnple

sizes, the larger the powers.

4.2 COMPARISONS BETWEEN THE PROPOSED METHOD AND OTHER STATISTICAL METHODS

                                       '

   rn the previous sections, we discussed X2 tests for a linear regression

of the adjusted prevalence rates on the study factor intensities. On

the other hand, when we are interested 'in a linear regression of the

                           'prevalence rates on the study factor intensities in each stratum, we can

construct other X2 tests based on the regression in each stratum.

                          tt   In this case, three hypotheses parallel to Hl(P3; Pl), H2(P2; Pl)

                                                  'and H3(P3; P2) are as fllows. '
                                                 '
                          '
                                                '
           Kl(P3; Pi): pi e P3 against pi e Pl - P3 for all i's,

                      ttt           K2(P2; Pi): Pi e P2 against Pi G Pi - P2 for all i's,
                  '                            '           K3(P3; P2): pi e P3 against Pi E P2 - P3 for all i's,
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where Pi = (pil,•••,piiv)' and Pi l D,i, (i l i') in general.

                                            '

4.2.1 Mantel's X2-test -
   Mantel [5] proposed the X2 test statistic given by

                             tt                        '
                                                 '
        ' (ZZ. xJ•(rnij-ei,•))2
          X2 = -v----u-:---:-------  . M i. "ii..--rnii'' (i. eijx;. - ..i.. (5 eijxJt)2)'

        '

where e.. == m..n..ln.., for the hypothesis of equi-prevalence rates
       zJ             1                IJ l
against the ordered alternative for eaeh stratum:

                                                                   '

        , Kg(P3; P4): pi6 P3 against pi e P4 - P3 for all i's,

where P4 " {P; pl E •••:2.. pN} and Pi l Pi, (i I i') in general. This

is also the test statistic for K3(P3; P2)•

   We shall compare Å~&ope with Xit. We give first an approximation to

the power of Xit which can be proved by a discussion parallel to that

in Section 4.1.2.

                                                                '
aTHzEtOe!iSIIt2.vef].gaZnSt the nUZi hypotheszs of K3t consider the ]Follopf2ng

         '

                      A4; Bi = d4. (i = 1,.••, k),

where d4i is nearly egual to zero. Then an apprbximate power of the

     '
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Xi}-test of 2eveZ e for A4 is

                                                         '                                                       '
(4.g) pr{Xj} > l(i,,IA4} = Pr{Xi(XMn•T) ' Xil,e},

                                '                      '
   'where . '  ' ' (E d4i2. Qijx;•J•)2. ' ''
                  ' xy = i, .l.(i -Jori)(Jz q• ijx.2•Jt) ' '

                                                   '                                        '                                         '                      Q. . " n. ,ln..,
                             iJ                       IJ

                      X..= X. - X..                       IJ J 2

                                  '           '
   Put an assumption that P. = P for all i's. Under the assumption,
                           z
H3(P3; P2) includes K3(P3; P2). Thus we can compare the power of the

XZIope-test with the power of the Xi-teat by comparing Xsn.. with XMn...

I"e define the ratio of Xsn.. to XMn.. by A. Since A is a complicated

function of {eiJ.}, {w?, {d4i} and {cti}, a general cornparison is difficult

Hence, we shall compare two tests in a simple situation. '

                                                   '
                                              '
THEORE;M 7 put an assurnption that pi = p for alZ i's. Against the nuZ2

hypothesis of K3, consider the fo21otaring aZternative:

                                             '               '             '                                    '            t tt                     t,  ' •' A4; Bi •= d3' (i =1,...-, k). •
           '                                             '                                                   '                                                     '                                      '                                               '              '                                                       '                                                             'use the rates of the strata sizes to the totaz size as the stanbard

popu2ation rates, that is. w. = n..ln.. ('i = l,..., k). Then if '
                            2                                 .1
                                                                  '                                                        '
                                   '
                                               '(4.10) n..=n,.n. .ln.., .                     •2] 2                                 J
                    '              '                                                               tt                                                         '                       '   '

                                                       '                      '
                        '

.



                          'it hoZds that A " 1 under A4.
                                          '                           '                        '                                            '                                '
                                                                      '                                         9?• '
PROOF under the assumptions, Q.j -- 11 Z ql.holds. Thus A is a function
                                       J IJ

     IJ ' '
            tt        '                       '                               '                    '                              '                                                      '
.•
 "({QiJt})=i. QojxZJ•/i.;. QiJ•x.2•j• .' '•.. .

                                                                  '
The appendix shows that q.j -E 9.J., with equality when Qi]•/Qi•= 9i,j!Qi,•

(i l i') which is equivalent to (4.10). Since (4.10) gives the equality:

X.7J' -1 Xij (i= 1,''', k), it holds that A= 1. Q.E.D. ..

       '                                                                      '
4.2.2 Summing up X2 Statistics in Each Stratum in the Style of Wood

   Wood [ll] summed up X2 statistics in each stratum for the measure of

fitness of linear models in each stratum. . .
   By using "summing up Å~2 statistics in each stratum" procedure, we

can give three statistics for Kl(P3; Pl), K2(P2; Pl) and K3(P3; P2):

                                               '                               '                        '                 tt                                                              '
 '                '                '                                                                  '           '                         -AA •- .•' .' . Xi-,i,,;,,";ll.2tj-',lil2, .

                                                                  '                                   '
                      '              '' A.N ' '
'''

 ..• .Å~3=i•;•i]S-Eli2itz::}:{stL:,l.e,-,i,:;'2,. , .. .

          '
                         '                                                              '      '                                  '
                                                                  '
                     '                                                           '  '
                               ' '                        '
                                           '                                                    '                                               '       '                           '                                                            '                              58 •
   '



                                        'A                          (2. niJ•(xJ• - xi) / (1 - piJ.))2

                   X; = i• 2.Jk.(.,. ke i,) / PE.(i - P,j)'

                          J

                          '
                                '                                            'where P. = m..ln.., P..= a. +b.x ., a. =P. -bi3I.,
                                           i i ll             - 2Z IJ                              .l IJ
                          '            ffi = i. niJ•x]•lni• and bi = i. miJ•(xJ• - 3Fi) / ;. nij(xj - ff?2•

                                                               '                                         '             '
                                 '                       '        '         '              '                                                             '                                                          '                                                                    '
   The set of three statistics, Xi, X22 and Xg which will be called the

individual X2's, has the property that Xi = X3 + X23, but contains no

                                                              '
estimators of the adjusted prevalence rates. Aparallel discussion as

in Section 4.1.2 illustrates that the individual X2's are approximately

:iSt[rrnibaUtiiedes7CCOrding tO the nOn-centrai X2 distribut-ons under the

                   '                                         '   Put the assumption in 4.2.1, that is, Pi == P for all i's. Under

the assumption, Hl(P3; Pl), H2(P2; Pl) and H3(P3; P2) include Kl(P3; Pl),

                                        'K2(P2; Pl) and K3(P3; P2), respectively. Put one more assumption that

                     'all wi's are equal and niJ. = ni,j (i f i', J' = 1,..., N). Under the

                t.                                  'adequate alternatives parallel to A4, their non-central parameters are

equal, respectively, to those of X2 totaz, Xiinear and XZzope WhiCh Will

be called the overall X2's. .Since the inequality: '
                                        '                 '                                  '
                        '  '                                            '           '                             '             '                                                     '           prc{X2(X) l X2t,.} < pr{Xi(x) z. X;,.}, if t > r,

              '
               '                            '                                 '
                                        '                                                     'holds generally (c.f. Gupta and Perlman [10]), the powers of the individual

                  ttX2's are smaller than those of the overall X2's because the former's
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degrees of freedom are k times larger than the latter's.

   We also expect that these approximations of the individual X2's are

less accurate than those of the overall Å~2's respectively because the

sample size of each stratum is smaller than the total sample size. '

                                                         '                                             ' '                             '            '       '                       '                            '                               '
                                                '                         tt                                                               '                                              '                                     '

4.3 AN APPLICATION .                                                   '                               '                                                  '                                                       '
                                     '                                 '                                       '                                '                       '                                                        '
   Tsubota [1], [2] studied the relationship between air pollution and

the prevalence rates of persistent cough and phlegm in Okayama Prefecture.

We shall apply the procedure just discussed to his data. The survey '
                                                                        '                                                                      '
districts consist of 12 communities. In each district, about 400 observations
            '              '
were collected from men and women in the range of 40 to 60 years of age.
                                     '
We employ the average concentration of N02 as an index of air pollution.

For details, the original article may be referned to. • '

   !n this case, the confounding faetors are sex, age and smoking habit.
The age factor has two levels (40-49, 50-59).•. The factor of'

smoking

has five levels (no smoking, ex-smoking, 1-10 cigaretteslday, 11-20 ,

cigaretteslday andmore than 20 cigaretteslday). Since female smokers

are few innumber, we combine ex-smokers and smokers for them. Fourteen

strata are given in Table 4.1. The numbers of observations and cases '

who complain of persistent cough and phlegm are given in Table 4.2 and

11Iib.l:big32.i?SPeC9V9iy' The average concentrations of No2 are given •

              '
                                                        '                                                       '             '                                                               '                             '     '

                     '                                              '           '                                        '                                                        '                           '                                       tt                          '            '                                                    '                                '
                                                   '                                      '
           '



       Table

14 strata of

4.1

observations.

Number
  of
stratum

Sex Age Smoktng habit

1

2

3

4

5

6

7

8

9

10

11

12

13

14

 male

 male

 ma1e

 ma1e

 male

 ma!e

 male

 male

 male

 male

female

female

fema1e

female

40-49

40-49

40-49

40-49

40-49

50-59

50-59

50-59

50-59

50-59

4O--49

40-49

50-59

50-59

no smoking

ex-smoking

1-10 cigaretteslday

11-20 cigaretteslday

                   'more than 20 cigaretteslday

no smoking

ex- smoking

1-10 cigaretteslday

11-20 cigaretteslday

more than 20 cigaretteslday

no smoking

    'ex-smoking or smoking

no smoking

ex-smoking or smoking

61



The number

Table 4.2

of observations.

District

Stratum 1 2 3 4 5 6 7 8 9 10 11 12 Total ni•/n.. (%)

'
s
'

l

 2
3

4

5

6

7

8

9

10

1!

12

13

14

  5

 10

 11

 46

 30

 6
  8

  3

 17

 20

133

 ll

 91

 13

9

13

11

29

14

3

4

7

19

u

9

6

9

54

18

6

7

3

19

ll

6

10

5

22

24

9

7

6

18

16

117 101 13i
  5 10 11
 81 77 101
 12 4 9

5

3

5

17

14

6

6

7

23

15,

37

5

56

14

7

6

4

14

9

2

10

4

17

8

42

7

39

4

20

13

9

36

25

6

9

16

34

l8

11

12

15

47

29

8

5

7

30

16

7

6

6

39

31

3

9

8

32

14

13

17

19

61

27

7

7

9

39

16

8

!4

10

40

42

6

12

4

25

13

8

8

10

36

25

8

6

3

31

16

109 115 110 106 132 110

13 8 5-
77 79 81
17 16 7

18 22 5
83 76 102
13 15 4

 108

 118

 il4,

 441

 288

  70

  90

  77

 304

 174

1243

 120

 943

 128

 2.56

 2.80

 2.70

10.46

 6.83

 1.66

 2.13

 1.83

 7.21

 4.13

29.47

 2.84

22.36

 3.03

Total• 404 335 334 375 213 173 402 398 358 435 419 372 4218 100.00

Adj usted
sample 471. 317. 290. 369. 228.
slze  n.j

197. 415. 425. 392. 465. 420. 407. 4395.



The number of cases who

   Tab1e

complain

4.3

    .perslstent cough and phlegm.

District

Stratum 1 2 3 4 5 6 7 8 9 10 11 r2 Total

aw

1

2

3

4

5

6

7

8

9

10

11

12

13

Z4

o

o

o

5

6

o

1

o

o

2

3

o

2

2

2

2

2

4

2

1

1

2

5

4

2

o

3

1

o

o

1

4

3

1

o

1

3

2

3

1

4

1

o

o

o

1

2

o

1

l

2

1

5

3

8

o

o

o

1

2

4

1

o

o

4

2

1

1

6

1

o

o

o

2

3

o

o

1

o
1

o

3

1

o

1

l

2

3

4

1

o

3

4

3

4

l

3

2

1

o

2

4

6

o

o

1

3

o

2

1

4

1

o

o

1

7

6

o

o

2

2

1

2

o

2

1

o

1

1

8

3

o

1

1

3

4

2

2

4

o

o
o

o

3

2

o

1

o

1

3

4

2

2

o

o

o

1

5

2

o

o

o

4

3

2

o

o

o

4

 4'

11

48

43

4

5

12

31

26

30

14

39

 9

TotaiL 21 3i 24 24 23 11 32 25 24 30 18 17 280



as
)

Average

of the

                     Table 4.4
                                '
 concentrations of N02 and estimated

       'prevalence rates in 12 districts.

values of three types

District

1 2 3 4 5 6 7 8 9 10 ll 12

NO(ppft) .022 . 030 .023 . 023 . 027 .022 .022 . 020 . Ol6 .020 . O17 .O16

  Crude
prevalence
rate (%)

 Adjusted
preva1ence
rate (%)

Estimated
prevalence
rate (%)

5

4

6

.2,

.8

.7

 9.3

10.5

 9.6

7

8

7

.2'

.1

-]-

6.

6.

7.

4

4

1

10

9

8

.8

.8

.5

6

6

6

.4

.5

.7

8.

7.

6.

o

6

7

6.

6.

6.

3

1

o

6.

6.

4.

7

4

6

6.

6.

6.

9

5

o

4.

4.

4.

3

3

9

4.6

4.5

4.6



   We use the

the standard

 proportions of

population rates

the

--

 stratum sizes to

From these data,

 the total

we have.

size as

    P(x)

X2
 totaZ
X2
 linear
X2
 sZope

 = --o

= 20.

= 8.

= 12.-

.Ol +

68k

37

31k*

3.56x,

(11 d.

(10 d.

(l d.

f')'

f')'

f')'

o
"tu
k
o
v
:
U

rl
as

>
o
M
pt

vcu

"mv
'nv<

%

10

8

6

4

2

o

probit or

•

'

logistic

       .
     e-

  te       ,

.

          .
     .
"X lts

   Sl inear

Fig.

           .O15 .02C .025 .030
              Average coneentration of NO
                                         2

                    '                 '                   '4.1 The dose-response relationship between
                   '     concentration of N02 and the adjusted

     rate of persistent cough and phlegm.

.e35 ppm

 the average

prevalence
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   The results show that the difference of adjusted prevalence rates

at 12 districts are statistically significant (p < O.05). It seems that

         'N02 index of air pollution explains this difference, for the linear model

    'is admitted and the regression coefficient is statistically significant '

(p < O.Ol). The dose-response relationship is graphed in Fig. 4.1.• To
  '                                                   'compare Xgzope with XG, we also compute X;i and A: ' .' . ''

  '                                             '                        '                           '                          '            '                    '               '                 '                       '                                 '                                            '                        X2 = 14.24rk)k
                         M
                                     '                         A = O.9327.
                                   '

                                      '                                                              '                                                    '                                                'Thus, we can say that the difference between X&ope and X;i is negligible

                                   'in this case.

4.4 DISCUSSION

                           '                                                   '                                   '                                                '   The situation where the prevalence rates of a disease may be affected

by a number of confounding factors is considered. The population in
                                                             '              '                      'each district is stratified aceording to Fhe confounding factors. • The

dose-response relationship between the study factor and the disease is

  '                                                           'given by the linear regression model for the adjusted prevalence rates,

                         tt t           '                '                                          'adjusted by the population composition, on the study factor intensities. .

'. A set of three X2 tests is proposed for an estimation and test procedure

      'of the linear regression. The main feature of this procedure is the

use of the adjusted prevalence rates and the adjusted sample sizes.
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After computing these values, this procedure is similar to the procedure

of single stratum X2 tests (Cochran [3] and Armitage [4]).

  .The Xi-test leads to no regression line and is useful only to test

the slope in the linear regression. Contrary to it, our procedure has

the following superiority. . '
                                       '
   1. It gives the regression line of the adjusted prevalence rates
    '
       on the study factor intensities. '
   2. It gives a set of three X2 tests for the regression line.

Compared with the individual X2-tests, the overall X2-tests of this

                                '
procedure have the following rnerits.

   3. They are usually more powerful.

   4. Their X2 approximation may be more accurate. ,

                                         '                                  'As their subspecies, we have X2 to'  tal, XiS•near, Xz21fnear and XZiope'•

   In the above discussion, we have assumed a linear regression line

for dose-response relationship. We can extend it to a general regression

curve defined by . . '
                         '                                  '
                                                '                                               '                                     '(4•ii) p(x) =I -or.eo+ BX o(t) dt.

                                       '      '              '                  '                 '                                    '                                  '                                                       'For example, Åë(x) = 22;;IT exp(- x2/2) leads to a probit curve, and

                                      '
                                       'Åë(x) = exp(- x) / (1 + exp(- x))2 to a logistic curve, Here, we remark

                               '                                       '
that after a suitable transformation of the adjusted prevalence rates,

for example, probit transformation or logit transformation, the model

of (4.11) reduces to the linear regression model. Then, we can make

a paral!el discussion as mentioned above. The effect of the transformation
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appears only in the weight at each regression point. That is, the weights

in Sectton 4.1.1 are changed into

  '
                               n
(4'i2) tuj=

IilT.Eil-iiÅíll5-lili-Eil:5-(i--p.)ab2(p•)'

                                        J

                                                              '                  '                            '
   We shall apply the three X2 tests under probit model or logistic

model to the data in Section 4.3. The results are tabled in Table 4.5.

Estimated probit curve and logistic curve are shown in Fig. 4.1 and

they are nearly equal to each other in the data range. '

        Table 4.5 Estimated curve and three X2 tests under probit

                   model or logistic model.

Regression
   model

Estimated
  curve

X2
 to ta2

X2
 1-near

X2
 sZope

probit

logistic

P(x)

P(x)

I
-:

I
-oo

 2.10 + 28.0x
Jlii.F exp(- :S2L)dt

       '          '              '

 3.88 + 57.4x

  exp(-t)
             dt
(1 + exp(-- t) )2

21.96*

22.05rk

7

7

.24

.04

14.

15.

72*tc

Ol*k

*

**

statistically

statistically

significant

significant

at

at

5

1

7.

%
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APPENDIX

                        2' .q•,•(i. Zi.l,)-i-Q•.i(i. Q,Åí.)- (i. Q,.)2

                 '                     '            '                             '                                                  '                 tt              '                                  '                                                 '
r.

i Qi. + i. ei7i +''+ Qi'-i,J'gi.jei+i'J'.+''+ QkJ' Q.2.. - i, q.2.-- i..i,:,2qi•gi,•

                                                        '                                                      '           '                        '                             tt        '                                                '
==

,i.i.,('  9eii' j'  Qi•-IQI'/r,]i gir')2io, .' .. . .'

                                                              tt             '   tt                                     '                          '                                                                  '                    '         '                                  '                    '     '                                                       'then it holds that 1 :g q.j(i. Qi•/Qij), th.at is, Q.j g Q•J.• The equality

sign holds when QiJ.IQi• = Qi,J•IQi,• (i f i')•

   '
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