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1. Introduction

Recently, we have several papers concerning eigenvalue of the Laplacian
in a region with many obstacles. See Ozawa [7], [9], Figari-Orlandi-Teta
[4], etc. Associated diffusion problems are studied by Chavel-Feldaman [2],
Sznitman [13], etc. In the present paper the author considers the problem
studied in [9] extensively. The author recommends the readers to beign to
read this paper before attacking the preceding paper [9].

Let O be a bounded domain in R?® with smooth boundary . Fix a>0.
Fix B=[1,3). Let m=1,2, .- be a parameter. We put n=[m?]. We remove
n balls of centers w(m)=(w, -+, w,)EQ" with radius a/m from Q and we get
Quim=0\n—Dballs. Remark that Q,,, may not be connected. Let Q° be a con-
nected component of Q,,). Let u,(Q° be the k-th eigenvalue of the Laplacian
in Q° under the Dieichlet condition on 0Q° We arrange all p,(Q°) in line (all
Q°CQyimy, k=1, 2, --+), then we have the j-th eigenvalue u;(w(m)) of the Lap-
lacian in Q,, under the Dirichlet condition.

We consider Q as probability space by fixing a positive continuous function
V on Q satisfying

gn V(x)dx = 1

so that P(xEA):S V(x)dx. Let Q" be the product probability space. All
A

configuration " of the centers of balls w(m) can be considered as a probability
space Q" by the statistical law stated above. Hereafter u;(w(m)) is considered as
a random variable on Q".

There are several papers concerning asymptotic behaviour of u;(w(m)) as
m tends to infinity. The first step is made by Kac[6] and Huruslov-Marchenko
[5], when B=1. The difficult case 8>1 was first examined by the author.
See [7]. Kac, Huruslov-Marchenko obtained convergence
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(1.1) (o (m))— ) — 0

in probability as m—> oo, where u} is the j-th eigenvalue of the Schrodinger ope-
rator —A-+4ra V(x) in Q under the Dirichlet condition on 7.

In the present time we have much information on the convergence (1.1).
We can treat the case 8>1. We can study an error estimate of (1.1) even if
B>1. The following result is one of the results in this paper. Rather im-
portant results are Theorems 2~7. The most important result in this paper is
Theorem 7 which is valid for B<[1, 3).

Let |} be the three dimensional measure of .

Theorem 1. Assume that V(x)=|Q|™'. Fix j. Assume that u;, which is
the j-th eigenvalue of the Laplacian in Q under the Dirichlet condition on vy, is
simple. Fix B<[1, 5/4).

Then,

m' =D (w0 (m)— (pj+4mamP = Q] )

tends in distribution to Gaussian random variable T ; of mean E(I1;)=0 and vari-
ance E(I1?%) given by

(ray (| g0 dx—1017)101 .
Here u; is the normalized eigenfucntion of the Laplacian in Q associated with ;.

ReMARK: Figari-Orlandi-Teta [4] examined the case 8=1. Unfortunately
their proof has a gap. The reason why their proof has a gap is stated in §2.
The author here emphasizes that our main aim is not to correct proof of result
in [4] which is a very small part of this paper. To get these result we have to
develop our calculation in greater detail. These calculations include typical fun-
damental techniques which will be used in other problems concerning random
media, random Green function. Namely calculation involving Feynman dia-
gram (multiple product of Green’s function) is developed.

Our standing point in this note is perturbative calculus (point interaction
approximation of Green’s function) which is first studied by [8]. Based on
point interaction approximation we reduce our problem to a problem of estimat-
ing large number of multiple product of Grees’s function. The reader who reads
§4~7 may find various new ideas and techniques to handle various type of
Feynman diagram.

The author here reemphasizes that our calculus (point interaction approxi-
mation) gives the deepest result in this direction, which might not be imagined
by Kac [6] in which he gave a negative opinion on perturbative calculus.

Asymptotic formulas for the eigenvalues of the Laplacian related to this note
are presented in Besson [1], Courtois [3] and Ozawa [9].
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The author expresses his hearty thanks to Professor Kohei Uchiyama who
pointed mistakes of the first version of this paper.

2. Rough sketch of proof of Theorem 1

Naive idea of our proof of Theorem 1 is construction of an approximate
Green function of —A+ TmP~(T=const>0) in Q,,, under the Dirichlet con-
dition on 89Q,,,, by using the Green function of —A+7Tm?™' in Q under the
Dirichlet condition on .

It should be noticed that Q,,, may not be connected. We can avoid this
technical complication by introducing the following ©,(m) on w(m) which assures
that the only one connected component « plays a role of Q,(,) and that compo-
nents other than » are neglaigible to study Theorem 1.

O,(m): Let &F be the family of all open balls of radius m™#3. Then,

sup (the number of balls of radius a/m with the center w; such that ball
oK

intersect K)
=(log m)>.
We see that the following holds.

Lemma 2.1. We have
P(w(m)eQ"; O,(m) holds)>1—m™¥
for any N and any sufficiently large m depending on N.

ReEMARK. See the Appendix of this paper.

For a while we use the same notations as in 342p of [9].

Let » be a maximal component of Q,, given by w=ew,(w(m)) when
g(w(m))=1 and o=w,(w(m)) when g(w(m))=2.

The eigenvalue problem of —A+TmP™! in w is transformed into the eigen-
value problem of the Green operator. Put TmP~'=\. Here T is a constant
which will be taken as a large fixed constant in Theorems 2~7. As m tends
to infinity, A tends to infinity by this relation. Let G(x,y) be the Green func-
tion of —A-+X in  under the Dirichlet condition on v. We have

(—AA4N1) G(x,9) = 8(x—y), %,yEQ
G(x,y)=0, xEey.
Notice that G (x, y) depends on m, B8, T. Let G(x,y; w(m)) be the Green func-
tion of —A--\ in o under the Dirichlet condition on 8. We have

(—AAN) G(x, 33 w(m) = 8(x—3), % yEo
G(x,y;w(m)) =0, xEdw .
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Let G(G (), respectively) be the bounded linear operator on L*(Q) (LX),
respectively) defined by

@N @ = Gy foa,

(Gow &) () = | G,y 0(m) () dy,

respectively. Then, the eigenvalue problem of the Laplacian with respect to
is transformed into the eigenvalue problem of G,(,). Asa limit m— oo, we see
that u;(w(m))+\ is approximated by the j-th eigenvalue of the Schrodinger
operator with big potential —A-+4za V(x) pmP~'+X in Q under the Dirichlet
condition. Here p is defined to be exp(A* @/m) which is approximately 1 as m
tends to infinity. Let A denote the Green operator of the above Schrodinger
operator with big potneitial. We want to compare G,,, and A. It should be
remarked that the Green operator G,,, and A act on different spaces L*w) and
T4 Q).

In order to relate G, with A, we introduce the operators H,(,) and H,,).
The following integral kernel was introduced in [9]. We abbreviate G(w;, ;)
as G;;. We put m*=(log m)?, r=4rap/m.

h(x,y; w(m) = G(x,5)—1 3 G(x, %) G(w,, )
+§1 (—7) 2 G(x, wi,) Giliz"'Gx‘x_li, G(wis’ y).
Here the indices in 3, run over all 7,, ---, 7, satisfying 1<3,, ---, i,<n such that

iy*i, when v . The sum 3, is called self-avoiding sum. A primitive form
of this integral kernel was introducted in [8]. We put

(Haw ) @) = | 1 yiwm) f0) dy, veo

and

(Bu) (®) = | b y; w(m)g()dy, x€Q.

We compare G,y with H ,,y, H ) with I},,,(,,,) and fiu,(,,,) with A.

The following Theorems 2, 3, ---, 7 are main results of this paper which are
discussed in the later sections.

In Theorems 2~7 we assume that V'=|Q| .

Theorem 2. Fix B<([1,3). Let X, be te characteristic function of ». Fix
an arbitrary €>0. Then, there exists a constant T such that

P(w(m)eQ"; w(m) satisfies Oy(m) and (2.1))>1—m™*
holds. Here
(2.1) N H oty — Gratmy) (X LL=(0), L)) S m™ EFDIE
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ReMARK: ||W]|.qx,y) denotes the norm of the bounded operator W from
the Banach space X to Y. Multiplication operator by the function u is denoted
by u-.

Theorem 3. Fix B<([1,3). Fix an arbitrary €>0. Then, there exists a
constant T such that

P(w(m)eQ"; w(m) satisfies O,(m) and (2.2))=>1—m™*
holds. Here
(22 [(Hoyimy— Gatmy) (Xoo* ) LLHQ), LA(@)) S M m P4,
It should be noticed that (2.2) can be replaced by
M iy — G| LULA@), LA S % mEF5
We need very delicate calculation to prove the following Theorem 4.

Theorem 4. Fix B<[1,3). Fix an arbitrary €>0. Then, there exists a
constant T such that

P(w(m)eQ"; w(m) satisfies Oy(m) and (2.3))=>1—m"*
holds. Here
(2.3) 1 H o f 112,08 < min (Ul flle, A4 U, I£11) -
for any f € L=(Q), where
U, = m~®#+rz
IMPORTANT REMARK. It should be noticed that we can say the following:
P(w(m)EQ"; w(m) satisfies O,(m) and (2.4))>1—m™*
for any €>0. Here
(2.4) [Xu& Hoyml|L(L20Q) L) < N U,
(1% Hymyl|LL=@), L2Q) <m* U,, .

These are easily observed from our proof of Thoerem 4 in §7.

We make a comment on the work of Figari-Orlandi-Teta [4]. They ex-
amined a bound for ||[H X, fll,.c for fixed f. Here H,) (H,y in [4]) is a
similar operator as H,,. They conclude in Theorem 1 of [4] that Theorem 1
of this paper holds for 8=1. However, there is a gap in their proof (pp. 480-
431 in [4]). It should be remarked that we can not derive spectral properties of
the operator Y by considering Yf for any fixed f. We treat probabilistic pro-
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blem. The exculsive small set in measure may depend on f. Thus, we need
some expression of the form

P(Y )f satisfies -+ for any |[|f]|<1)—1

to say about ||Y||. However the author thinks that their paper includes very
important development of study of spectral properties of random media, espe-
cially analysis concerning Theorems 5, 6 stands on their calculation.

Let A’ denote the operator given by

A= G+ 5 (—4mapuimy J,G(VGY .

Here p=exp (\2a/m) and J,=(1—(1/n)) (1—(2/n))---(1—((s—1)/n)). It is easy
to see

(2.5) [lA—A'l| crxQ),Lx@) < C(logm)* m B 7.

Let |||F||| denote the Hilbert-Schmidt norm of the operator F on L*Q).
We have the following

Theorem 5. Fix B<([1,3). Fix an arbitrary €>0. Then, there exists
T>1 such that

P(w(m)eQ"; w(m) satisfies (2.6))>1—m™*
holds. Here
(2.6) iy — A ||| P~ B2 N2
ReMARK. From (2.6) we get
(2.7) | H oy — Al LiL2Q), Lo(Q)) < mP*~ ED A2,

Theorem 6. Fix B<([1,3). Fix an arbitrary €>0. Fix f €L~(Q).
Then, there exists T > 1 such that

P(w(m)eQ"; w(m) satisfies (2.8))>1—m"*

holds. Here
(2.8) W oimy— A) ] 200y <= min (N2 f{],, A4 £ -
for any feL=(Q).

Theorem 7. (L~—L? resolvent remainder estimate) Fix B<[1,3). Fix an
arbitrary €>0. Then, there exists a constant T > 1 such that P(w(m)EQ"; w(m)
satisfies Oy(m) and (2.9))>1—m"* holds.

(29) ”(Gw(m) xu_xw AI xm)f”Lz(w)
<SP AL B fL L for any fEL(Q).
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ReMARk: Note that m®~? (the right hand side of (2.9))—0 as m— oo, if we
take A=TmP"'. 'This means that in some sense
—A,—(—Ag+4rap mP' Q| Y) = O(mP17?)
for some >0 when B<([1,3). This can be thought as an asymptotic remain-

der estimate.

3. Preliminary facts and lemmas which are used to prove
Theorem 2

To prove Theorem 2 one need highly delicate calculation involving the
Green function. We list fundamental lemmas which are also useful in the later

section.
We put @4\, x, y)=|x—y| ® exp(—AYZ|x—y]|).

Lemma 3.1, The term
[ @er 2 3) @er, 3,9 dy|
does not exceed C\™"2 ®y(\[8, x, 2) when 0=1 and C D(\[8, x, %) when §=2.

Lemma 3.2. Assume that w(m) satisfies O\(m). If ucC>(w) N C%w) sat-
isfies
(—A+ N u(x)=0, xcw
u(x) =0, x€EyNow
and

max |u(x)|<M,, r=1,--n
3B, 0

Here B, is the ball of radius afm with the center w,. Here M, is zero when 0B, N
0wo=7a. Then,

14l 200 < C(atfm) AV 53 M2+ 33 M, M, DN, w,, w,))*
r r3q
holds for a constant C independent of w(m).
Proof. By the Hopf maximum principle we have
lu(x)| =C(ajm) 33 (N, x, w,) M, .
By Lemma 3.1 we get the desired result.

We put Qw(m)sz(m)—Hw(m)‘ Fix fecw(ﬂ) Then’ u=Qw(m) (xuf) (x)
satisfies the assumptions in Lemma 3.2. Therefore, u is estimated if we know
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an upper bound for M, (r=1, ---,n). Notice that

_u(x) = Hw(m)(x«:f) (x) xeaBr Ndw .

It is very useful to introduce the rearrangement of the Green function. For
s=0, we put

(I71) (%) = (Gf) (x)—7 G (%, w,) (Gf) (w,) .
For s=1, we set I; f as the following term.

§3(S) G(x wu) Gu iz -G is— lns(Gf) (wi:)
-T 2(3) (x wr) Gnl i tg'"Gil_li;(Gf) (wi,) .

Here the indices i, *-+, 7, in 33(sy run over all ¢, -+, ¢, satisfying i,=Fé, if vap
and i, %7 for y=1, ---,5. For s>2 we set I; f as the following term.

2 G wi) Gy o Giy i (GS) (3,) -

Here the indices 7, --+, i, in 33()) run over all 7, -+, %, satisfying 7,24, if vy
and 7% and exactly one of 7, (v>2) is equal to r. We have the rearrange-
ment.

(Hyom 8) (x) = E (=7 (L7 8) (x)
+ Z‘.(—T) (7 g) ®)+(—=7)"(Z7" &) (%) ,

where
(Z7" 8) (x) = (Zlmn+Ximm) G(x, w;) -+ (Gg) (wi,,e) -

We put Ii{=max {|I;f(x)|; x€08B,N 8w}, I} =max {|I; f(x)|; *€8B, N 8}
and K,,=exp (—A"?|w,—w,|[8). The following Lemma 3.3 is a fundamental
tool to obtain Theorems 2,3. Hereafter we use the notations ||&||, ,=||A|| s,
and we abbreviate ||%||, o as ||A]],.

Lemma 3.3. Fix f€C~(Q). Assume that w(m) satisfies O\(m). Then,
there exists a constant C independent of m such that (3.1) holds.

(3.1) 1Quim) (X )l 220y < C ((log m)/m) N1 kzil R,
where

R=33 0,

R=351 3 Iy,
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m*  m*
=3 SRk,
s=0 £=0
'=|=4
m*  m*
=2 278—“2131” rg
s=0 t=2
'*4
m*  m*
R=3 S S LLK,,
f#’-q

Ro=7" Y& F (&f=max |2 NG,

R7=2 +m*21 rquf)

f=t'-q

R=3- "L K 2 S

Proof. Note that
M (S () )
<Cm* 337 33 (LT3
By Lemma 3.2 we get Lemma 3.3.

We put S(x,y)=G(x,y)—(1/4x) exp (—A|x—y|)/|x—y]|. It is well
known that S(x, y)€C~(Q2x Q). Notice that S(x, x) has singularity on 8.

The following Lemmas 3.4, 3.5, 3.6 are crucial to obtain a bound for 33 (1)
etc.

Lemma 34. Fix B<[1,3). Assume that w(m) satisfies O,(m). Then,
there exists a constant C independent of m such that (3.2) and (3.3) hold.

(3.2) max |G (s, ) ~G (1w, w)| SC(afm) B4, w,w)
(3.3) gg)rcml S(x, w,) G(w,, w;)| =C(log m)* ®,(\/4, w;, w,) .

Lemma 3.5. We can replace w; in (3.2), (3.3) by any yeQ\B,.

Lemma 3.6. Fix £<(0,1]. Under the same assumptions as in Lemma 3.4,
the right hand sides of (3.2) and (3.3) are estimated by Cm™t®,,¢(\/4, w;, w,) and
Cm'~¥(log m)* @, ¢(N/4, w;, w,) respectively.

Proof of Lemmas 3.4, 3.5, 3.6 are given in Appendix of this paper.

The term G, ;,+*G;, _ ;, is included in I;. If we want to get a bound for
>3 (I7) it is very helpful to estimate E(G, ;-G _,;, Gj,j,***Gj,_ ;). Here E
denotes the expectation on Q". Let G, ;,---G; _; be denoted by Gy, for s>2

itig " is—1is

and Gj, j,*Gj,_, j, be denoted by G, for t>2. We abbreviate Gy, as G; and
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G as Gy, if there occurs no fear of confusion. We put G;;=G; G;.

DEerFINITION: Assume that I=1(s)>1, -+, i, (J=] (t)2j,, -**, Ji» respective-
ly) is self-avoiding. If there are exactly q-couples of ((k), p(k)) (k=1, -+, q)
such that #,4),=j,w), we say that (z, ---,%,) and (j, ---,J;) have g-intersections.
If 7 has not a partner such that 7,=j,, we say that 7, is single.

Lemma 3.7. Assume that s,t>2. Assume that I and J is of g-intersections.
Then,

E(Gy)<C/(CA-)H=6meem (g2 1)
and
E(G)<C'(CAy™2 (¢=0)
hold for constants C, C' independent of m, \.

Proof. A part of the above result is given and proved in [11]. For the
sake of completeness we give a proof.

We assume that 7,4,=j,u for k=1, .-, q. Here k(1), 2(2), -+ is a sequence
satisfying h(k)<h(k-+1). Then, there is a permutation o on (1, :--,q) such
that p(o(k))<p(o(k+1)), k=1, ---,q—1. For the sake of simplicity we write
p(o (k) as (k).

We put Gy(x, y)=G(x, y) and
Gin(3) = | Gl 5) V(5)Gay)ds, k=1,2, .

When ¢=2, we define the contracted term Gi° (G, respectively) by

-1

co ____

T = H Gh(k+1)—h(lz) (wi;.m’ win(wn)
k=1

Gy = :1;1: Grtes1-rt0 (Wi Wirianry) *
Then, E(G,;) does not exceed
(3.3) E(G° G5°) X (C A1) W=D+ (=h@)+ ) =D+t =r(a)
observing
gn G(w, 2) V(w) dw<Cr".
We want to estimate E(G7° G¢°). We have
(3.4) E((G5°)?) < C'(C A1) @=h)=(3/2)(a=)

by using Lemma 16 in [9]. We recall it.
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For h>1,

YE|

(3-5) max [ Gy(x, )" V() dx=C/(OATH.
a JQ

By (3.3) and (3.4) we get the desired result for g=2.
The cases g=0, 1 are easy to treat. We get Lemma 3.7.

Lemma 3.8. Assume that s,t=2. Assume that I and ] have g-intersec-
tions. Moreover, we assume that one of the following conditions (1), (2) holds :
(1) 4,%7, and i), j, are both single.
(2) i,=j, and i, is single and j, is not single or i, is not single and j, is single.
Then,

E(G Gu)é(C)\,'l)’+‘+1'(3/2)(q+1)—(1/2)

i171
holds.

Proof. We put G¥,=G, ;, G,;. First we treat the case (1). Then, G¥,
has the form G, ;, G;; with i;=j,. Therefore, G¥; can be thought as the form
G+ G- Here I(s+1) and J(2) is of (¢+1)-interssctions. Then, we have
the desired result by Lemma 3.7. We treat the case (2). We assume that j;
is single. Then, G¥; has the from G, ; G,; with z,=j,. The proof reduces to
the proof of the case (1). We complete our proof of Lemma 3.8.

We give general form of Lemmas 3.7, 3.8. We consider the term
s—1 t-1
(3.6) Dy = k]-;Il q)on(wi»’ wikﬂ) ,,1;11 (I)“’k(wfk’ wjk+1) ’
where 0<0,, 9,<3/2, k=1, :--,s. Let us consider the following sum
E(g (I)I]) ’

where the indices I( ], respectively) run over all self-avoiding sum. If the fixed
indices I and J have g-intersections, we write it as #(/ N J)=gq.

Lemma 3.9. (Easy going Lemma) Fix B<[1,3). Under the above as-
sumption on (3.6), we have

DE( > D)

g1 #InJ)=q
E < B/ s+t 5 P(s,t)
€3 E@SCACr e,
when N=TmP™' for sufficiently large fixed T and m— oo, where p(s,t)=3+
(S 0+ 90/2)—(1/2) (s+1)-

Lemma 3.10. (Easy going Lemma II). Fix S€[1,3). Under the above
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assumption on (3.6), we have
21 3 E)_q @iy, wj,) D))

< 2 E(®@y(w,w;)P;y)

#InJ)=0
SC(mﬂ/C' )’)s+t KP(S")—(BIZ) .

Proof of Lemma 3.9. First we consider the case where I and J have ¢-
intersections (¢4>2).
We assume that z,4y=j, for k=1, -,q. We define r(k) as in the proof of
Lemma 3.7. We abbreviate w; as ¢ and V (w,) dw; as dw,. We put
¢(01.02) (il’ Z.3) = SQ q)ol(ili 22) ¢92(i21 i3) Jwiz’ ¢(01,02.03)(i1’ i4)
— [ @0l ) Dl ) oy -

The contracted term is defined by

q9-1
D7 = !.;[l CI)(OI.(I:).---.Oh(kﬂ)—x)(zh(k)) zh(le+1))

q-1
Py = El D5,019, -, 9rch+19-0Jrthrs Jra+1) +

The inequalities

(3.7) max S <I>o(x,y)t7y’SC'(Cx-l)L<°>
= Q
and
~ |V
G max [ @i P Ay <C(CAy00r
P Q

are easy to get, where L(x)=—(x/2)+(3/2). We have E(®,;)<C'(CA )X E(D;°
)

A1) ~1 s-1
K="3"LO)+ 3 L6

(7)) +1
r(1)-1 t-1
+ Z_‘; L(19,,)+h=§)HL(z9,,) .
We see that E((d5°)?)"2 does not exceed
-1
k1-=l; ‘ﬂk )
where

j'lk = mflx II¢(0h(b),“‘,0h(lz+1)—1)(y’ ')||L2(0=') .
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The Hausdorff-Young inequality implies

(9 (I max 100,(y, ) max [Pag.,y (3 ez
<cC(CAH,
where
hk+1)-2
H= v=2h(k) L(ev)+(L(26h(k+1)—1)/2) .

Summing up these facts we get
E(@F)) < CCNY,
where
hD-1
N = (h(g)—h(1) B/2—(( 33 6.)/2)—C/4) (@—1).
Therefore, we have
(3.10) E(®,)<C(CAY,
where
F=(3/2) (s+0)—=3-03/2) (¢—1)—(5(0,9)/2),
S0, 9 =35 €k+k§ 3.
The case g=1 is easy to treat. We get (3.10) for g>1. For ¢g=0 we have
E(®,;;))<C'(CA™Y)?, where
P=SIL0)+ S L.

Thus, it does not exceed

C//(Cx—l)(3/2)(s+t)—3—(5(0.19)/2) .

Now we want to show Lemma 3.9. The second inequality in Lemma
3.91is prvoed. We have
E( 31 @)<(mfy+e(3.10)
W0 T)=q
for g>1. Since N¥/D@ D ;m=Peg ] if A=TmP™" and m—> oo, we get the desired
result.
Proof of Lemma 3.10. If ¢>1, then
E(Dy(w;,, w;,) Pry) S CE(Dyy) .

Therefore,
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E( @, @,;) < (mf)++71(3.10).
¥I0T)=q
On the other hand,
~(mB)s+t =32 N/ -1\P .
s(1§)=oE(¢° ;) ~(mP)yHCN) ™ C(CAT)
Thus, we get the desired result.

As a corollary of Lemma 3.10 we get the following:

Lemma 3.11. Consider the following sum over the indices 1(s), J(t). Then,
there exists T in '\ such that

P( 3 @y, w,, w)) Gry <mP (mP[CA)* AY?)
I,J0
>1—m
holds for any fixed £€>0.

Lemma 3.12. Fix 6>—2. We assume that w(m) satisfies O\(m). Then,
there exists a constant C independent of m such that

(3.11) sup 3} ®,_4(\, w,, x) < C(log m)*(N~ 072 mPm!9)
€O T
holds. When 6=1, we can replace » in (3.11) by Q.
Proof. See [11; Lemmas 1,2].

4. Facts which imply Theorem 2

We state propositions about estimates of X3 (I;)%, XX 1I; I; K,,, etc.
Throughout this section we assume that B&[1,3). Propositions 4.1~4.11 are

proved in the section 5. The very important remark is given below Propostion
4.11.

We put X, f=f,.

Proposition 4.1. Fix f& C=(Q). Assume that w(m) satisfies Oy(m). Fix
&€>0. Then, there exists a constant C independent of f, m such that

S Ly =C mi(m " 4mP 2 N I fll e
holds when we take sufficiently large T.

Proposition 4.2. Fix feC~(Q). Fix s>1. Fix €>0. Then, there exists
T>1 and C>0 such that

PSS (IR <m*(mP OV guallG L) 2 1—m

holds, where
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Gur = NEm 4-mP 2 Nm B \2
Proposition 4.3. We fix feC=(Q). Fix £>0. Put
LI K, =1L,
rie
Then, there exists T >1 and C >0 such that
P(.GSCmZ’”ﬂ'Z 352 ||f||§=,..,)21—m—e

holds.

Proposition 4.4. We fix fe C~(Q). We put
2 If I; K,q == -Cz
v
for s>1. Fix any €>0. Then, there exists T >1 and C>0 such that

P(L<m(mPIONY typ G Ll fl] )= 1—mt
holds, where
tun = MB 2NV B2
Proposition 4.5. We fix feC=(Q). We put

E Ii I; K,q = -Ea
ria
for s,t>1. Fix any €>0. Then, there exists T >1 and C >0 such that

P(L<m(mP|CN)* uy, IGFII2) = 1—m™
holds, where

Upp = MP 2N LB 2 N Lm 2 A2 fm™ N2

Proposition 4.6. We fix feC>(Q). Fix £€>0. Then, there exists T>1
and C>0 such that

P( S (B <m?*(m?|C' N m® M {|GLI[2) > 1—m
holds.

Proposition 4.7. We fix feC>(Q). Fix £>0. Then, there exist T>1
and C >0 such that

P(|1 L IL K, | <m®(mP[C' N+t s, 5 |G l12)=>1—m"*
r.q
riq

holds for s, t>2, where
sm \ = x4 ml—2ﬂ+x9/2 m—23+x3/2__l_x3 m—ﬁ .
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Proposition 4.8. We fix feC~(Q). Fix £>0. Then, there exist T > 1 and
C >0 such that

P(|S IS IL K, | <m?(mP|C' ) m~' A~V (mP+23"2)
r,q
r¥q
X fllo ol Gfoll) = 1—m"®
holds.

Proposition 4.9. We fix feC~(Q). Fix §>0. Then, there exists T > 1
and C>0 such that

P IEILK, | <m®(mPf[C' N+ 7, |GL.][2)>1—m
r.q
r+q

holds for s>1,t>2, where
Pup = N2mP U4\ m B\ B
Proposition 4.10. We fix fe C=(Q). If we take sufficiently large T, then

P(_rm* z’fsz-(logm)z ||f||oo,,,,)2 1—m-
holds for any €>0.

As a consequence of Proposition 4.10 we get the following.
Proposition 4. 11. If we take sufficiently large T, then
P(|Rs|+ | Ry |+ | Rg| <C' 27 m?|| f[2 ) >1—m"

holds for any £€>0.

IMPORTANT REMARK. In each Propositions 4.1~4.11 we said that for fixed f
4.1) P(an event for the f holds)>1—m™®.
Observing the proofs of the above Propositions 4.1~4.11 we know that

P(the same event in (4.1) holds for any feX>1—m™®

is valid for some set X. We can take X in Propositions 4.1, 4.5, 4.6, 4.7, 4.9 as
L*Q). We can take X in Propostions 4.1~4.11 as L=(Q). The reason why
we can take X is easy to explain. The reader may find that f appeares as in
the form Gf(w;) and so on.

Proof of Theorem 2. Note that (log m)’=m?(o8 logmVicem < e for any
&£>0 as m—oo. Notice that s, ¢ in Propositions 4.1~4.11 run over [1, (logm)?].
Therefore, we get

P(”(Hw(m) —Gw(m)) (Xm')lI-E(LW(Q)»LZ(Q))S’nsg m—(ﬂ+l)/2) = 1—m=*
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from Lemma 3.3, Propositions 4.1~4.11 and the important remark below Prop-
osition 4.11. Here we used ||Gf || <CA7Y|flw o

5. Proof of Propositions 4.1~4.11

The following situation frequently happen in this section. We assume
that w(m) satisfies O,(m) and we take an expectation of a random variable R
over Q". Then, we get an inequality of the type

P(|R|<E(|R|)m)=1—m"*.

This abuse of calculation which does not touch with conditional probability
and conditional expectation with respect to O,(m)CQ" can be justifed observing
Lemma 2.1.

Proof of Proposition 4.1.  Fix fe C=(Q). Putf,=X,f. Recall that I3(X, f)
(®)=J}+]JZ where
Jr = Gf(x)—Gf(w,)
Ji = —78(x, w,) (Gf,) (,) .
Let B¥ be the ball of radius 2a/m with the center w,. Put D,=(B¥)°No
and ®,(A\/8, w,, y)=®(r,y). Then,

(5.1) 3 max (Jo)?
<4 Smax | G(X51 ) (@)
+emr (| @09 L)1y

observing |G (x,y)—G(w,,y)| <Cm™ &(r,y), yED,. We have

(52), max| . G(x, ) 1.() &/

*E8,

<Cm™

| 17 xmnay,.
Here we have used

max SB* G(x,y)?dy<Cm™.

By O,(m) we have

33 Xs3(y) < C(log m)* .
Therefore,
(5.3) 33(5.2),<Cm(log m)? || £, |13 -
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We want to estimate the second term in the right hand side of (5.1). It
does not exceed

(54) Cm? ST | @B w N LG by,

Te={ @ 48, w,y) dy<Ce<+oo
for any £>0. Notice that |y—w,| >2a/m for yeD,. Therefore

(5.5) (54 <Cm™(max 33 P14 e(A[8, w,, 9)) lIf112.0 -
By the above facts and Lemma 3.9 we get
(5.6) 1)K Cm (A mP4m) || fl15.
for any £>0.

Second we have
(5.7) 3 max (J1f <Cm~logmy* I U,
where

U, = max S(s, w /(G(Xa? £.) (.}

+({, @) 140) dyy

by using Lemmas 3.4, 3.5. Since |x—w,| =a/m, we have |S(x, w,)| <C(m/a)
by the property of the Green function G(x,y). We get a similar estimate for
(5.7). We complete our proof of Proposition 4.1.

Proof of Proposition 4.2. (1) The case s=1: First we treat the case s=1.
We introduce delicate techniques of estimating 33 (/})?. Namely, we use both

T,; S,; in estimation. Hereafter we put
F = Gfll- -
And we put
T, = (logmy?m™ ®(r,w;) F
S,; = (log m)* m~UD¥E By _e(N8, w,, w;) F
(§>0). Then,

|I” S é Mll’l (Tn‘J Sn‘)
i=1
ifr
by Lemma 3.6. Therefore
U SSEh+ X T, T,;.
rééi

ri, j%
e
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We have
(5.8) P( _:V‘_‘,Sf,-gm”ZEE(Sf,- )=1—m™.
We know that
E(SE)<Cm~®(log m)* F*,
P(S3 T, Ty<m* 3 E(T, T,)
>1—m®.
We know that

N E(T,; T,)<C(log m)* m* 2\ F*

r,6,5
observing i j. We complete our proof of Proposition 4.2 in the case s=1.
(2) The case s>2: We put

TrI = Tn'l Gl(s) ’ Sr! = Sril GI(:) B
We have
S (LP<KA+K 4K,

where

2
Ki=38 riy Gl(s) G
nlr
1=

KZ :'2‘1 Tn'l Trj, Gl(s) G/(s) ’

where the indices in K, run over 7, I, J satisfying conditions 7% j, and (1) or
(2) in Lemma 3.8 with respect to 7, J. And

Ka = 3] Sn'. Srj1 GIJ ’
r,1,T

where the indices in K run over all 7, I, J satisfying 7, f, and 7, I, J which do
not satisfy (1) and (2) in Lemma 3.8.
We have

Sn SZ, V(w,) dw,< C(log m) m~0=2 G .
Thus, E(K,)<C mP(log m)* m~ 28 ( IEJ E(G.;)) 9* Every term in K, has the
property that its index satisfies ,=7,. Thus,

1%‘ E(G)< g}l (CAY)2s~Gla- WD (ypPy2s-a

Note that B<([1,3). If we take sufficiently large 7, then the series converges
and we get
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33 B(Gyy) < C (e (CAy?
T

holds.
Summing up these facts we get

(5.9) P(K,<C' mP 225 (mP|CA= N m P FH)>1—m™.
Next we want to show
P(K,<m***B 2 (mP|CN)* F¥)>1—m"".
By Lemma 3.1 we have
Sn T, T, V(w0,) dio, < C(log my'm™ ®,(A[8, w,, w,) F* .
Therefore,
E(K,)<C(log m)'mP~%( IEJ} D, Gy Gy) F° .

We see that the term &, G; G; has a similar form as G, ;, G;;. Thus,
E(®, G, G)) <(CAY)sH1-@d@td-a/2) holds. Here ¢>0. Thus, E(K,)<C'mP™?
(log m)* M(m®|C\)* F2.

We want to show

(5.10) P(K,<C(mP|CA)* m* B N2 G >1—m™* .

We have E(S,;, S,;)<C(log m)'m=C"2) F* Therefore,

i1
(5.11) E(K;)<(log m)'m=20+8 (3% E(G,))) 9.
1,0
Here the indices 7 and J in K, have at least 2-intersections. 'Then, we have
;J E(G,;) in (5.11) < C'(mPy*s=2 (CA~1)s=D |
W

if we take sufficiently large 7. We get (5.10).
Summing up these facts we get Proposition 4.2.

Proof of Propositoin 4.3. Assume that w(m) satisfies O,(m). Then, we see
that I? does not exceed

(12) GO ) () (gt m Gogmf | o(r ) F(9)1dy
< C(m 2+mY(log m)* X 3| f||..

observing

[ oo ay<cr.
[o]
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Therefore £ does not exceed C(m™*+m™ x"Y(log m)*) ’Z‘, K, lIfll:. By lemma
3.9, we have v

2 K, , < C mP(log my*(A"*mP+4-1) .

rq
Therefore we get Proposition 4.3.

Proof of Proposition 4.4. We have to get a bound for
(5.13) S K,
rifa

to estimate .£,. Since || <Fm (log m)® ®q, 1) G;, we have

(5.13) =3 + 3.

e v

We have E(K,, @q, %) G;)<C(CA')y*! when re 1, and <C'(CA™Y)*" %2 when
i=r and <C'(CA™Y)*"%® when i,=7 for »>2. The third inequality (5.13) is
proved by the following way. We have

H K, @(g, i) V(w,) dw, | <N @4(1[20, 7, 4,)

and
;g Dy(7,1,) Gy, _y Griyy, V(w)) dw,
o 7 \V5 ..
< ([ @iy dn,)” @20, i)
Thus,
E(K,, (¢, 1) G))
SCN P E(®y(r,1,) Gy)
<CA E(Giliz”'q)lﬁ()\'/zoy Ly_1 iv+1)"‘Gi,_1i,)

SC(CaTYmem
Summing up these facts we get
E((5.13)) < CHm Y(log m)* (mP|C'N\)" (m*® N\ ~'+mP NV?).
Therefore, we get the desired Proposition 4.4.
Proof of Proposition 4.5. We assume that w(m) satisfies O,(m). We have
| I;| <C(log my*F g m™ 0 D, 4(r,1,) Gy,
where ®4(, 1,)=P5(\/8, w,, w; ). We have

4
[ L < LW,
k=1
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where

LO = o m*(log m)* F* @y4o(r, 1)) D146(9, 1) G1s Kyq
r&) q&l

Lo = (the same term as above)
rdier

L0 = (the same term as above)
r& e

L® = 731 (the same term as above) .
r&.ier

It should be remarked that we can take distinct  for L® (k=1, -+, 4).
Part 1=Estimation of L®. Hereafter we put dw,=V (w,) dw,. For the
indices of terms in L@ we take §=1. We have

|[§ @80 @ulg.) Ko e, dioy| <OM @020, 50, 7).
By Lemma 3.11 we get
P(|-LO| Smi(mP|CAY ™ m* A G 2 1—m™

Part 2=Estimation of .L®. Terms in L™ up to m *(log m)* F? factor
are represented as

(5.14) K, @441, 1)) @116(9, 1) G1 Gy | ip=a,dp=r>
where I\i,, J\j is self-avoiding indices, respeatively.
We have three cases Z(1), Z(2), Z(3).
Z(1): d=#q, hFr
Z(2): 4=¢q,y¥r or fLEq =7
Z3): 4, =¢q,5,=r.
First we consider the case Z(1). In this case the following (&, £’)-technique

is very useful. We assume that p<s, p’<<t. Other cases can be treated by
similar way as follows. Apply the Holder inequality

(5.15) 1§70, 080, 0) dw, dw,
<({{ 0. 02 dw, dw,yee ([ 2, @) duw, duogyee

to f(r: q) = qu (I)HO (r: il) q)1+0(q:j1), g(') Q) = Gip_,q qu,H Gi,’_lr Grj,’.”- Here
(&, &') is a pair satisfying

(5.16) ETMH(ENT=1,8'<3, 32<E, (14+0)E<3.

Note that we can take (£, £') when <<1. Then, the factors of the right hand
side of (5.15) are estimated by A~®/&+(+0) & (720, 7, 7,) and C ®,_,(A/20,7,_,,
i) @1-o(0/20, -1, s, Where p=(3[E')—1.
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From now on we use the abbreviation
Gk, s|p] for G, ., Pip(ip-1, tpr1) G, -
We also use Gy[k, t|p']. By (&, £')-technique we have
E((5.14)) <C'E(®,(N/20, 3y, 7)) G{[1, s| p] G;[1,¢| p']) -
By the easy going Lemma IT we get
(5.17) E(the sum of all terms of the type Z(1)
in LOKCm(mP[C' Ay T+ (Fom~2 A3?)

putting 6—1 and £§—3/2. By SUM Z(1) we denote the sumof all terms of
the type Z(1).

Next we consider the case Z(3). The term K,, ®,.4(7, 9)* G,;, G,;, appears.
We take @ such that it satisfies §<C1/2 for these indices in Z(3). We have

m K, @01, 41 Gy G,y duw, dw, | < CN-00 @(0[20,7,, 7,) .

Thus, E((5.14)) does not exceed

CA~0=0 E(®y(0[20, 4, 7)) G, G Giyy+) -

2‘.3' is—1fs

By the easy going Lemma II we have for any £>0
(5.18) E(SUM Z(3) in L)< Cm(mP[C'N)+t N~ \p=20 G2

Note that we can take @ as close as 1/2.
Finally we examine the case Z(2). Without loss of generalities we study
the terms

K, @114, ) D116(q, J1) quz zeia' -G
X Gy j -G G,y G
We have | K, |<C. We use tl~1e (€, &')-technique for the pair (@,.4(7, ), Gj,_,,
G with (5.16) on measure dw, and we see that E((5.14)) does not exceed
E(®14(9, 1) GoiyGi,_ i, Gi[1, ] 2']) -
By the easy going Lemma I we get

is—1is

jﬁ/—l’ f‘_ljl .

rig+1

(5.19) E(SUM Z(2) in L®)<C m*(mP|C'N)* Fom™2 A2

for any €>0 letting §—1 and £—3/2.
Summing up the above facts, we get

E(SUM L) C m®(mP|C'AN)* FoHm 2 N +m™' \?) .
Part 3=Estimation of L@, L® We study L®. Terms in L® up to
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m~2(log m)* G factor are represented by

K, @y40(r, 1) D146(q, 1) G: Gyl ip=q)
where I\7, and ] is self-avoiding, respectively.
We have two cases W(1), W(2).
W(1): 4,%q
W(2): #=q.
We now consider the case W(1). We see that

‘S qu (I)1+O(rr 11) Jwr S Cx_(l_(wz)) qDO(x/ZO’ q, 11) *

Then, we use (£, £')-technique for the pair (Do(N/20, ¢, 1) D@y16(¢, 1)), G G

with (5.16) on measure dw,, which implies

(5.20) E((5.14)) <E(@y(7[20, 3, ;) Gi[1, p1s] G) .

ip-14 qixa+1)

By the easy going Lemma II we get
(5.21) E(SUM W(1) in .L®)
<C mh(mﬁ/c’x)s+t G2 3 (1+0)/2 ,B-(1+0)
for any €>0, §<<1. We can put 6 as close as 1.
The case W(2) is easily investigated. We have |K,,| <C and

H q)l-(-o(r, q) Jw, <CN\--2)

Then,
E((5.14) <CN O ODE(®,,4(q, 7)) Gy G Gy)
SC AU B (Dy(N]20, 75, ;) Gy Grpie) -

is—1is

Therefore, we get

(5.22) E(SUM W(2) in L®)<C m*(mP|C’' Ny FEAN mP~0-0)

We can let —1.
Summing up (5.21) and (5.22) we get the following.

(5.23) E(SUM L@ C m**(mP|C'\N)*** F2 AamP~?

for any £€>0.
We combine the above results in Part 1, 2, 3 and we get Proposition 4.5.
Proof of Proposition 4.6 is given below our proof of Proposition 4.7.

Proof of Proposition 4.7. Since there is universal constant C>0 such
that |[x—w,; | >C|w,—w, | for x€0B,N 0w, we can get

max |G (x, w;))| <Com® @,_o(\/8,7,1,).

9B, N 0w
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Thus, we have
|I¢] <C FmP (log m)? 3 P,(r, i) Gy.

We have
IS LI K, | <CAO+TNO+TO+T®),
where
— 2 N
m(l) “‘r o m o(lOg m)z ﬂn qDl—O(r’ ll) G‘Ifl GI G!
ré& ] qel
NS = (the same term as above)
ey
NS = (the same term as above)
15
J1® = >3 (the same term as above) .
vy e

Part 1=Estimation of JI. In this case §=0. Terms in JI® up to factor
m?(log m)® &F? are represented as

(5'24) qu Gfiln.Giﬁ-lf Glip.'.;.”Gi,_lis
XGojy Gy 10 Goj oy Giroyie -
We use (£, £')-technique for the pair (K,, G,;, G,;,, Gi, ., Gri,,. Giy 10 Gaiv.))

with (5.16) on the measure dw, dw,. As a result we have
E((5.24)) <C\~ G878 E(Dy(0/20, 1, 7)) G, [1, s| p] G4[1, ¢ p']) .

We put £>>3/2 as close as 3/2.
By the easy going LLemma II we get

(5.25) E(SUM J19) < Cm*(mP|C'N)* F2AY2 .

Part 2=Estimation of J1¥. Terms in JI® up to factor m**(log m)* F* are
represented as

(5.26) K, @1-o(r, 1) Pi-o(g, 1)) G1 G

with i,=7, i,=¢, j,=¢, ju=7. 'There are three cases.

YQA): h=rj=q
(Y(2)): iF7r,jo=4¢9 or i,=r7,j,+q
(Y(3)): =*r, J2¥q.

We consider the case (Y (1)). In this case the term
K, @1-o(r, 1)) Gy Gris X P1-o(g, 1) Giy Gjs
appears. 'The case (Y (1)) is divided into three cases (Y (4)), (Y(5)) and (Y (6)).
Y@): i=ghn=7
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(Y (5)): i1=q’_jl=|=’ or iq, =7
(Y@): iq, jer-

For the case (Y(4)) we take §<<1/2. We have
|SS @, o(r, 9) G}, G,;, G, dw, dw,
<SCAN2 ®(N[20, 13, §5) -
Thus, E((5.26)) <C\ Y2 E(®y(i3, j5) G
IT we have
(5.27) E(SUM (Y (4))) < C m*(log m)* (mP|C'\)*+t F* Mm% .

It should be noticed that the distinct number of indices in SUM (Y (4)) is at
most (mP)+*"2, We put §>1/2 as close as 1/2 in (5.27).
We study the case (Y(5)). For these indices we put §>0. The term

(528) q)l—o(’: q) qu Gn'a Gisi‘ o
X ¢1——0(q)jl) Gi;q quS.“Gjﬁ,-ij , G

¥ Tiis’ e

*G,;,»)- By the easy going Lemma

igig "

with j=r appears. The (£, £')-technique for the pair (@, (7, q) G,, G,;, D1-o
(0, 71), Giy Gujy Giyr_r Grjyr,,) 1s used and we get

E((5.28))
SE(®o(j1, t3) Pi-o(j1r Ja) G1I3, 2| p'] Gigi‘ Gi,is"‘) .
By Lemma 3.10 we get
(5.29) E(SUM Y (5)) < C m*(log m)? (mP|C'\)*+t F2 A\ m~2F
We can let §—0.
We study ((Y(6)). The following inequality is very useful.

(530) ’ng h dm} S||f”L£(dm)||g“Ltl(dm)“h”LE/,(dm)

for (&, &', £”) satisfying
EHE)HE) T =1, EE,8>0.
We examine the terms
(5.31) Ko @1-ofr, 1) @i-o(9s 1) Giyr Grig>*Giyg G
with i,=q, p=3, jy=r, p’'23.
Assume that p>4, p'>4. Then, we use inequality

(5.32) for dm= dw,dw,,

=K,y P1o(r; 1) P1-o(9: ju)

e=G, .G, G, .G,

ip-19 T @ipyr ip -1t T rip 4

h=G,G,,G,;,G

rizg “ j1q4 Y 4j3)
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where >0 and (&, &', £”) satisfying
(5.33) E>3, (1-0)E<3, &' =¢£"<3.
As a result we get
E((5.26)) S CE(Dq(i, j1) Pr-o(irs 13) P1-4(fis Ja)
XG[3,s|p] G/[3, 1)) -
By the easy going Lemma II we obtain
E(SUM (Y(6)) with p, p’ >4 in JI¥)
< C'(m’ /C'?\,)"” G2 N2 gy 2B+2e
for any £>0 letting §—0, £'—3.
We continue to study ((Y(6)). Assume that p=3, p'=3. Then, we use
(€, £')-technique for the pair (G7, ®@,_4(, %) ®1-4(q, /1), Giyy G,j, Gy Goi,) With
(E, ') satisfying (5.16) and we get
E((5.26))
SE(@(5, 1) Pr-o(tis J,) Pi-o(jss 1)
X Giu's"' XGj{jS...) .
By the easy going Lemma II we get
E(SUM (Y(6)) with p, p" = 3 in J1®)
SC(mﬂ/C’x)s+t g;'z x9/2 m—2ﬂ+2!
for any £>0. We have similar estimates for other cases. Thus,
E(SUM (Y (6))) < C’'(mP[C" N)s*+t F2 \2 2842
Summing up the above facts we get
(5.34) E(SUM (Y(1)))
<C mze(mp/cl x)sﬂ(xt ml—25+x9/2 m—zp) g2
for any £€>0.
We make a comment on the terms of the type (Y(2)). Without loss of
generalities we assume that 7,=7, j,#q. We examine the terms
qu q)l—o(r) z1) Gilr Gn's
D,-o(0, 1) GiriyGiy_1a Goiy oy
with 7,=g¢, ju=7. In any case we can apply (§, &), (, &', £”)-techniques and we
get the same bound for E(SUM (Y (2))) as E(SUM (Y (1))).

We study the terms of type (Y(3)). We can use the techniques developed
above and we get a same bound for E(SUM (Y (3)) as E(SUM (Y (1))). There-

fore,
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(5.35)  E(SUM J19) < C m® F(mP|C’ N) H(\* m' 2P+ 0S2 m~2F) .

Part 3=Estimation of JI®. Terms in JI® up o factor (log m)® m*® F* are
represented as (5.36)=K,, @,_(7, ;) ®,_¢(q, j1) G;; with i,=7, i,=q, ju=q. We
have two cases.

X@): =4
X(2): v=>2,1,=4q.

First we consider the case (X(1)). We have (X(1))=(X(3))+(X(4)), where
XQ3): =7
X@4): i,=7r for p>3.
For the case ((X(3)) we put §>0 as §~0. We have
[ Kot Gy @1 ,0) Gy o, | <O (0120, 4,7
Then, we use the Schwartz inequality for the pair (®y(7/20, ¢,135) Gy;, Gy g
G,; ., and we get
E((5.36))
KON D009 E(Dy(is, ;) G,
X Giyiy @up -1 Jyr+1) Giryjt) «

‘G, i,
By the easy going Lemma IT we get
E(SUM (X(3))) < C m*(m®|C" \)*+* G2 A3m~P
for any £€>0 observing the fact that the number of distinct indices is at most
(mﬂ)s-H—l.
For the case (X(4)) we put §>0. We use the (&, &', £’)-technique for the
triple

((I),_o(f, '1)1/3quz quv q)l—ﬂ(ra q)lla Gfp-lf G’ip+1 ’
(Dl—O(r’ 9)1/3 Gjp/—lll qup'ﬂ)
with (£, ', £”) satisfying (5.30) on the measure dw, dw, and we get
E((5.36) SCA™ B(®y_o(in j2) G1[2, p15] GJ[1, p'12])
for any &'>0 letting £—3, £'=£"—3, p—0. Thus,
E(SUM (X (4))) < C m#*(m#|C' N F2 Xom*

for any £>0. Therefore E(SUM (X(1))) has the same bound.
Next we study (X(2)). We examine the case q& (2,1, 7,+1). We have

rip+1

{S K, @14, i) G,,_, Gy, du,
SNV D, 1) Py joFy-1s Tp4r)
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by the Schwartz inequality. Then, we use (&, &', £/)-technique for the triple
(@o(q> 1) @1-6(9> 11)s Giy_yq Goiysr» Giy_g Gjp,,) o0 the measure dw,. Thus,

E((5.36))
S CNVEE(®(1), 11) Gy Pop(fy-1y y1)  Pipalp-15 1p1)
X Gy[Lp'|1]).

By the easy going Lemma II we get the same bound for E(SUM (X(2)), 9€
(Ty-1, Tp41)) as E(SUM (X(1))). For the case g&(i,,1,+;) We get the same

result.
Summing up the above facts we get

(5.37) E(SUM 1)< C m* FHmP|C' L) NP m™P .
Summing up (5.25), (5.35) and (5.37) we get
E( ‘? NOY K m**(mP|C' N)** F? P(\, m) ,
where
P\, m) = M m B\ m B A NI m P
We proved Proposition 4.7.
Proof of Proposition 4.6. We have
(LY <F* w33 @, o(r, i) Puo(rs 1) G1 G -
We examine the term

(pl—o(r’ il) Giliz'”Gip_lf Gn'p.}.l.“G
X ®y—o(1,72) Gt Gy Goiyrarr-Gis i

is-1is

By using the (&, &', £”)-technique with (5.30) for the triple

(D1-4(r, 1) Py_o(7, 1), Gi,_,r Gn'pﬂ: Gi,/_lr G,j,,'ﬂ)
we get

E(®,_o(r, 1,) @y-6(7, 1) G11)
<CE(®,-p(ins 1) Gil1, p1s] GJ[1, p"|5]) -
when #,# 5. When i,=j,, we take §>1/2 as close as 1/2. Then,
E(®,_o(r, %) G;))<CE(G/[1, p|s] G,[1, p"|s]) .

Thus, by the easy going Lemma II we get

E( 33 (I <m FYmP|C' N (Nom~ B+ \tm~28+Y)
for any £€>0 letting 6—0 and £—3, p—0, 6—1/2.
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Proof of Proposition 4.8. We know (5.12). Thus, we have to get a bound
for 21 I; K,, to estimate >3 12 T} K,,. We see that

'i“ <Fm ; D,_4(q, 1) Gi,iz'“Gi,_,q qu,,...,"'
The term
(5.38) K,, @, 4q,%4) G,
is classified as (1), (it).
1): rel
(i1): rel.

First we consider the case (). We put §=0. Then, by the Schwartz ine-
quality for the pair (K,, ®,_¢(¢, %)), G;,_,; G,i,,,) on the measure dw, implies

qip+1
(5.39) E((5.38))
SCpH E(D(r,1,) Gi,iz’ : 'q)llz(,ip—h ip+1)’ =)
<C'(CAY.
Next we consider the case (ii). Using |®,(7, ;)| < C we get
(5.40) E((5.38))<C/(CA Y@ |
Summing up (5.12), (5.39), (5.40) we get
E(2I'I;K,,)

< Cm®(mP|C' ) (mPHA¥?) (m~Y(log m)* N2 F || f1].. .
We get Proposition 4.8.

Proof of Proposition 4.9. We have
IS IEK,,| <C(SW4+8O+ SO L SW),

where

N =, (log m)* m?’~0 K, Driolr, 1) ©1_6/(4> J1) G1s
&) il

SO = (the same term as above)
vy e

SO = (the same term as above)
&y

S = (the same term as above) .
reiier

Part 1=Estimation of S®. Terms in S® up to factor (log m)!m® 0 F*
are represented as

(5.41) K,y @iro(r, 1) Gt ®yoo(95 1) Giriy Giyrya Gaipran
For these indices we take §<<1 and 8’=0. We use (£, £’)-technique for the pair
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(KHE D, o, 1) Py_o/g, j.), K1 Gy 1-1a Gaiyr, ) With (5.16) on the measure dw, dw,
and we get
E((541)) <CA ™ E(®y(iy, i) G GyI1, p'|£])
for any £€>0 letting §—1, £-3/2, p—0. By the easy going Lemma II we get
E(SUM S®) <m®(mP|C' )+t F2mP~1 02,
Part 2=Estimation of S®. Terms in S® up to (log m)*m* 0 F? are
represented as
(5'42) qu (I)1+o(r, il) <1>1-o'(q, ]1) GG,
with i,=g, j,,=g, ju=7. There are six cases.
DO): i=gji=rj=1
(D(Z)) L=q¢hL="jy=(q (”23)
(DE): i=pjy=7 (#'22)
D) i *Fgj=7j=¢g
(DO): d*+Fgh=r5*¢
(D(6)): 4 *+¢,j, *+ 7.
First we consider the case (D(1)). We put #=0, §’>0 in this case. Then,
the term
qu q)1+0(r) q) quz“‘q)n—o'(‘l» r) Grq qua'"
is estimated. We have

'S qu (D1+0(r’ ‘I) ‘I’l—a'(% 1’) Grq Jwr SC .

Thus,

E((542))<E(G,,+Gyjyr ) S C/(CATH)H3,
Therefore,
(5:43) E(SUM (D (1)) <m*(m?|C' M)+ F* A3 m~P
for any €>0.

We consider the case (D(2)). We put =0, §’>0 for these indices.
Integration by the measure dw, implies

(5.44) E((SA2)<E(Guiy - Po(:72)Giyr_ya Gojp i) -
We use (&, £')-technique for (5.44) and we get

E((5.42)<\72 E(®@o(in, fs) G2, 9" 11] Gy -
Therefore, we get
(5.45) E(SUM ((D(2))) <m®(mP[C' N+ F? Nom~P

for any £>0.
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We study the case ((D(3)). We take §=1 and 0’>0 for these indices. By
(€, &')-technique for the pair (®,.4(7, q), G G,, .. on the measure dw, and
we get

Jp—rr Trjpt1

E((5.42)<E(®,-(9: 1) Gi[1, »18] Gy Gigiy++) -

Note thai j,y=gq for p'>2,p'v. We use (£, £')-technique with (5.16) on the
measure dw, and we see that E((5.42)) does not exceed

E(@q(iz, 1) GigiyGy[1, v, p'12])
where G,[1, », p’|?] is given by
Gi,iz"'¢1—3(jv~1:]v+1)"'cpl-p(jp’—hjp’ﬂ)"'Gj,_li, )
if p’>p+1 and
Gjl.iz.“®l—;(jv—-l:jv+2)'“Gf[-1f{ ’
if p’=v+1, ... Here p and p—0 as £—>3/2, '—0. Therefore,
E(SUM (D(3))) <m*(mP|C’' N)*+t F2 A *m~P~!
for any £>0.
We consider the case (D(4)). We examine the term
qu ¢1+0(7J il)“'Giy_lq qu\..n'“
X @1_0’, (q, r) G'q qua"' .
We have

[ Koo @raalr, ) @10, 7) Gy dv, | <CAg, 7).

Therefore,
E(542)<E(G

Therefore, we get

iriz"’ 'Giv-lq quv+1' ' 'CI)O(Z.I: Q) qua' ) ) .
E(SUM (D (4))) <m?(mP|C’ \)** F* AomP

for any £€>0.
Let us examine the case (D (5)). We have

| Kot @11ar, i) @, 00,7) G, , o,
SONTA®(g, iy) Pipo(g, i) -

Then, we employ (&, &/, E")-technique for the triple (D(q, %) D14, 13) Giy_1q
G Gi;_ 4 Gujyy,) and we get

E((5:42)) <A+ E(Dy(i, o) Gi[1, v15] G/[2,p'11]) -
Thus, we get E(SUM (D (5))) <m®(mP|C’ \)*** F2 \°m~P.

qiy+1?
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Finally we study the case ((D(6)). We use (&, £')-technique for the pair
(K,q @146(1, 1), Gj,_,r Griy,,) OD the measure dw, and we see that E((5.42)) does
not exceed

A~ E(@4(g, i) Gy Dy, ) G, 1)

Then, we use (&, &', £”’)-technique for the triple (®y(g, &) D1-¢/(¢, /1)> Giy_1a Gaivar
g-factor in G,[1, w|t]) and we get

E(SUM (D(6))) <m**(mP|C" N+ F2 A°m~P .
Summing up the above facts we get
E(SUM S®)<m?*(mP|C’ A+t FA (AN m B+ \"*mB").

Part 3=Estimation of S®. Terms in S® up to factor (log m)‘m®=¢" F?
are represented as

(546) qu CDH-O(r) ll) GI q’l-a’(q, Jl) G]
with 7,=¢q,j,,=q (p'=2). Note that &£ /. We have two cases.
TA): a=*gq

T@): u=¢
First we study the case (T'(1)). We take §=1, ’>0. Since 7€ J, we have

E((5.46)) <AV E®y(g, iy) P1-o/(9, J1) G1y) -
By (£, &', £”)-technique for the triple
(o9, 1) Pr-e(9 11)» Gip—m Gﬂi»+1’ G.ip'-xq qup’ﬁ)
we get
E((5.46))
SNV E(®@(i, 51) GH[1, p1s] G4[1, p11]) -
Thus,
E(SUM (T'(1))) <m*(m®|C"N)*** F* N'm ™!

for any €>0 letting §'—0.
We study the case (I'(2)). We have terms of the form

qu CDH»O(” Q) qug' "Ql-o’(q’ ]1) G]
with j,,=q (p'>2). We put §=1, §'>0. We see that
| Koo @ussr, @), | <A
Thus, E((5.46)) does not exceed

A2 E(@y-6/(9, 1) Gr Goip++)
KON E(Dy(iz, 1) Go[1, 18] Gigi) -
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Here we used (&, £')-technique. Therefore, we get the same bound for E(SUM
(T'(2))) as E(SUM (I'(1))). Summing up these facts we see

E(SUM S@)<m?(mP|C’ N+ F> \m™" .

Part 4=Estimation of S®. Terms in §® up to factor (log m)'m®~% F* are
represented as

(5'47) Kfq (Dl+0(r: z1) ‘Dl—o’(q, ]1) GI GI
with j,=r7, jy=¢ (p'>2). We have two cases.
(A =7

AQ@): jy=71 (@22)
We study the case (A(1)). For this case we examine the term K,, ®,.4(7, 7;)
D,.9(q,7) G,,»-. We have two subcases (A(3)), (A(4)) of (A(1)).
(AQ): j.=¢
AM@): jy=4q (@23)
We consider the case (A(3)). Then,

iz Aw, dw,

[ Koo @il i) @1-0(0,1) G0 G
SCACO B, ).
Thus, E(SUM (A(3))) <m®*(mP|C’ \)*+* F2 A\?m™! putting =1, §'=0. We con-
sider the case (A(4)). We put 61, 8’>0. By (&, &')-technique for the pair
(qu CI)HO(r: il)f q)l—O’(q’ r) Grjg)
on the measure dw, we obtain
E((5A7)<CE(®y(q, i) Gy P1-p(9, J2) Gigsy*+*) -

Here j,=¢q. Thus, we get the same bound for E(SUM (A(4))) as E(SUM
(A(3))). Therefore,

E(SUM (A(1))) < m?*(mP|C’ N)™+ F* n2m™* .

The same estimate for E(SUM (A(2))) is given which is left to the readers as an
exercise.

ConcLusioN. We get
(548) E(SUM SW4 8P4 8@ SW)
S<m®(mP[C' N)*H FHmP P A2 NS P NP m B AT
Therefore, we get Proposition 4.9.
Proof of Proposition 4.10. We have
max, H(Z7(Xuf)) (%) | <M F Dmey Gromn -
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We have
E( S Grom) <(CATH)™HmP)m"
We can take sufficiently large T to get the desired result.

6. Summary of the techniques developed in 5

Calculation of multiple product of Green’s function in this note is closely
related to calculus using Feynman diagram in physist’s literature. See for ex-
ample Zaiman [14].

The author here makes a comment on distinction between our calculation
and physicist’s calculation. The large distinction between them lies in the fol-
lowing point. We use 6, §'-parameters as in the proof of Propositions 4.5, 4.7,
4.9. Parameters of such kind, which correspond to management and modera-
tion of accumulated singularity of Green’s function, can not be seen in phy-
sicist’s literature as far as the author knows. The usage of these parameters is
a very delicate mathematical technique. Without it we can not make any rigorous
mathematical argument when we want to show the important result (Theorem
7). The author thinks that this tehcnique developed in §5 will be a fundamental
technique for a variety of problems concerning random media with many random-
ly distributed obstacles. The author also thinks that (&, &), (&, &, £”/)-techniques
will be useful for other problems.

7. Facts which are used to prove Theorem 4

We assume that w(m) satisfies O,(m). We consider &(s) given by
(7.1) 80 = | , (26 w,) Gy dr.
Then, ||H,m fll2,.0 does not exceed
(log m) (IGLLI14 w0+ 23 7 B(s) 92
Here we used the inequality with
N N
(X a)<N(Xa)

with N=(log m)?. Note that G;,=1 when s=1.
We have the following Propositions 7.1, 7.2 which are proved in the section
8. And we easily see that Theorem 4 follow from Propositions 7.1, 7.2.

Proposition 7.1. Fix €>0. Then, there exists T >1 and C'>0 such that
P(B(s)<C'(mPICA)*m* 2,,, hold for any 1<s<(log m)*)>1—m"*.

Here 2, ,=m ' PAA-m 2 n+m~ CDB-2)\T2 4 gnB-SNZ(ZM2 g~ GIOBAS =B \2),

Proposition 7.2. Fix any €>0. Then,
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PGSl <Cm** B2 F  for any feL™)>1—m™".

8. Proof of Propositions 7.1, 7.2

We have the following

Lemma 8.1. Assume that w(m) satisfies O,(m). Then,
(8.1) max 5,,0 G (x, w,)? dx< C m™'(log m)"
holds for a constant C independent of m.

Proof. See Lemma 12 in Ozawa [9] observing (8.1)=U3% in [9].

Lemma 8.2. Assume that w(m) satisfies O,(m). We put H,={x; |w,—x|
>4m=f3} . Then,

max S v G w) de<Cm®(log m)®
«’ NH;

holds for a constant C independent of m.

Proof. We modify the proof of Ozawa [9; Lemma 12]. Note that we
have only to estimate

209 G(w,,x)* (4am™(log m)y’
in [9; 351 p].
Lemma 8.3. Assume that w(m) satisfies O,(m). Then,

(8.2) G(x, w;) G(x, w;) dx

Su"’n (H;NHj)
< C m®9%log m)® D(\[4, w;, w)) .

Proof. Note that G(x, w;)G(x, w,)<-C®o(M/4, w;, w;) X G*(x, w;; A[4) G*
(x, w;; A/4). Here G*(x,y;n/4) is the Green function of —A+(A/4) in R
Therefore (8.2) does not exceed
Dy(N/4, w;, w;) max g o G*(x, w;; A|4)? dx
i o’ NHi
by L? inequality. Then, the proof of Lemma 8.3 is reduced to the proof of

similar inequality in Lemma 8.2. We have the desired result.

Lemma 8.4. Assume that w(m) satisfies Oy(m). Then,
(8.3) Sas' Gl w) dx<Cm~¥(log mp.
Here B! is the ball of radius 4m=P/° with the center w,.

Proof. Note that

(log m)2

U~ {x; |x—w,| <C'm(log my}
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covers w°. Therefore we get (8.3) observing
; <C”"m™(l ‘.
Slx—w'ISC m~1(1og m)? G(w” x) desCm ( 8 m)
Now we are in a line to prove Proposition 7.1. We devide &(s) into some
terms. We put

P, = S.,v G(x, ) G(x, w;) dx .

Then, @(s)z——lz P, . G;;=F,+ F,+F,, where
s

171
F, = ?’_,J‘_(’" PGy, k=123.

Here the indices 7, J in 33® satisfies the following subset of I, J: When k=1,
i=jf,. When k=2, ii%j, |w,—w; | <Im™P3  When k=3, i*j, |w,—w,
>9m=B,

We have the following Lemmas 8.5, 8.6.
Lemma 8.5. Fix £>0. Then,
P(F,<C'm* "B NXmP|CNY*  holds for 2<s<(log m)?)
>1—m™®.
Proof. We assume that w(s) satisfies Oy(m). Then,

71—

P, ; <max P,;<Cm™'(log m)*

by Lemma 8.1. Therefore we get
F,<Cm™(log m)* 33 E(G,,) .
By Lemma 3.7 we get the desired result.

Lemma 8.6. Fix €>0. Then, a similar estimate as in Lemma 8.5 holds
for F,.

Proof. We have to estimate

(84) 1; Gl! XD,-,' ’

ik
where D;;={(w,, w;,); |w;,—w;, | <Im™#3} and X, ; is the characteristic func-
tion of the set D;.

First we treat the sum of all terms L, in (8.4) where I and J in (8.4) have at
least 1-intersection. Then, E(L,)<C'(mP/CA)* m™# A% Next we treat the sum
of all terms L, in (8.4) whose indices / and J have no intersection. Then, E(L,)
<(mP|CN)* N*|D;;|. We have |D,;|<Cm ™. Summing up these facts we get
the desired result.

We consider ;. We devide P;

iy iNto two parts. We put K, ; =B{/UBj/

11
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and
P®H, = Svm G, wy) G(x, wy,) d,
k=0, 1, where Upy=w°NK, ;, Uy=0\K;
F,= I PO G,y

$1

Fy,= P Gy, .

We put

11’

We have the following
Lemma 8.7. Fix €>0. Then,
P(F,<C'm*(m 2 N+m~CIPB-2 312 polds
for 2<s<(logm)®)>1—m=®.

Proof. Let G*(x,y; A/4) be the Green function of —A-+4(A\/4) in R3. We
consider P{% when |w;, —w; |>9 m 3 By Lemma 8.4 we get

(8.5) P, <C G¥{wy, w5 04) max SB{.’n,.,o G(, w,) dx
<C'm~*(log m)* G*(w, , w; ; M4) .
Here we have used the fact that

max G(x, 0;,)< C4G*w,, w; ; M4) .

xer;
Now F,< F4-+ F,+ Fy, where
Fk = 2(") ng?r'l GI] ’

k=6,7,8. Here the indices J, J in 31® rua over all I, J satisfying |w, —w; | >
9m~P 4% j, and 7, and j, are both single. The indices I, J in 31® (30®, re-
spectively) run over all I, J satisfying |w, —w; | >9 m 3 and exactly one of i,
and j, has a pair (both 7, and j, have a partner, respectively).

By (8.5) and Lemma 3.8 (case (1)) we get

E(F))<C'm™*(log m)® 33 (CA 1)1~ W2a(mP)2s—a
>0
SC'(mPICN m 2 .

It should be noticed that G*(w;,, w;,, A/4) is not equal to G, ;. However the
estimate is quite similar to the case G, ;. By (8.5) and Lemma 3.8 (case (2))
we get the same estimates of F(F,) as in E(F;). We have

F,<C'm 2@ (log m)* 21® G, ,

since |w; —w; |>9m™? in this case. In this case I and J have at least 2-
intersections. Thus, we get

P(3® G,y <Cm* B N mP|CAYP)>1—m™*
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using Lemma 3.7. Summing up these facts we get the estimate of F;. We
proved Lemma 8.7.

Lemma 8.8. Fix §>0. Then,

P(Fy<mi*+E-S00\N2 | =GB \3) (mPB|C A)*
holds for any 2<s<(log m)*)>1—m"*.

Proof. We assume that w(m) satisfies Oy(m). By Lemma 8.3 we have P{);
<Cm®92(log m)® Dy(N[8, w,, w;). We know that Do(N/4, w;, w;)<C' A2
P,(0/16, w; , w;). Thus,

(8.6) F;<C'(log m)Pm®92 )\~ 2O @, G, .
Note that ®, has a similar form as G, ;. Recall that |w, —w; |>9 m™#%. We
know that 3} ®, G,; in (8.6) is divided into three parts. >3®, 31™ S1® in the

proof of Lemma 8.7. We can apply the similar argument as in the proof of
lemma 8.7 to the sum in (8.6) and we get the desired result.

Summing up Lemmas 8.5, 8.6, 8.7, 8.8 we get the following
Lemma 8.9. Fix §>0. Then,
P(B(s)<m® v, \(mP|CN\)*
holds for any 2<s<(log my*)>1—m"*,
where v,, ) 15
m1B N2 NGB )\ W) gy BS)2(\M2 gy =5BI3 33 |
We have the following
Lemma 8.10. Fix £>0. Then,
P(®(1)<m p, (mP|CA=1—m",
where p, ,=m® (N +m P \?).
Proof. In this case G;;=1. Thus, we expand &(1) as
’2 P,-,-—i—LEI P;;.

iFj

We have
2P, <CmPY(log m)*.

We can devide X P;; as F¥++F§+F§+F¥. Here F¥ is the term which is ob-
3,7
i
tained by replacing G,; in F; by 1. For the case s=1 we have the same estimates
of F¥ and F¥ as in Lemma 8.5, 8.6. For F¥ we have F¥<F¥ and we get
E(F¥)<C'(mP|CAYm *(log m)® \ .
We have
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F¥<C'm®92(log m)® 3@ ®y(A/16, w;, ;)
i
which is estimated by Lemma 3.9. Thus,
P(F¥<m* (N2 +m B A2 mBD(mP|CA)) >1—m™®.
Summing up these facts we get the desired result.
Summing up Lemmas 8.9, 8.10 we get Proposition 7.1.

Proof of Proposition 7.2. We assume that ©,(m) holds. Then, &€ is
contained in

(log m)2
U {x; |x—w,| <Cm (log m)*} .

r=

Thus, |e| <CmP3log m)’>. We then get the desired result.

9. The Hilbert-Schmidt norm of H,(,—A’

We treat a modification of calculations presented in [9]. It is suggested by
Figari-Olrlandi-Teta [4].
We put Gy(%, y)=G(x, y),

Gl 9) = | Gl ) V(w) Gw, 3) dw,

s=1,2, . We put p(x, y; w(m)) as the integral kernel of the operator H(,—
A’. We want to calculate

(1) [ | e ys wmp vy Vi) aray

instead of estimating

(9.2) Sn S P, y; wm)f dx dy .

It is sufficient to calculate a bound for (9.1) to get an estimate of (9.2), since
Vec(Q), V>0 on Q,
We see that (9.1) is equal to

ﬂl‘

33 (— et njmy ™ Q(s, 1),

where Q(s, t) is defined by

03) | Gureralm %) V(w) dx
—n 50 || Gural, w,) Grio G(wi, 3) V() dy
—nt J, 20 SQ Girn(y, wi) Groy G(wi,, y) V(y) dy
+nm D IZJ} Go(w;, w;,) Goy(w;,, wi,) Greoy Gren
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for 5s,t>2. We have the same formula for s, #>1 using the notational conven-
tions G;;y=1, Here we used the fact that the indices 7, -+, %, j;, **+, J; In X¢y),
> run over self-avoiding sum.

We have

(94) E(Q(s, ) = (Jore—J: J0) SD Gorrrn(, x) V(x) dx
+n7 6 E(* Gy (w;y, ;) Geo(wi,, ;) Gry) -

Here >7* is the sum of terms whose indices /, J have at least one intersection.
We know that J,,,—J, Jy=—st m™P+4-.-=0O((log m)*m~F). 'Thus, the first term
in the right hand side of (9.4) does not exceed O((log m)*m=F(CA~Y)s**+W2), We

have

(95)  E(Go(wiy, w;) Go(w;, ;) Gir)
= E(G(wio’ wil) G(wi;’ wi:-}-l) G(wjo’ wll) G(wi[’ wil-(»-]) GIJ) *

Here the indices #, 2y, ***, Ze41, Jo» ***» Je+1 1D (9.5) satisfies jp=j, and 7,,,=j,;, and
it is of ¢+2 intersections when (7, ---, %) and (j,, ---,j;) have ¢ intersections.
Therefore, we see that

E(E*)S 3N (mp)’“""(C)\.")‘+‘+4‘(3/27(“+2)_(1/2)
< C'(mﬁ/C)\.)‘Hm_p 7\‘1 .

by Lemma 3.7.
Summing up these facts we get E(9.2))<Cm™PA!. We complete our

proof of Theorem 5.

10. Proof of Theorem 6
Fix feIXQ). Put (H,,,—A')f=g. Then,
B8 V) = 3 (—4mp nfmy ™ E(R (5, 1)),
where R,(s, t) is given by
W 5] Gy, w,) Gus(GF) (w,) (6F) ()
17 3GV ) () GicolGF) (@,)
—nt S GG f) (w3 Gron(6F) ()
HLT GV L, f>.
Therefore, E(R (s, £)) is equal to

(10.1) (JoJ=Jt) GV G ™1 f, f>
T E(S* Gow, wj) G(Gf) (ws,) (GF) (4)) -
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Here >1* is the sum of terms whose indices I, J have at least one intersec-
tion. The first term in (10.1) is O((log m)*m=P(C\)~*~*"2|| f||3) observing J, J,—
Jo+:=0(m B(log m)). We know

IGS Il <C min A [ £l A7 I flls) -
We have

E(S* Gow,y ;) Guy)
< 2 (mﬁ)s+:-q(Cx—1)s+t+2-(3/2)(q+1)"(1/2)
S(mB|CA)Hm=B\2 .

Therefore, the second term in (10.1) does not exceed (mf/Cn\)** m™# min (A
LIS A2 A1)
Summing up these facts we get
E({g, Vgd)<min (m™®\ || fIIf, m™PA"2 || f]I2) .

We get the desired result.

11. Spectral properties 1

We want to deduce spectral properties of G,,. Let A (w(m)) (i=1, 2, 3)
and A$" be the j-th eigenvalue of the operators Gym (i=1), Hyom(E=2), Hym
(1=3), A(i=4).

By the spectral theory of operators applied to Theorems 3.5, (2.4), (2.5)
we see that the measure of the set w(m) satisfying (11.1), (11.2) and (11.3) tends
to 1 asm—oo. Here

(11.1) IX(eo(m))— NP (w(om) | <t e =514
(11.2) | AP (w(m)) — AP (w(m)) | <m?* A¥* U,
(11.3) IAP(w(m)) — AP | <m2e- @D \V2

Here we used Ew(m)_xas ﬁw(m) xa»:(l_xu) I?w(m) xw+ﬁw(m)(1_xw) and the fact
that the adjoint operator of ﬁw(,,,)(l—x,,) is equal to (1—X,) H,,, and

1S*l_oza@).Lxq)) = |IS|lorx@).Lx Q)

for S=H,(m(1—X.).

We put H(m)=m®E 44\ U, +m~P2 )2, If w(m) satisfies O,(m) we say
that w(m)€O,(m). We say that w(m)e H if w(im)sO,(m) and (11.1), (11.2) and
(11.3) holds for w(m).

Hereafter we assume that V'=|Q| . We consider the case A=TmP"\,
Then, A" (w(m))=(p;(w(m))+TmP~*)" and ANP=(u;(V; m)+TmP™*)"" with u;
(Vs m)y=p;+4map m*=1| Q|

Assume that w(m)eH. Then,



FLUCTUATION OF SPECTRA 59

(11.4) | 1 j(0(m))— (V' m)| < C; m5+2E=D G (m) .
Here C; may depend on j.
It is easy to check the following Lemma 11.1 observing
M2 G{(m) = m*E=D (B g B=10I8_ gy (B=5)/4) | 28~ 62
Lemma 11.1. There exists 6' >0 such that m*® g (m)=O(m‘H‘5") for
BE[1, 3/2) and m*®~) Y (m)=0 (m™*) for B[, 5/4).
As a corollary we get the following.

Proopsition 11.2. Fix B<(1, 3/2). Then, there exists 8(8)>0 such that
lim P(w(m); [0 (w0(m) (s +-4matp mP= @ )| <) = 1
holds for any €>0.
ReMARK: We can take 8§(Q) as (3/2)-5.

The following result is crucial to study fluctuation of u;(w(m)) around its
mean.

Proposition 11.3. Fix B<[1,5/4). Assume that u; is simple. Then, the
measure of the set w(m) satisfying

min (| g j(w(m))—pjna(w(m)|, | pje(m)—p;-,(w(m))[)>Co>0
tends to 1 as m tends to infinity.

Proof. Note that u;(V;m) is simple. Write wy(w(m)) as py(V; m)+(us
(w(m))—pa(V; m)).  If p(w(m))— pu(V; m)=o0(1) for any fixed &, then u;(w(m))
and p,(w(m)) are separated as m—>co. By (11.4) and Lemma 11.1 we see that
the measure of the set w(m) satisfying

| pa(eo(m))— py(V s m) | <m™5
tends to 1 as m tends to infinity.

Let 4r; 4 be the normalized eigenfunction of H,,, associated with A{®
(w(m)). Then, we have the following.

Proposition 11.4. Under the same assumption as in Proposition 11.3 we see
that the measure of the set w(m) satisfying

) wmy —@jll2 = O(m?E=D+e=@2 3 =114y — O (g ~5¢)
Proof. Fixj. By the eigenfunction expansion we have
(11.5) |(Houom—25") @513
= 3 @) AL [t 231
= (Husm—A") ;14O ((log m)Pm=2# x~?)
observing (2.5). By Theorem 6 we have
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(115)<C m*-B 12,

Since we assume SB&[1, 5/4) we see that there exists a constant ¢,>>0 such that
AP (w(m))— AP | >¢ym™*®=D holds for any k(k=j). which is a conclusion of
(11.4) and Proposition 11.3. Therefore,

k2=1 l<"1’lz,w(m)) ¢,>[2£C md(ﬂ—l)(ll‘S) .
k35

Thus,

llp; =< s.0m> P> Vj,utmlle = O (m*®=D mie= @12 2\ 71H4)
We get the desired result.

12. Spectral properties II

In this section we prove the following result which is a generalization of
Figari-Orlandi-Teta’s result for 3>1.

Theorem 12.1. Fix S<[1,3/2). The random variable
A(w(m)) = m'=®D (\P) @, (Hum—A") ;)12

tends in distribution to Gaussian random variable 11 ; of mean E(I1,;)=0 and vari-
ance E(I1%) in Theorem 1..

Proof of Theorem 12.1 is divided into two parts. The first part is the
following.

Proposition 12.2. We take sufficiently large T and we fix it. Then, the
random variable given by Uy(w(m))=m**(@,, (H ,my—A') ;)12 has mean E(Uy(+))
=0 and variance

E(Ux(-))
= —(4mpafm*®V(Ap;, VAp,))i=—(Ap; Ap;, VAp; Ap;)12)
+O0(L(m)),
where P (m)=m>"*#(log m)°+m“=(log m)®*+m™*(log m)®.

Proof. See Proposition 6 in [9] which is a generalization of the result in
Figari-Orlandi-Teta [4].

As a corollary we have the following.

Proposition 12.3. The random variable A (w(m)) have mean zero and vari-
ance

E(A-Y) = rap |01 (| o)t dx—1917)
+O((AS°)™'m* 7 D (m)) .
The second part of our proof of Theorem 12.1 is the following result. We put
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0,(+) = (4map) n™2 33 (@, (w f— [0 7).
Proposition 12.4. We have
E(A(-) 8,(+))
— (4map) |21 (1917~ _ (a0} dw)+O (m~?(log m)") .
As a corollary we have
Proposition 12.5.
E((A(+)+0,(+))") = O(mP(log m)*+(N\§")™*m*™*F L(m)).
RemMARk. The right hand side of the above equation is O (m™?(log m)°+
m®=3%(log m)*+m?®-°—(log m)?).
Proof of Proposition 12.5. We have
E@(+)) = (rapf |21 7((|_g,(w)*ds—1917).
Thus, we get the desired result.

Proposition 12.6. Fix B<([1, 3/2). Then, the random variable A(-) tends
in distribution to Gaussian random variable 1] ; of Theorem 1.

Proof. We know that E((A(+)+0(+)))—0 for B<[1, 3/2). 'Thus, we get
the desired result.

Proof of Proposition 12.4. For the sake of simplicity we write @; as @ and
p;as p. We have E({p, (Hym—A') p»)=0. Thus, E(A(+)8,(+))=m'"®?
(A) ()14 (%),), where

(%), = (4map) n~? vz; E((@, Hymy 9) p(w,)?)
and
(#) = —(4map) 2 ST E((, A’ @) p(.)) -

There are two cases (i), (ii) in the indices I in H,, and ».
(1) ¢,=v for some & and 7, == v for other k==A.
(ii) ¢, -+, %, in I and v are all distinct.

We fix v. We write
(121) (¢7> fIw(m) ¢) = 21,v+22,v

where 3, , (33,45 respectively) represents sum of terms in the left hand side of
(12.1) whose indices i, -+, %, run over the case (i), ((ii), respectively). Put
E(p(+))=E,. Then,

(12.2), E(p(w,)? 23,4)
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= —(4map/m) (A +p)* E,
+(4maplm) (vt) 22|10 E(n—1)
T (4matp|mP(n+ ) O kIQ| 7 E(n— 1)+ (n—(k— 1)+ -+
Each term in (12.2),.comes from
(12.3) E(Go) (w,) GG ) (w;,) p(w,)) -
Note that the number of pairs such that the case (i) holds in (12.3) is k(n—1)--
(n—(k—1)). Therefore, we have (12.2),.

As a conclusion we get

(12.4) 2 (10.6),

(IOE m)2

E (— 47rap/m) ‘AFp) D 5| Q| "D mbs E,
£0(n™* 3 (bmapm)” (v )+ b )
= —4rap mP N+ p+4rap mP~1|Q| )2 E,+0(m ?+ (log m)°)
using A=Tm?"%,
Next we consider E(p(w,) (23,,v—(@, 4’ @))). It is easy to see that
(125) S E(p@) %) = 3 B, Gp) o))
+ 2 2( 47506P/m) (A p) P [Q]76D
><("—1) “(n—9) E(p(-))*
= mP E(p()) (p, Go)+m? 101 33 (—4warp mP /101 T
On the other hand

(126) 3 E(p@)i(p, A'p)) = 31 Elp(@.) (9, Go))

(lo8 m)2

ST (et w7 () 191 L B ().
Comparing the terms J,,, and J; in (12.5), (12.6), we have

(127) B E(@@) (Sin—(o 4'9)
= 4zap mP A+ p+4rap mP Q| )2 E(p(+)) |Q] !
+0 (m™***!(log m)')
noticing J,.,—J,=—m® s++O((log m)* m™?#). Notice that we used A=TmP".
Summing up (12.4) and (12.6) we get E(A(:)©;(:))=(4rap)’(—E+
21740 (m™?(log m)).
13. Fluctuation of spectra

We are now in a position to prove Theorem 1.
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Fix B<[1,13/9). By (11.1) and (11.2) we see that the measure of the set
w(m) satisfying
(13.1) [N (m))— AP (w(m)) | + [N (w (m))— N5 (w (m)) |
— o(m~®/2-6-D)
tends to 1 as m tends to infinity. The following result is a direct consequence
of Theorem 12.1 and which tells that
(AP (w(m)— A (w (m))) m=++EC2
has non trivial distribution as m tends to infinity.
Proposition 13.1. Fix B ([1,5/4). By &,(m we denote the random variable
- ODOP) (P (o)~ )
Then, &,y tends in distribution to Gaussian random variabole 1 ; of mean 0 and
variance E(I1%) in Theorem 1.

Proof. Note that B@<[1,5/4). Then, Proposition 11.3 holds. For the
sake of simplicity we write @; as @ and Y, ,m aS Yrum. We have

(13.2) A w (m) =) — (@, (Hum—A") @)
= (@, (Humy—A") 9) (@, Yam)zz—1)
+ (Vo2 (Hotm—A") 9)22 (#, Vtm)12 -
By Proposition 11.4 and Theorem 6 we see that the measure of the set w(m)

such that the first term in the right hand side of (13.2) does not exceed

(13.3) 3t (BI2) \ =14 y2e+2(B=1)=(B/2) 5 ~1/4

tends to 1 as m tends to infinity for any 6>0. We see that (13.3) does not exceed
m'~ /D=8 for some §>0 when B<[1, 5/4). And we know from Proposition 12.3
that (A (w(m))— ") m@P/D~1 has limit distribution as m tends to infinity. We
get Proposition 13.1 observing Proposition 12.3.

Summing up Proposition 13.1, (1.31) we get Theorem 1.

14. Comment

We consider the case V(x)=|Q|™%. If L* norm of the j th normalized
eigenfunction and the j+1 th or the j—1 th normalized eigenfunction are dis-
tinct, then we know that a phenomena of transition of fluctuation of spectre
occurs, that is, we do not have Theorem 1 for 8>2. See [11]. It is very
intersting to give complete statistical properties of u;(w(m)) for any B€E[1, 3).

15. On the previous literature of the author

In [9] there is a lack of terms of I} g in rearrangement of H,,,g.
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The formula (36) in [9] is not correct. Mistake lies in the same reason as
in important remark below Theorem 4 in the present paper. We can use
Hilbert-Schmidt norm to get the correct estimate which is given in section 8
of this note.

Appendix

Proof of Lemma 2.1. We will show that the measure of the set w(m) such
that ©,(m) does not hold is less than m™¥ for any N. If Oy (m) does not hold,
then there exists a ball of radius m~#* with center 5, €Q such that the number
of ie(l, -, mP) satisfying |w;—x,,| <2mP? exceeds (log m)®.. 'Then, there exists
a ball of radius m~P(log m)~* with center »¥ such that the number of i (1, -+, mP)
satisfying |w,—»¥| <m #3(log m)™* exceed C(log m)*~* for k>0. We used
Dirichlet’s Schbfachverfahren.

We count the probability such that w, (k=1, ---, M) for some i, -+, 1), are
in B(8; ) for some n=Q with §<1. It does not exceed (m?)(4z8/3|2])*™~V.
Thus, P(O,(m) does not hold)<(mP)"(C'm P (log m) V43M-D with M=
C(log m)*~%, if we take k=1/4.

Proof of Lemmas 3.4, 3.5, 3.6. Recall the notations in Lemma 3.2. In
general B, and B; may have an intersection. We put Cone(B,\B,)={y=0w,+
(1—0)x; x€0B\B;, 0<[0, 1]}. By a simple geometrical observation we see
that there exists a constant C independent of w,, w;, m such that |w,—w;|<
C dist(Cone(B,\B,), w;) holds. We see that the left hand side of (3.2) does not
exceed

Ce(a/m)tIG (-, w)llctw »
where F==Cone(B,\B;) and C!(F) denote the usual Holder space. Thus, we
get Lemma 3.6 for (3.2).

We want to show Lemma 3.6 for (3.3). Take r such that 8B,N0w=*¢.
Then, dist(w,, 8w N0Q)>(a/m). By a simple geometrical observation using
O,(m), we prove the following: Fix r and . Then, there exists a constant C'>1
independent of m, r, i such that we can take w*(r, ) 8w N 8L satisfying

dist(w,, w*(r, 7)) < C’(log m)? dist(w,, 0Q\B,)
diSt(wi’ *S'r,i)z((’w)“:l |‘wr—wi‘ ’
where
, = —_— * ] .
S,.; osE;Jg {0w,+(1—0) w*(r, 1)}
Take @(r) = 0Q\B, such that dist(w,, @(r))=dist(w,, 3Q\B,). Then,

(A'l) Iwr_w(r) I - G(wn wx’)
<C(log mp?|w,—w*(r, )| ' |G (w,, w;)— G (w*(r, 7), w;) |
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< C(log m)? (etfm)t | w,—w*(r, i) | "¢ x
|G (w,, w)—G(w*(r, 1), )| .

We see that
(A.2) G (-, wllctiser,in < C Ppag(M[4, w;, w,)
holds. By a simple observation on the boundary behaviour of Green’s function
we have
(A.3) max |S(x, w,)|dist(w,, @(r))<C.
€98, NYw
by (A.1), (A.2) and (A.3) we get Lemma 3.6 for (3.3).
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