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1. Introduction

In the mid-1980s Thurston showed that certain holomorphic dynamical systems
could be classified by purely topological data [3]. Specifically, let : P1 → P1 be
a rational map from the complex projective line to itself of degree > 1. By the
Riemann-Hurwitz formula, such a map has 2− 2 critical points, counted with mul-
tiplicity. Letting denote the set of critical points, assume that thepostcritical set

=
⋃

>0
◦ ( ) is finite.

This classification takes the following form. Suppose more generally that is
an orientation-preserving branched covering of the two-sphere to itself. Then has a
postcritical set which we assume is finite. Given two such maps , we say
and areThurstonequivalent if there is a homeomorphismφ0 : ( 2 ) → ( 2 )
conjugating to up to isotopy relative to . Thurston then characterized those
branched coverings which are equivalent to rational maps. He also proved that, apart
from a precisely described set of exceptions known asintegral Latt̀es examples, that a
rational map is determined by its combinatorial class. Since then, this rigidity has been
employed to give, for example, combinatorial descriptionsof various parameter spaces
and combination procedures for rational maps, viewed as dynamical systems.

In practice, it can be difficult to determine when two explicitly given rational
maps, or more generally two branched coverings, are combinatorially equivalent. It
also of interest to consider similar notions of equivalence, where the postcritical set
is enlarged to include other points, remaining finite and forward-invariant.

Since the notion of combinatorial equivalence is given in terms of topological
data up to isotopy, it is tempting to formulate an algebraic notion of this equivalence,
so that one might reduce certain computations to purely algebraic problems, a realm
where invariants might be easier to define and compute.

Let = π1( 2 − ). In [4] Kameyama showed that associated to a degree
branched covering is a certain homomorphism

† : → ⋊ S

whereS is the symmetric group on letters, and obtained necessary and sufficient
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conditions in terms of †, † for and to be combinatorially equivalent.
In this work, we give a reformulation of Kameyama’s result byusing the classical

non-dynamical notion ofHurwitz equivalenceof planar coverings and elementary alge-
braic topology. The main result, Theorem 4.1, is essentially identical to Kameyama’s:
to , we associate a certain homomorphism

ρ̂ : → ⋊ S

and give necessary and sufficient conditions in terms of ˆρ , ρ̂ for and to be com-
binatorially equivalent. It seems highly probable that in fact † = ρ̂ .

In §2, we define Hurwitz and Thurston equivalence in a more general setting.
In §3, we define, after some algebraic preliminaries, the homomorphism ρ̂ . In §4, we
analyze the dependence of ˆρ and prove our main result.

Notation and conventions.
• Branched coverings are continuous and orientation-preserving.
• S : the symmetric group on a set .
• Let ≥ 1 be an integer. Ifϕ : → is a function, then the induced “diagonal”

map 7→ (ϕ( ) . . . ϕ( )) ∈ will be denotedϕ .

2. Branched covers

2.1. Branched covers. An orientation-preserving, continuous map :2 → 2

is a branched coveringif can be written in the form 7→ in local complex coordi-
nates. The integer is thelocal degreeof at the origin and is denoted deg( ).
Points where ≥ 1 are calledcritical points of ; their images arecritical values.

Fix 0, 1 ⊂ 2 with 1 finite and 0 ⊂ 1. Put

= 2 − = 1 2

DEFINITION 2.1. Let B( 1 0 ) denote the space of smooth branched covers
: 2 → 2 such that the critical points of lie in 1, deg( ) = , and 1 =
−1( 0).

2.2. Hurwitz, covering, and Thurston equivalence. Fix 0, 1, and ; write
B = B( 0 1 ). On B we consider three equivalence relations:
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DEFINITION 2.2. Let , ∈ B. Suppose there exist orientation-preserving homeo-
morphismsφ0 φ1 : 2→ 2 such thatφ ( ) = , = 1, 2 and

( 2
1)

φ1−−−−→ ( 2
1)

y
y

( 2
0) −−−−→

φ0

( 2
0)

commutes. Then we say , areHurwitz equivalent.
If φ0 = id we say , arecovering equivalent.
If φ0 andφ1 are isotopic through maps agreeing on0 we say , areThurston

equivalent. (In particular,φ1 sends 0 to 0, and the restrictionφ1| 0 agrees with
φ1| 0).

Thus,

covering eq. =⇒ Hurwitz eq.⇐= Thurston eq.

The converses, generally, fail to hold. Note that pre- and/or post-composing ∈ B by
homeomorphisms preserving0, 1 leaves the Hurwitz class unchanged.

2.3. Covering classification. The general theory of covering spaces and their
relation to fundamental groups (see e.g. [5]) implies that covering equivalence classes
of elements ofB are in one-to-one correspondence with conjugacy classes ofindex
subgroups ofπ1( 0 ·).

The correspondence is induced by the assignment

7→ ∗π1( 1 ·) = < π1( 0 ·)

followed by recording the conjugacy class of the image . Thus, the invariant clas-
sifying covering equivalence classes is completely algebraic in nature.

2.4. Monodromy and Hurwitz classification. Suppose ∈ B. The general
theory of covering spaces implies that the monodromy (right) action of π1( 0 0) on
the fiber −1( 0) obtained by lifting loops based at0 is isomorphic to theright reg-
ular action of on the set of cosets \ by right multiplication, where =

∗π1( 1 ˜ ), ˜ ∈ −1( ).
More precisely, choose coset representatives to write

= 1 ⊔ · · · ⊔

with 1 = 1 . Given ∈ and ∈ {1 . . . } there is a unique for which

=
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Therefore determines a permutationσ( ) ∈ S , and we write the image as =
σ( ). One finds readily that for , ′ ∈ , this satisfies σ( ′) = ( σ( )) σ( ′).

Thereforeσ( ) ∈ S satisfiesσ( ′) = σ( )σ( ′). Hence one has a representation
σ : → S . A different choice of coset representatives, indices, or conjugacy class of
subgroup changes this representation by postcomposition by an inner automorphism
of S . Write σ = σ .

An immediate consequence of the Hurwitz Classification Theorem for planar
branched covers (see e.g. [1]) is

Theorem 2.1. Two branched coverings , ∈ B are Hurwitz equivalent if and
only if there is a homeomorphismφ0 : ( 2

0) → ( 2
0) such thatσ = σ ◦ φ0∗ up

to inner automorphisms.

One may interpret this in the following way. The group of automorphisms of
π1( 0 ) generated by such mapsφ0∗ and by inner automorphisms acts on the set of
subgroups arising as images under induced homomorphisms∗ of planar, connected
coverings. The orbits under this action then classify the Hurwitz classes.

A priori the Hurwitz criterion is a mixture of topological and algebraic condi-
tions. However, if one presentsπ1( 0 ·) as e.g.

〈
1 . . . 0 |

∏
= 1
〉

where the
generator is freely homotopic in 0 to a simple oriented loop around ∈ 0,

= 1 . . . 0 = # 0, then there are algebraic conditions for an isomorphism on funda-
mental group to be induced by a homeomorphism; see ([7], Thm.5.7.1).1

3. Definition of ˆ

As before, fix 0, 1, and and writeB = B( 0 1 ). The main result of this
section is

Proposition 3.1. Given ∈ B, there is a natural induced homomorphism

ρ̂ : 0→ 0 ⋊ S

well-defined up to composition by inner automorphisms.

Composition of ˆρ with projection onto the second factor is just the Hurwitz
homomorphismσ . However, whereasσ depends only on the image group =

∗π1( 1 ·), the homomorphism ˆρ uses crucially themap ∗ and not merely its im-
age. This is unavoidable: by the proof of ([2]), Prop. 2.12),it is possible for a given
Hurwitz class to contain infinitely many maps in distinct Thurston classes.

1I am grateful to Ryan Budney for the timely provision of this reference.
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3.1. Algebraic preliminaries. We begin by refining the analysis of the right
regular representation in§2.4. We avoid the language of wreath products, and certain
conventions of notation which, although familiar to algebraists, might cause confusion
in other readers.

Let be any group and a subgroup of finite index . Fix a choice of coset
representatives{ } =1 of in . Given and ∈ , there is a unique element

( ) of such that

(1) = ( )

It is easily verified that

(2) ( ′ ) = ( ) ( ′ σ( ))

Thus one obtains a homomorphism

ρ : → ⋊ S < ⋊ S

where the product in the latter group is written

[( 1 2 . . . ) σ] · [( ′
1

′
2 . . . ′ ) σ′] = [( 1

′
1 σ 2

′
2 σ . . . ′

σ) σσ′]

In particular,

[( 1 . . . ) σ]−1 = [( −1
1 σ−1 . . .

−1
σ−1) σ

−1]

Given a different choice of coset representatives′ = ˆ , one has that the corre-
sponding homomorphismρ′ is given by

ρ′( ) = [( ˆ1 . . . ˆ ) 1S ] · ρ( ) · [( ˆ−1
1 . . . ˆ−1) 1S ]

i.e. differs fromρ by postcomposition by an inner automorphism of ⋊S in which
the projection toS of the conjugating element is trivial.

Suppose a conjugate ′ = −1 of is employed in the above construction.
Let : → be given by ( ) = −1 . Given coset representatives for \ ,
put ′ = ( ). If σ σ′ : → S are as above then one finds that as in§2.4,

(3) σ( ) = σ′( ( ))

Define as above ′( ) to be the unique element of ′ satisfying ′ = ′( ) σ′( ).
Applying the isomorphism to both sides of the defining equation (1) for the ’s

= ( ) σ
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yields, using the definition of the′s,

′ ( ) = ( ( )) ′
σ

Since the element ( ( )) lies in ′, by uniqueness we have

(4) ′( ( ) ) = ( ( ))

Using the definition ofρ′ we have using Equations (3), (4)

ρ′( ( )) = [( ′( ( ) 1) . . . ′( ( ) )) σ′( ( ))]
= [( ( ( 1)) . . . ( ( )) σ( )]
= [( −1 . . . −1) 1S ] · ρ( ) · [( . . . ) 1S ]

This may be summarized in the following diagram:

(5)

ρ−−−−→ ⋊ S
y

y [( ... ) 1]

−−−−→
ρ′

′ ⋊ S

Applying this to = −1( ) and then writing for yields

(6) ρ′( ) = [( −1 . . . −1) 1S ] · ρ( ) · ρ( ) · ρ( )−1 · [( . . . ) 1S ]

That is,

(7) ρ′ = ◦ ρ

where =ρ( )−1[( . . . ) 1S ] and the conjugation takes place in ⋊ S . Sum-
marizing still further:

(8) ρ = ρ′ up to inner automorphisms.

If � is any normal subgroup and : → \ is the projection then
composingρ with the homomorphism [( . . . ) idS ] : ⋊ S → ( \ ) ⋊ S
induces a homomorphismρ : → ( \ ) ⋊ S . Considering (5), if ′ = ( ) and

′ = ( ) then the induced isomorphism : \ → ′ \ ′ makes the diagram
below commute:

(9)

ρ−−−−→ ( \ ) ⋊ S
y

y[ idS ]

−−−−→
ρ′

( ′ \ ′) ⋊ S
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Equivalently,

(10) ρ′ = [ idS ] ◦ ρ ◦ −1

Summarizing still further:

(11) ρ′ = [ idS ] ◦ ρ up to inner automorphisms.

REMARK. The induced homomorphismρ arises from the right action of on the
cosets \ as follows. Write =

⊔
=1 and =

⊔
λ∈ λ. Define an action

of ( \ ) ⋊ S on the set of cosets \ by

(12) λ [( 1 . . . ) τ )] = λ τ

It is easily seen that this is a well-defined right action, andthat the induced homomor-
phism from ( \ ) ⋊S to the symmetric groupS \ is injective. Summarizing, the
usual right action of on the cosets \ induces a map → S \ which factors
throughρ, i.e. the diagram

(13)

ρ−−−−→ ( \ ) ⋊ S
id

y
y

−−−−→ S \

commutes. Thus

ker(ρ) =
⋂

∈

−1

the normal coreof in (see [6], §1.6). Conjugate groups , ′ yield the same
cores. Thus ker(ρ) depends only on the conjugacy class of , and one has since�

that

ker(ρ) =
⋂

=1

−1

3.2. Application to branched covers. Fix now ∈ 1, thought of as also ly-
ing in 0. Write = π1( ), = 1, 2, and letι∗ : 1→ 0 be the homomorphism
induced by the inclusionι : 1 → 0; note thatι∗ is surjective. Let 1 � 1 denote
the kernel ofι∗.

Fix ∈ B. We expand on the discussion at the start of§2.4. Recall that a choice
of homotopy class of pathα0 : ([0 1] 0 1) → ( 1 ( ) ) in 0 yields an isomor-
phism α0∗ : π1( 0 ( )) → π1( 0 ). (Here, we have used 1 = −1( 0), so that

( ) ∈ 0.) A pair α0, α′
0 of paths yields a pair of isomorphisms differing by an
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inner automorphism ofπ1( 0 ). Abusing notation, we write ∗ : 1 → 0 for the
composition of the map on fundamental groups induced by withα0∗. Thus ∗ and
its image = ∗( 1) < 0 are defined only up to postcomposition by an inner au-
tomorphism and conjugation, respectively. Put =∗( 1). Then � and the map

∗ induces an isomorphism∗ : 0→ \ since one has

(14)

1 −−−−→ 1 −−−−→ 1
ι∗−−−−→ 0 −−−−→ 1

y ∗

y ∗

y ∗

y
y

1 −−−−→ −−−−→ −−−−→ \ −−−−→ 1

The dependence is clear: if∈ 0 and ′
∗ = ◦ ∗ then

(15)
′

∗ = ◦ ∗

where = ( ).
We now apply the construction in the preceding section to obtain a homomor-

phism

ρ : 0→ ( \ ) ⋊ S

well-defined up to the kind of equivalence expressed in§2.1, Equations (10), (11). The
map ∗ : 0→ \ induces an isomorphism

[ ∗ idS ] : 0 ⋊ S → ( \ ) ⋊ S

By composingρ with the inverse of this map we obtain a homomorphism

ρ̂ : 0→ 0 ⋊ S

Equation (15) implies that the diagram

(16)

( \ ) ⋊ S [ ∗ idS ]←−−−−− 0 ⋊ S
[ idS )]

y
yid

( ′ \ ′) ⋊ S [
′
∗ idS ]←−−−−−− 0 ⋊ S

commutes. Concatenation of this diagram with the diagram in(9) proves Proposi-
tion 3.1

We note here some properties of the homomorphism ˆρ.
1. Composition of ˆρ with projection onto the th coordinate in the first factor of

0 ⋊ S (not a homomorphism) is surjective, since given any , , putting =
−1 makes ( ) = .
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2. The covering space of 1 corresponding to 1 � 1 is just the restriction 1 of
the universal covering 0 : 0→ 0 to the connected subspace1 = −1

0 ( 1) (see [5],
Prop. 11.1). Note that this covering is regular with deck group 1 \ 1, which is iso-
morphic via ι∗ to 0.
If ∈ B, the composition

◦ 1 : 1→ 0

is the covering corresponding to the conjugacy class of subgroup ∗( 1) = < 0.
Let { 1 . . . } be a fiber of above some point. Then each fiber−1

1 ( ) is the

orbit of a point under the deck group1 \ 1
ι∗≃ 0. The monodromy action of 0

on the fibers of ◦ 1 is imprimitive, since it preserves the blocks−1
1 ( ). The

discussion of monodromy in§2.4 and that at the end of§3.1 together then make this
observation manifest algebraically by showing that this action factors throughρ . Re-
calling that = ∗( 1), the map ∗ induced by identifies \ with 0. Thus,
the map ˆρ may be viewed as simply recording the fact that the monodromyaction of

0 on the fibers of ◦ 1 factors through 0 ⋊ S .

4. Dependence of f̂

As before, fix 0, 1, and and writeB = B( 0 1 ). Fix ∈ 1 and let
be as in the preceding section.

The main result of this section is

Theorem 4.1 (Thurston classification). Two elements , ∈ B are Thurston
equivalent via a pairφ0, φ1 if and only if up to inner automorphismŝρ ◦ φ0∗ =
[φ0∗ idS ] ◦ ρ̂ , i.e.

0
ρ̂−−−−→ 0 ⋊ S

φ0∗

y
y[φ0∗ idS ]

0 −−−−→
ρ̂ 0 ⋊ S

commutes.

An homeomorphismφ1 : ( 2
1) → ( 2

1), upon restricting to 1 = 2 − 1,
induces (by choice of a pathα1 as in §2.2) an induced mapφ1∗ : 1 → 1 whose
image is determined up to conjugacy in1.

Lemma 4.1. Supposeφ1 sends to itself, = 0, 1. Thenφ1∗ sends the normal
subgroup 1 = ker(ι∗) to itself.
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Proof. Let γ : ( 1 1)→ ( 1 ) represent an element of1. Then there is a ho-
motopy in 0 from γ to the constant map at . Sinceφ sends to itself, = 0, 1 it
sends 0 to itself. Hence composition of the homotopy withφ yields a homotopy in

0 of φ ◦ γ with the constant map atφ( ).

The lemma implies that there is an induced isomorphismφ1∗ : 0→ 0 since one
has

(17)

1 −−−−→ 1 −−−−→ 1
ι∗−−−−→ 0 −−−−→ 1

y φ1∗

y φ1∗

y φ1∗

y
y

1 −−−−→ 1 −−−−→ 1 −−−−→ 0 −−−−→ 1

Since the middle vertical map is determined only up to inner automorphisms of 1

(which preserve 1), the induced mapφ1∗ is determined only up to inner automor-
phisms of 0.

Lemma 4.2. Two maps , ∈ B are Thurston equivalent via a pairφ0, φ1 if
and only if 1. the diagram

1
φ1∗−−−−→ 1

∗

y
y ∗

0 −−−−→
φ0∗

0

commutes up to pre- and postcomposition by inner automorphisms, and 2. φ1∗ = φ0∗,
up to inner automorphisms. The three inner automorphisms are allowed to vary inde-
pendently.

Proof. Necessity is clear, by the preceding discussion.
To prove sufficiency, recall that two self-homeomorphisms of a surface (orientable,

homeomorphic to a compact surface minus a finite set of points) are isotopic if and
only if they induce the same map on fundamental group, up to inner automorphisms
(combine [7], Thms. 3.7.3 and 5.13.1). Supposeφ0, φ1 are orientation-preserving
homeomorphisms for which (1) and (2) hold. Condition (2) implies thatφ0 is isotopic
to φ1 through homeomorphisms agreeing on . Condition (1) impliesthat there ex-
ists a lift φ̃0 such thatφ0 ◦ = ◦ φ̃0. Passing to maps on fundamental groups, and
using the fact that ∗ is injective, we haveφ̃0∗ = −1

∗ ◦ φ0∗ ◦ ∗. By condition (2), this
in turn is φ1∗. So φ1 is isotopic toφ̃0 through maps agreeing on . Hence, (φ0 φ̃0)
is a pair of maps yielding a Thurston equivalence between and.
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Lemma 4.3. Two branched covers , are Hurwitz equivalent via a pairφ0, φ1

if and only if, up to inner automorphisms,[φ1∗ idS ] ◦ ρ̂ = ρ̂ ◦ φ0∗, i.e.

0
ρ̂−−−−→ 0 ⋊ S

φ0∗

y
y[φ1∗ idS ]

0 −−−−→
ρ̂ 0 ⋊ S

commutes.

Proof. It will be notationally convenient to put =′.
The sufficiency is clear: the assumption [φ1∗ idS ] ◦ ρ̂ = ρ̂ ′ ◦ φ0∗ implies σ =

σ ′ ◦ φ0∗, and therefore the hypothesis of Theorem 2.1 is satisfied.
To prove the necessity, arrange by suitable conjugations for the diagram

in Lemma 4.2 to commute. Let = ∗( 1), ′ = ′
∗( 1), = ∗( 1), and

′ = ′
∗( 1). Sinceφ1∗( 1) = 1 (Lemma 4.1) we have ′ = φ0∗( ). Thus there

is an induced map̂φ0∗ : \ → ′ \ ′ making the diagrams

(18)

φ0∗|−−−−→ ′

y
y ′

\ −−−−→
φ̂0∗

′ \ ′

and

(19)

0
φ1∗−−−−→ 0

∗

y
y ′

∗

\ −−−−→
φ̂0∗

′ \ ′

commute (erect diagram (17) on (14)).
Pick coset representatives of in0, and define coset representatives′ of

′ in 0 by ′ = φ0∗( ). Applying φ0∗ to the equation

= ( ) σ( )

substituting =φ−1
0∗ ( ), and then writing for yields

′ = φ0∗( (φ−1
0∗ ( ) )) ′

σ(φ−1
0∗ ( ))

= ′( ) ′
σ′( )

Thus by uniqueness and the definition of′( ) we have

′( ) = φ0∗ (φ−1
0∗ ( ) ) σ′( ) = σ ◦ φ−1

0∗ ( )
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It follows from the definitions ofρ, ρ′ that

(20) ρ′( ) = [φ0∗ idS ] ◦ ρ( ) ◦ φ−1
0∗ ( )

i.e. ρ′ ◦ φ0∗ = [φ0∗ idS ] ◦ ρ.
Equations (18), (19), and (20) show that

0
ρ−−−−→ ⋊ S [ id]−−−−→ ( \ ) ⋊ S [ ∗ id]←−−−− 0 ⋊ S

φ0∗

y [φ0∗ id]

y [φ̂0∗ id]

y [φ1∗ id]

y

0
ρ′

−−−−→ ′ ⋊ S [ ′ id]−−−−→ ( ′ \ ′) ⋊ S [ ′
∗ id]←−−−− 0 ⋊ S

commutes. Applying the definition of ˆρ, ρ̂′ as the composition from left to right of the
top and bottom, respectively, completes the proof.

Proof of Theorem 4.1. As before it is convenient to set′ = .
The necessity follows immediately from Lemmas 4.2 and 4.3.
We now prove sufficiency. The assumption ˆρ ′ ◦φ0∗ = [φ0∗ idS ] ◦ ρ̂ implies that

σ = σ ′ ◦ φ0∗. Theorem 2.1 then implies that there exists a homeomorphismφ1 for
which φ0, φ1 yields a Hurwitz equivalence between and′.

By Lemma 4.2 it is enough to showφ1∗ = φ0∗. Let ∈ 0 be arbitrary. Then by
surjectivity (see the note at the end of§3) there exists ∈ 0 such that

ρ̂( ) = [( . . .) ·]

Focusing just on the first coordinate in the0 factor, by hypothesis we have

ρ̂′ ◦ φ0∗( ) = [(φ0∗( ) . . .) ·]

and by Lemma 4.3 we have

ρ̂′ ◦ φ0∗( ) = [(φ1∗( ) . . .) ·]

Equating the two we haveφ0∗( ) = φ1∗( ) for all ∈ 0, and the theorem is proved.
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