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1. Introduction

Let X;,, Xi,--, X;,, be a random sample from the i-th population [7;
with the distribution function Fy(x) (i=1, 2, ---,¢), such that for non-
negative p; less than 1,

o+ rar =0
(1.1) Il::F(x)= ¢
0 x<0.
We consider to test the hypothesis H defined by
1.2) =F,=-.=F, or equivalently
(. b= b= =D, (= bo, say) and f, = f, == f,

in generalizing the two nonparametric tests due to Kruskal and Wallis
[4] and Bhapkar [2]. For this purpose we shall introduce new test
statistics in section 3 and 4 by using the concept of midrank as con-
sidered by Kruskal and Wallis [4] and Putter [6] and show that these
two test statistics with some suitable multipliers are distributed asymp
totically as X2_, under the hypothesis H. When c=2, these test statistics
coinside with the one treated in my previous paper [7] which is a generali-
zation of the Wilcoxon test. Finally we shall apply these tests to the
data of cleft-palate patients prov1ded by Dr. A. Takayori, Dental School,

Osaka University.

2. Preliminary

We shall make use of the result concerning the generalized U-
statistics stated in Bhapkar [2] and Lehmann [5]. Let ¢(x,,, =, %pm; s
Xorr's Xom,) be symmetric in each set of x;,, %, (1=1, 2,--+,¢) and put
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2.1) Uz_n—n_z 2(1)( s Xy 3+ 5 Xep0 s Xotmg)
G Gr)”
where X;, -, X,, are the independent observations from [/; (i=1, 2,---,¢)
and >)-->) means the sum of all possible pairs («,--,8) such that
% ‘B

1<a, <l <ap=n,,1=8,<<Bu,=n.. Then U is called a gener-
alized U statistic. Suppose that there are » generalized U statistics U
defined by ¢ as in (2.1) and that E{[¢* ]} <o (1=1, 2,:-+,7) and n;=p;N
(=1, 2,---,c) where p; is independent of N; Then it is well known that
the joint distribution of

2.2) VNLU®—EU®)],,VNLU”=E(U)]

is asymptotically normal with the mean vector 0 and the covariance
matrix 2 =(0y;) as N— oo, where o;; is given by

mEmd mPmP . .,
2.3) oij = 205 b+ R
1 c
andf.;"7, is the covariance of X, Xim5 3 Xoysoo, Xomed) and
Gb(j)(Xu,"',Xm,, Xll,a1+l’ ot le(J) Xq» 'YXcac’ Xc/,ac-l-ly ot cmc’)) with all
X;; and X/, for fixed ¢ being independent random varlables from [J;.

3. A generalization of Bhapkar’s test
If we put for i=1, 2,--+,¢

1 X;>Xj for any ].:1'—“1.

(3.1) $lX, e X,) = % X, == X,

0 otherwise

(3 2) U; = 2 Z (;b (Xml’ ot Xcmc) ’

R, %= @e=

then U; (:=1, 2,---,¢) are generahzed U statistics stated in section 2 and
E[¢¥]<oo. It is easily seen that

(3.3) g‘lU,-:l.

Lemma 1. [f the observations X; from [[; (i=1,2, ---,¢) are in-
dependent and the hypothesis (1.2) is true, then

(3.4) P(X;>X, for any j=i) = 1205
(4
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Proof. Since X,,---,X, are identically distributed, the events
E;:X;>X; for any j==i are equally probable and hence
KE) = +P([) E)

lP (at least one X; is positive among X,, X,, -, X,)
c

= La—p).
C

From lemma 1 we can get

(3.5) EU,) = % G =1,2,0c).

Using the results concerning the generalized U statistics in section 2,
we can conclude that the joint distribution of

(3. 6) vﬂUl—%),---,\/ﬁ(Uc—%)

is asymptotically normal with the mean vector 0 and the covariance
matrix 2 =(o;;) as N—>co where
(€29 ., H

3.7) ory = E1820, L Boli
Pl Pc

and &,."7. o (1 lies at the k-th place) is the covariance of ¢(X,, X,,--,X.)
and qu(X;.’ é""7Xk""9X£)-

Now we shall calculate ¢, 7., by considering the following three
cases,

(i) &.%".0 (1 lies at the i-th place)
= ((}D 0

= E[()bl(Xl’ Xz"">Xc)¢)1(X1’ Xé)rX;)]_-l;

c
= P(X1>X2,""Xc’ Xé)""Xé)
+ 1P, == X, = X == X, = 0)— L
c c
2c—1 ¢ ¢

_ (=1 1 ,2c1
e )
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(ii) & %" (1 lies neither at the i-th nor at the j-th place)
= §1(§'.2.?o
= EL4(X,, X, XIAX,y Xbyoor, XTI~
= P(X,>X,, X,,, X, and X5 >X,, X3,--,X?%)

+2PX, ==X, =0 and X;>X,, X4, X0)
c
s
C C
- [ [Rer] 201 — i) 1—pie-
S—m[ c—1 aF(x)+ cc—1) c
(by lemma 1)
_ 1_p§c—1
A(2c—1)

In a similar way we have

(iii) &,.%%.0 (1 lies at the i-th place and i=-j)
c—1

T (2c— 1)(1 —bY.

From (3.7) we can see

- 1—p§“1< ~1,08; ¢ c>
3.8 g =0 [ SV =+ it ).
&9 @1 \aFp, p pi oy

When p,=0, these results coincide with those in Bhapkar [2]. As he
remarked there, >Y.,0;;=0 and hence the covariance matrix
% =(043) jo1,2,..c is singular. Denoting the minor matrix (o;) jo; 2. o
of 3 by X,, we have

__ pH2e—1\c-1 [
(3.9) 13, = 1=20)

- 1 me-
@e=1)"py--p. &4

Thus the rank of ¥ is ¢—1.

In order to find out a test statistic, we may be able to use the
method in Bhapkar [2] of calculating 23?, but in this paper we shall
adopt another method based on the following lemma 2, which also pro-
vides another proof on Bhapkar’s test.

Lemma 2. Suppose that the distribution of the c-variate column
vector x is normal with the mean vector 0 and the covariance matrix X
of rank r (r<c). Then there exists a unique cXc matrvix A such that
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BA=0

(3.10)
A=I-B

where B is the projection of the c-dimensional euclidean vector space to
the eigenspace belonging to the eigenvalue zevo of 3. This A is symmetric
and x'Ax is distributed as XZ2.

Proof. Since Y is real and symmetric, the spectral resolution of X
is possible. So we can write ¥=«a,A4,+ -+ a, A, where «,,---,a, are the
different nonzero eigenvalue of ¥ and A; is the projection to the eigen-
space of eigenvalue «;, that is, A4;4;=0;;4;, A;=A; and I=A+--+
A+ A, (A,,,=B) for i=1, 2,---,s+1. If (3. 10) has two solutions 4, and
4,, then B(4,—4,)=0 and X (4,—4,)=0 which implies 4,=4,. On the

otherhand Azi:—l+---+% is a solution and hence it is unique and

1 s
symmetric. Since x’A;x (i=1, 2,--,s) are distributed independently as
X* with degrees of freedom being equal to the rank of A;, we can con-
clude that x’Ax is distributed as XZ.

ReMArRk. If ¥ is nonsingular, then B=0 and lemma 2 implies that
x’2'x is distributed as XZ.
In our case 3 is given by (3.8) and

1.1
B=|5.....C
1.1
\C’ ’C

Putting 4=(x;;), the equation (3.10) is equivalent to

i}x,-,- =0
(3.11)

c 1
Zo'ikxkj = 8:’]'—_
k=1 c

Xij = Xji
where o;, is given by (3.8). It is reduced to
1—pie? [c S\ Xp ] 1
3. ].2 ——— ——xi-— TRT :8,..—_.
(3.12) e2c—1) Lp; "7 & Pr e

Multiplying p; on both sides and summing up with respect to i, we get

S 2L ps ]

k=1 E a 1—P§c—1 4 2;=1 Pa
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which implies

2c—1 PP
(3.13) X = [ =L L]
Tl TS

1

Applying lemma 2 to the statistic X’ =V N <U1—7,---,Uc——%) , wWe can

see that
(3.14) 12c — [ S n(u- 2y - Zmn {zm(u D}]

is distributed asymptotically as X?_,. Further if we denote by p the
number of zeroes appearing in all observations X;; (j=1,-,n;;
i=1,2,---,c¢) divided by >Y.,#;, then p converges in prabability to p, as
N-—>o, Hence our result is unchanged if we substitute p for p, in
(3.14). Thus we can summerize

Theorem 1. If n;=p;N and U; is defined by (3.2), then under the
hypothesis (1.2) the statistic

@15) V=P S0 ) - B (v )]

is distributed asymptotically as X*_, when N—oo.

Since the expectation of U; under the hypothesis (1.2) is % as is

shown in (3.5), we can consider V., as a measure of deviation from the
hypothesis (1.2). So we can reject the hypothesis (1.2) when V_ _>¢,
where ¢, is a certain preassigned constant.

It is noted that when p=0, these results are reduced to Bhapkar’s
V-test in [2].

The statistic V, may be rewritten as

(3.16) Vv, = 12_0—;2}_—1 >0 (U~ O
where U=2w1n gﬂa ]

4. A generalization of Kruskal and Wallis’ test

Essentially the result in this section was already obtained by Kruskal
[3], but we shall show below the unified derivation based on the gener-
alized U statistics in accordance with Andrews [1].

Let us define for i=1, 2,--:,c
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(4.1) U=

E 2 ¢3(Xm1 % cm,_-)

BN, =1 d=1

where
(X, X,) = z: ”mS(Xw X:)——

1 X<Y
(4.2) XX, Y) = % X=Y
0 X>Y

and X;; (7=1, 2,---,n,;) are the observations from [/;. Then U; (i=1,--,¢)
are generalized U statistics stated in section 2 and E[¢}]<cc. Denoting
the sum of over-all ranks corresponding to the observations X;,,:::,X,;

by R; where the midrank (1+number of zeroes in X,-,-)X% are assigned

for the zero observation and putting R;=R;/n; we can easily see

(4.3) R".-—%} = n,U;

and also under the hypothesis (1.2)
(4.4)

From (2.2) we can conclude that the joint distribution of
(4.5) \/N“<Ul_l2&),...,\/ﬁ<(]c_ Epu)
2 ® 71 P1 @ #=C pc

is asymptotically normal with the mean vector 0 and the covariance
matrix ¥ =(o;;) as N—oo, where o;; is given by (3.7). After some
calculation we have

(i) &.%%".o (1 lies at the i-th place)
= B[ D lexx,, X) DL, X)| -1 ( 2Ly

@i P i w7 Py
= > LaPe (1 b, 1 173) (EP") (by lemma 1)
a7 B pi 3 a=i p;

_ 1-7} 2
1202 (Epw P:)
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3\ 2
(il) &0 (1 lies at the k-th place and k=i, j)= L -20)P

12p;p;
A3 c
(i) & %70 (1 lies at the j-th place and i-=j)= ~%<2pm—m)

Pi =1

and hence

1—p8, & (O & 1 )
4.6 i » LA P .
(4.6) oy = = (;p)(pg Zre

Since >)i., pio;;=0, the covariance matrix ¥ is singular. The deter-
minant of the minor matrix (oy;):,j=1.2,...c—1 for 2 is

1—'1'73 el 2c -3 14
.7) (552) " (g par—s L
12 &=t (PaesPey)’
and hence the rank of ¥ is ¢—1.
Applying lemma 2 to the covariance matrix ¥ in (4.6), we can see
that the projection B is given by

P1,  PiP3,ee, pipE

1
(4.8) B = St o pipY, p3 e, 303
a= @ escesrsesseeress st et

P?P%, prg""no:
and the equation (3. 10) is equivalent to
2P =0

1—?3(;”_} )(Zlm 1y xk-> — pips
T FPo pu | =e=tlay, . = STk _Bi.__w
12 \&= pi T pi i py T Xe-1ps

where A=(x;;). We can solve the equation (4.9) in the same way as
the equation (3.12) to get

(4.9)

12 pip3(Pi+P5) . PipI 2 5-1 P4
4.10) x;--—— Z[PSSi'— J 5 + J a Zw .
( T A LT St (e )
Remarking >Y:., p3(U;—E(U;))=0 in view of (4.3) and (4.4) and cal-
culating x’4x by lemma 2 where x’ and 4 are given by (4.5) and (4.10),
we can conclude the following theorem.

Theorem 2. If n;=p;N and R; is defined by (4.3), then under the
hypothesis (1.2) the statistic

_ 12 o R — 120 1)’
(4. 11) H:: (1_173)(2;:1 nw)z ,E—l n,(R, 2 >
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is distributed asymptotically as X%, when N— oo,

From (4.4) we can consider H, as a measure of deviation from the
hypothesis (1.2). So we can reject the hypothesis when H, >c, where
¢, is in certain preassigned constant.

5. Consistency and unbiasedness

Consistency of the above two tests against the translation type alter-
natives as stated in Sugiura [7] follows directly from lemma 4.2 in
Bhapkar [2]. But unbiasedness does not hold even in the simplest case
of ¢=2 and p,=0. Such an example is given in Sugiura [8].

6. Application

The following table shows the ratio of nasal/oral leakage at the time
of blowing for each one of 95 cleft-palate patients classified according
to their ages of receiving operation. We may consider that the smaller
is the ratio, the better is the result of operation.

age at
operation| 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.25, 0.46, 0.50, 0.55, 0.62, 0.75, 0.84, 1.00
1-3

4-6 0, 0, 0, 0.11, 0.22, 0.32, 0.36, 0.37, 0.39, 0.48, 0.66, 0.91, 1.28

0, 0,0, 0, 0, 0, 013, 0.27, 0.29, 0.39, 0.40, 0.66, 0.75, 0.81, 0.81, 0.84,

9 0.95, 1.06, 1.06, 1.17, 1.18, 1.25, 1.47, 1.67

10-15 0, 0, 0, 0, 0, 0, 0.02, 0.29, 0.55, 0.57, 0.63, 0.70, 1.06, 1.24, 1.24, 1.49,
1.50, 1.55, 2.13, 2.14

16— 0, 0, 0, 0.11, 0.32, 0.47, 0.58, 0.70, 0.81, 0.83, 0.86, 0.94, 1.01, 1.39,

1.39, 1.40, 1.44, 1.62, 1.85, 2.01, 2.50

From these data we want to test whether the ratioes among five
groups are significantly different. According to my previous paper [7],
there were a significant difference between two groups of operation age
at 1-3 and above 16. Now we shall calculate the statistic V, and H,
given by (3.15) and (4.11). In this case ¢=5 and p=27/95 and after
some numerical calculation, U; and R; given by (3.2) and (4.3) are

) n; U; R;

1 17 0.039 31.97
2 13 0.064 39.15
3 24 0.190 49.52
4 20 0.303 51.58
5 21 0.404 61.31
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where the midrank is used for the tied observations (nonzero). Hence
we have

V.=15.7, H, =128

Comparing these values with 9.49, the five per cent point of X;, we can
see that the ratioes among five groups are significantly different and
further the values of U; and R{i=1, 2,---,5) show that the younger are
the patients, the better are the results of operation.
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