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Abstract

Quark-hadron matter at finite temperature and density is studied using a two color
and two flavor (Polyakov loop extended) Nambu-Jona-Lasinio model with scalar
diquark channel. A hadronic effective Lagrangian is derived by bosonization of the
quark fields and renormalized using the Eguchi method. Although the bosoniza-
tion technique has been used only for mesons, we can apply the technique not
only for mesons (quark-antiquark) but also baryons (diquark) in two color scheme.
Since baryons construct a matter, the bosonization of diquark-baryons is important
to understand the behavior of the chiral symmetry in medium. We find the de-
rived Lagrangian can be identified as an extended linear sigma model with meson
and diquark-baryon fields. Hence our Lagrangian can describe both the quark and
hadron dynamics.

The derived hadron effective Lagrangian is applied to thermodynamics by drop-
ping the interaction terms (Gaussian approximation). We introduce the Polyakov
loop and its effective potential to investigate the quark confinement kinematics in fi-
nite temperature. Since the diquark-baryons are bosons in two color scheme, Bose-
Einstein condensation arises at finite density at a certain chemical potential. The
order parameters which are the chiral condensate, the diquark condensate and the
expectation value of the Polyakov loop are studied as functions of temperature and
density in the mean field approximation. Masses of mesons and diquark-baryons
are investigated at finite temperature and density. At finite temperature, the behav-
iors of the masses are discussed with and without the Polyakov loop effect. For
a finite density system, the diquark mass goes to zero and becomes the Nambu-
Goldstone boson which comes from the baryon number symmetry breaking. We
investigate the equation of state of quark-hadron matter by taking into account
the contributions of mesons and diquark-baryons in addition to the quark quasi-
particles. We describe the baryon number density and compare our results with
lattice QCD simulations. We find the Gaussian approximation for the hadron La-
grangian is not enough to reproduce the lattice results and the hadron Lagrangian
should be treated fully by including the interaction terms using a non-perturbative
method.

Finally, we review the Gaussian functional method as a non-perturbative treat-
ment. We have not applied this method to our extended linear sigma model yet, but
we report the features of the Gaussian function approach.
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Chapter 1

Introduction

Nucleus is one of most important ingredients in our universe. A collection of nucleons form
a many body system (nucleus or nuclear matter) by strong nuclear interaction and realize various
non-trivial physical phenomena. Nucleon is known as one of strongly interacting particles
called hadrons. Hadrons such as nucleons are classified into baryons which construct matter and
mesons such as pions which intermediate interaction among nucleons. The hadron interaction
is about 100 times stronger than the electromagnetic interaction and has to be treated non-
perturbatively.

It is considered that the origin of long range attractive nuclear force comes from pion ex-
change between nucleons. The middle range attractive force also can be described with light
mesons. The light mass mesons such as pions are considered as generated from spontaneously
breaking of chiral symmetry as Nambu-Goldstone (NG) particle. The concept of spontaneous
chiral symmetry breaking (SCSB) is introduced by Y. Nambu and G. Jona-Lasinio [1,2]. When
we consider massless particles (nucleons) in a chiral invariant model, their masses are generated
by the SCSB and the massless particles appear as a bound state of nucleaons. Since the real pion
has a small mass, it is considered the fundamental particles have a small mass (current mass).
The SCSB realizes the light mass pions which intermediate the interaction between nucleaons,
then combine the nucleons and eventually make nucleus and nuclear matter (hadron matter).
The chiral symmetry and its spontaneously breaking mechanism are important ingredients of
hadron many body physics. It is believed that the chiral symmetry is spontaneously broken by
the effect of many body correlation and the symmetry is restored at high temperature and/or
density. Hence it is very interesting to study the behavior of the chiral symmetry in medium and
the property of hadron matter.

Although the hadron many body theory itself requires a complicated non-perturbative treat-
ment with chiral symmetry, hadrons themselves furthermore have internal structure in terms
of quarks and gluons. The quarks and gluons have a quantum number of color charge and its
dynamics is described by quantum chromodynamics (QCD). The quarks are fermions and con-
struct a matter and the gluons are the gauge bosons and provide interaction among quarks. QCD
is a non-Abelian gauge theory belonging SU(3) color group.

The chiral symmetry is nowadays understood as a fundamental symmetry of QCD. The
QCD Lagrangian is invariant under global chiral symmetry SU(N;), x SU(Ny)g x U(1)L X
U(1)r when all the N; quarks are massless. The U(1),4 axial symmetry is exact only at the
classical level, and quantum corrections break the U(1) 4 axial symmetry. At low energy scale,
the chiral symmetry SU(Ny), x SU(Ny)g is spontaneously broken to the vector symmetry
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SU(NNy)y which is characterized by a non-vanishing chiral condensate (gq). Finally, the vector
symmetry U(1)y corresponds to the baryon number which is an exact symmetry.

QCD is further characterized by two important features. The first one is asymptotic freedom
that the interaction strength becomes weaker at high energies, or equivalently small distances
and hence the perturbation theory can be applied at some energy scale much larger than the
so-called QCD scale Agcp ~ 200 [MeV]. The second one is color confinement, i.e. the phe-
nomenon that a colored object, such as a single quark and gluon, does not exist as a single
isolated body and they make colorless composites, the hadrons. Therefore the hadron physics
should be described from quarks and gluons based on QCD. However, since QCD is a strong
coupling theory at low energies, almost no hadron phenomena are derived analytically from
QCD directly yet and are described by lattice QCD simulation numerically.

It 1s believed that QCD quark-gluon matter at finite baryon density pp and temperature 1’
has a rich phase structure characterized by the chiral symmetry and confinement. The order pa-
rameter of chiral symmetry breaking corresponds to the chiral condensate. At low temperature
and density, the quarks and the gluons are confined inside the hadrons and chiral symmetry is
spontaneously broken. When the temperature and/or density is increased, the chiral symmetry
is restored at certain temperature and/or density. The confinement is also an important property.
To discuss the hadron physics from quarks and gluons, we need the confinement mechanism,
which, however, is not described from QCD analytically yet. At high temperature and/or den-
sity it is believed that the quarks and gluons are de-confined and become active degrees of
freedom. At finite temperature, Polyakov loop ® can be treated as an order parameter of the
confinement [3-5]. Thus, hadron matter described from QCD or in terms of quarks and gluons
at various temperature and density should have these behaviors, chiral symmetry breaking and
color confinement.

In the theoretical approach there are usually two different strategies to investigate the strongly
interacting matter. The first one is the numerical simulation by using lattice gauge theory, which
is called lattice QCD. Lattice QCD simulations can handle strongly interacting matter at finite
temperature and at very small baryon chemical potential. As a consequence of the sign problem
in lattice QCD at finite density, it is extremely difficult, however, to deal with the QCD quark-
gluon matter at finite density covering broad ranges of real baryon chemical potential. The
other is a model calculation based on fundamental symmetries of QCD called effective model
or effective theory. Effective model approaches have successfully explained many experimental
results of low energy hadron phenomena historically. In this thesis we adopt the second ap-
proach, because our main interest is the hadron phase in QCD matter and at finite density which
cannot be dealt with in the present lattice QCD simulation. Our study has several steps:

1. Start from an effective theory in terms of quarks and gluons having the SCSB and the
kinematical confinement mechanisms.

2. Construct mesons and baryons and their dynamics from the effective theory.

3. Apply the quark and hadron dynamics to finite density and temperature and investigate
the matter properties.

The comparison with the lattice QCD at finite temperature and our analysis is important because
the ab initio calculation can be considered as “experimental data” to check our approach. Then
we want to explore the quark-hadron matter property at finite density.



The Nambu-Jona-Lasinio (NJL) model [1, 2, 6-8] is often used as an effective model of
QCD, schematic approach to strongly interacting matter [9-20], based on chiral symmetry and
its spontaneous breaking. The NJL model is further generalized by introducing the Polyakov
loop to account for important thermodynamical aspects of color confinement [21-23], which is
called Polyakov loop extended Nambu-Jona-Lasinio (PNJL) model. This PNJL model is by now
widely used for the discussion of quark-hadron matter at finite temperature and density [23—41].
The PNJL model results can be compared directly with lattice QCD at finite temperature and
zero baryon density. There is, however, a basic conceptual problem when applying the PNJL
model at finite baryon density: color-singlet baryon formation is not accounted for. While
color-nonsinglet degrees of freedom are suppressed in the “baryonic” phase by the Polyakov
loop, three quarks coupled to a color-singlet are still delocalized and spread over all space
instead of being confined in localized baryonic clusters.

A remarkable method for the derivation of hadrons from the quark model (NJL model) is
discussed by Eguchi and several authors [42—44] who derive an effective meson model (linear
sigma model) from NJL model using the bosonization method. The quark bilinear form such as
dq in the Lagrangian in the partition function is replaced by an auxiliary variable o to integrate
out the quark fields, leading to an effective Lagrangian for o as a composite of quark fields. The
corresponding bosonic Lagrangian can be constructed by quark loop expansion. The derived
meson Lagrangian properties are described by the original quark dynamics [45-47]. A most
important aspect of Eguchi method is that the derived effective meson (hadron) Lagrangian is
renormalizable, although the NJL model is unrenormalizable and momentum cut-off A has to
be introduced to regularize quantum corrections. The quark loop expansion terms for the aux-
iliary fields can be classified into divergent integration terms Uy;,, and convergent integration
terms U,y in the limit of the cut-off A — oo. Eguchi found that the divergent terms Uy;, ap-
pear up to fourth order of meson fields and correspond to the radiative corrections of the linear
sigma model. The renormalization prescriptions for the linear sigma model can be applied to
the divergent terms Uy;,, which are absorbed into renormalization parameters for linear sigma
model although the divergent terms are calculated using quark propagators. Hence, the diver-
gent Uy, are renormalized and the obtained Lagrangian can be identified as the linear sigma
model, which is renormalizable. This method gives us a big advantage because our purpose is
to describe hadron theory from quark level, which should be renormalizable. We thus have a
desire to include not only mesons but also baryons in the prescription. Baryons are described,
however, the three body composite in contrast with mesons. The bosonization technique cannot
be applied directly for baryons yet.

These difficulties lead us to the simpler two color SU(2). QCD scheme to study finite density
1

quark-hadron matter. In this theory quarks carry baryon number 7 and baryons emerge as
diquarks, i.e. spin singlet or triplet bosons. The resulting physics is qualitatively different from
“real” QCD with N, = 3. Nonetheless, exploring the N. = 2 theory and designing (P)NJL
type models in which both mesons (quark-antiquark modes) and baryons (diquarks) emerge
as active hadronic degrees of freedom, can teach important issues about the thermodynamics
of strongly interacting quark-hadron matter at non-zero baryon chemical potential. While the
two color QCD is not real, the corresponding lattice QCD approach is able to avoid the sign
problem and the simulations can be performed at any baryon chemical potential. Several lattice
QCD studies for color SU(2) are available [48-53] and provide equations of state and hadron
masses at both finite temperature and density. It is then an interesting question to what extent

these lattice QCD results can be understood and interpreted in terms of models, such as the
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PNIJL approach, in order to identify leading mechanisms and basic symmetry breaking patterns.
Our work is aimed in that direction as the first step of our interest. Theoretical studies based
on symmetries [54-63] and on a color SU(2) NJL model [64-69] have already given insights
concerning the matter properties and hadron masses.

However, most studies are focused on the quark matter and phase diagram in the mean field
approximation. The properties of hadrons, especially baryons in medium, are not discussed
in full length. For example, meson-baryon interaction should be described from quark. We
would like to connect the quarks to hadrons, not only mesons but also (diquark-)baryons, using
the Eguchi method. By using the Eguchi method, we can obtain an effective meson-baryon
Lagrangian, which consists of composite hadrons made of the quarks and is renormalizable.
We are then able to take into account the effect of hadrons by solving a many body problem
with the meson-baryon Lagrangian. At the same time, the two color NJL. model may provide
a method to handle the quark-gluon confinement and contribute to the discussion in the color
SU(3) many body physics.

This thesis is organized as follows. In Chap. 2, we briefly review the NJL model in two color
system and introduce the auxiliary fields as spinless hadron fields to integrate out the quark
fields. We compute the NJL model Lagrangian in the mean field approximation and express
the mass-gap equations in terms of divergent integrals including quark propagators, which have
the information of chiral and diquark phase transition. In Chap. 3, the bosonization technique
is manipulated in order to derive an effective hadron Lagrangian. The quark loop propagators
are expanded and decomposed into the divergent and convergent parts. By retaining only the
divergent integrals, we find the hadron Lagrangian, which can be identified as extended linear
sigma model Lagrangian. The final hadron Lagrangian is obtained by performing renormal-
ization following the method of Eguchi. Finally, we obtain the mixed Lagrangian, which can
describe both quarks and hadrons dynamics. In Chap. 4, the quark-hadron Lagrangian is ap-
plied to thermodynamics of quark-hadron matter using the Matsubara formalism. In order to
integrate the hadron fields, we introduce the Gaussian approximation dropping the interaction
terms among hadrons. The Polyakov loop and its effective potential are introduced in the quark
loop integrals. The Polyakov loop effect suppresses the colored particle degree of freedom
and reproduces the entanglement of chiral condensate and deconfinement at finite temperature,
which is well-known in the lattice calculation. We discuss the thermodynamical properties an-
alytically. The massless NG boson appears due to the baryon number symmetry breaking at
finite density and plays an important role in the matter property. Then the numerical results are
compared with the lattice calculation. We reproduce most of the hadron properties at finite tem-
perature and/or density. However, for the matter density as function of the chemical potential
of quark-hadron matter, we find the Gaussian approximation for the hadron Lagrangian is not
enough and the hadron Lagrangian should be treated fully including the interaction terms using
a non-perturbative approach. In Chap. 5, we review the Gaussian functional method. We have
not applied this method numerically to our extended linear sigma model yet, but we report the
features of the Gaussian functional method. Finally, we summarize our present study on the
bosonization of the NJL model in two color scheme, thermodynamical property of the hadron
and the Gaussian functional method in Chap. 6, together with the discussion and the outlook of
the present study.



Chapter 2
Two Color Quark Model

We construct two color NJL type Lagrangian with an interaction in the scalar diquark chan-
nel [64,70]. Since we consider SU(2) gauge group, a diquark gg makes color singlet. The
interaction term is generated from the conserved QCD color current, hence NJL model can be
regarded as an effective model of QCD [6-8]. The Lagrangian has the chiral symmetry in the
chiral limit. From the discussion of the symmetry breaking pattern, we will introduce two order
parameters which are the chiral condensate (gg) and the diquark condensate (gq) [54,55,71].
The auxiliary fields will be introduced and treated as the composite particles for hadrons. The
vacuum energy will be evaluated in the mean field approximation at finite temperature and
density.

2.1 Symmetries in two color QCD

We first review symmetries and its breaking pattern of two color QCD following Refs. [54, 55,
61, 63] to construct an effective model of QCD. A theory of the strong interaction is described
by QCD Lagrangian:
Ny 1
Locp = ; Uniu DM epn = S [F™ ] (2.1)
with the massless Ny quarks. The field strength is F},, = 0,4, — 0, A, — igs[A,, A,] with
the gluon fields A, = A%% where t, (a = 1,2,3) is the Pauli matrices of color SU(2), sat-
isfying tr[t®t’] = 20%, and the covariant derivative is D* = O* — ig,A* where g, is the
gauge coupling constant. This Lagrangian has the global symmetry U(N;), x U(Ny)p —
SU(Ny), x SU(Ng)pxU(1), x U(1)g. The U(1) 4 axial symmetry is broken by axial anomaly.
Our aim is to construct an effective theory of QCD. In this context, we focus on the quark
sector of the QCD Lagrangian. The local color gauge symmetry is replaced by global symmetry.
In two color QCD, it is known that the global symmetry of the theory is SU(2/N ) rather than the
above SU(N¢) x SU(Ny) x U(1). This can be seen explicitly by using chiral Weyl components
of the Dirac spinor 1T = (qr, qr) (the superscript T denotes the transpose of the matrix):

Lin = Vi, D" = qlio,D"q + qlia,D"qg, 2.2)

where the gamma matrices ~y,, are decomposed the spin Pauli matrices o, and 7, in the chi-
ral representation. We have omitted the flavor indices n and its summation. The pseudo-real
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property of the generators of SU(2) (Pauli matrices):
th =t = —totyty, (a=1,2,3) (2.3)

gives the property of the Dirac operator, D, = 0, — igsA, (A, is antihermitian SU(2) color
matrices):

DI = Dy = tyDoty, DI = —tyDjts. (2.4)

We introduce
= oataqly, G = qht20a. (2.5)
By using this notation, the second term of Eq. (2.2) becomes
iq}6,. D" qr =iqho00 qr — iqko0igs A'qr + iqk0:0'qr — iqhoiigs A'qr
:iq;rthUzagUQhaOQR + iC]}ztzaﬁgigs(Ao)thUQQR
+ iq;gtzwo'?o'ztzai% — iq;gazagUﬂQStQ(Ai)TEQR
=i(qt202)000° (0ataqly) — i(qhtaos)o0ig A (oataql)
— i(qht202)0:0' (02taqly) + i(qhta02)0iig A (0ataq))
:i(jTUuD“d. (2.6)

Here, the property (2.3) of Pauli matrices for both ¢, of color and o}, of spin and the anticom-
mutativity of ¢, §' have been used. The Lagrangian is rewritten as

Liin = q'io,D"q + §'io,D"G = Vlio, D"V, (2.7)

which now has a manifest SU(2Ny) “flavor” symmetry. The field U denotes a Weyl spinor
which has 2N, “flavor” components as

q

R

q qf
A A U 2.8
(q) g 2.8)

a

where the superscript denotes the flavor indices. The field ¢ can be considered as the charge
conjugated quarks. The 70, corresponds to the charge conjugation of Weyl spinor ¢f = —iagq;
(see Appendix B.3 with Weyl spinor representation) and the 7t interchange the color and com-
plementary color. Hence ¢ have opposite baryon charge to normal quark. The SU(2/Ny) trans-
formation

¥ — g¥, (g€ SURNy)), (2.9)

transforms quark and antiquark at the same time. The Lagrangian (2.7) is obviously invariant
under this SU(2Ny) transformation, which is called Pauli-Giirsey (PG) symmetry, instead of
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We next write down various useful quark bilinears in terms of ¢, ¢ and determine their trans-
formation properties under SU(2Ny). We first see the scalar:

1/_)¢ ZQEQL + QEQR
=G  oataq + qloata(G)"

1._ 1 B 1 B 1 .
:§QT<7215261 — §(QT02f2Q)T + §QTU2t2(QT)T — i(qTaztzq )T

1
=3 (Ul o9to X0 — Uloaty S 0*) (2.10)

where the symplectic matrix

(0 1y,
20_(_1Nf o) 2.11)

acts in the 2Ny-dimensional extended flavor space where 1y, is Ny X Ny unit matrix. An
explicit (or dynamical) quark mass m,1), therefore, explicitly (or spontaneously) breaks the
original SU(2N) down to the compact symplectic group Sp(2Ny).

The chemical potential term p11)7y1) is rewritten as

Dot =qhar + ahar
=q¢'q + """

=¢'¢—q'q
U B, (2.12)
with
1 0
By = —Zo = ( fOVf 1 ) . (2.13)
Ny

It is easy to understand the meaning of +1,, and —1y, in the matrix By are just baryon charges
of quarks and conjugate quarks. Since the matrix B, is block-diagonal, it is clear that the
chemical potential term W' ByW has SU(N;) x SU(N;). The U(1)p, which can be thought as
generated by the By, also preserves. Thus, the existence of the chemical potential o explicitly
breaks SU(2Ny) down to SU(Ny) x SU(Ny) x U(1).

2.2 Two Color NJL model

The purpose of this work is to describe the structure of hadrons microscopically from the quarks
and gluons and to understand hadronic phenomena at finite density and temperature. In this
thesis, we use the Nambu-Jona-Lasinio (NJL) model as our starting microscopic theory. The
primary connection of the NJL. model with QCD is provided by several assumptions.

e The light quarks (up and down quarks in this thesis, but generally strange quark is also
included) are considered as basic degrees of freedom.

e The gluon degrees of freedom are frozen and absorbed into a local effective interaction
between quarks in the low-energy and long-wavelength limit.



8 Chapter 2. Two Color Quark Model

e The interaction is constructed in accordance with the symmetries of QCD.

Take a current quark fields belonging to SU(2) color and SU(2) flavor. The QCD conserved
color current J = 1y"t,1) generates the interaction

a“u

3
Ling=—Gc Y IS (2.14)
a=1

where ¢, is the Pauli matrices of color SU(2), the quark fields are ¢) = (u,d)’ and G, is a
coupling constant. This current can be represented with the Weyl spinor 7" = (¢, §):

Jéj :@E’Y'utay] - qzautaQL + QI{O—MtaQRa (215)

and
050 taqr = — qhoa(0°) oatatt taqr = §lootad, (2.16)
1ho'taqr = — o't (2.17)

0

where i = 1,2,3 and 6 = (0, —c"). Then the current can be written as

P =q'a"t,q + §'a"t.G = Vgt U, (2.18)

which is invariant under SU(4) (N; = 2) transformation (PG symmetry). The kinetic term of
the quark is written as

Liin = (10 — mo + yop), (2.19)

with the current quark mass my = m, = my and the quark chemical potential ;. Our model
Lagrangian is written as

3

Lygp =00 — mo + o)t — Ge Y JHTL. (2.20)

a=1

In the chiral limit (mg — 0) and zero chemical potential (; = 0) the Lagrangian is invariant
under SU(4). The SU(4) symmetry is spontaneously broken by the standard chiral condensate
(1)) down to Sp(4). This symmetry breaking pattern generates five Nambu-Goldstone (NG)
bosons (dim SU(N) = N? — 1 and dim Sp(2N) = N(2N + 1)), which corresponds to three
pions, diquark and antidiquark. On the other hand, when the chemical potential is finite & # 0
in the chiral limit the symmetry is SU(2);, x SU(2)g x U(1)p. We insert the current quark
mass my, the axial symmetry is explicitly broken then SU(2)y,, x U(1)p is remained and the
five NG bosons become pseudo-NG boson (their mass will be denote m..). Since the diquark
is treated as baryon at the same time boson, the diquark-baryon condensation can occur at the
certain chemical potential as the Bose-Einstein condensation (BEC). As we will see later the
critical chemical potential 1. is half pion mass. Once the chemical potential exceeds this point,
the baryon number symmetry is spontaneously broken by the diquark condensate (1)) down
to Sp(2) and one NG boson is realized.

In the two flavor case there are only two order parameters, the chiral condensate (7)) and
the scalar diquark condensate, symbolically denoted by (t)t)). We focus on the behavior of these
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order parameters at finite temperature and density in this thesis and rewrite the interaction term
by Fierz transformation (see Appendix C) in terms of the color singlet scalar and pseudoscalar
quark-antiquark and scalar diquark channels:

Line = S2I0)° + Bis70)] + 2 Girstam OB )W Cistara),  2.21)

with the charge conjugation operator for fermions C' = 7,7, (see Appendix B). The coupling
constant for the mesonic channel G, and for diquark channel H, are uniquely fixed by Fierz
transformation as

GO - H() - ;GC (222)

Hence mesonic channel and quark channel are transformed under SU(4) transformation at the
same time, which corresponds to PG symmetry in hadronic level. We keep, however, the cou-
pling constants independent so that we are able to study as well cases in which PG symmetry is
not exactly realized. Our starting Lagrangian is now

Ly =0(id —mo + yop)t

2.3 Auxiliary Fields

The partition function of the NJL model is

Z=N / DyYD1) exp <z / d%;LNJL) , (2.24)

where A is normalization constant. The bosonization technique is now used to write the

Lagrangian in terms of auxiliary meson fields, o ~ Ynp, T ~ iyyTe and diquark fields,
A ~ YT Cirystamor), A ~ PirystaraCYT [42,70,72,73]. We introduce

1 1
1=N / DoDRDADA* exp (@ / d4x[—§Mf(02 + 72) — §M§A*A]> : (2.25)
with the normalization constant N”/. We omit the normalization constants N and N from here
since they do not contribute physics. Obviously, the partition function (2.24) is invariant even
multiplying the above constant (2.25):

_ 1 1
7 = / DYDY DoDTDADA* exp (z / d'x {/:NJL - §1\43’(02 + 72) — §M§A*AD :
(2.26)
Performing Hubbard-Stranovich transformation [74] as
oo+ %W, 2.27)
774 Agjg DirysT, (2.28)
A = A+ i3 4T Cimstomb (2.29)
M(% 502124, .

A" AT =i I ity CT, (2.30)
Md
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the partition function can be written as

7 = / DYDYDoDFDADA* exp (2 / d‘*:cﬁm) , (2.31)
with the Lagrangian
_Lom o S™Hn) 9d75t2T2A(37))< v )
s =3 (0 70) (L Xy ") (i
— SMAGM ) + () — S MIA ()M (w), 2.32)

with S~ (£p) = i7,0" — mo £ You — go (0(2) £ ivs7(x) - 7). We have introduced a meson
coupling constant gy and a diquark coupling constant g, together with bare scalar and diquark
masses, M, and My, in preparation of the standard renormalization scheme. The meson and
diquark coupling constants and masses are related as

P _ G, i _pg, (2.33)

Since the original NJL coupling constants Gy and H, have the mass dimension —2, the decom-
posed coupling constants gy and g, are dimensionless and the masses M, and M,; have mass
dimension one.

Introducing a chiral order parameter o, (proportional to the quark condensate (1)%))) as
o(x) = 09+ s(z) and the diquark condensates, Ay and A}, as A(z) = A+ d(z) and A*(z) =
A} 4 d*(x), and integrating out the quark fields, the effective Lagrangian entering the partition
function (2.31) becomes

] A A A 1 1
Lepr=— %tr (111 S+ 1In(1 + SK)) - §M20§ — —M?(s*(z) + 7(x)) — MZ2oos(z)

s 2
1 . 1 . . 1 .
-3 FTAWAY 3 HA(x) + d*(2) Do) — 3 2d*(z)d(x). (2.34)

The trace is taken over spin, momentum, flavor and color spaces. The matrices S~! and K are
defined as,

. —1 -
o1 _ (SOAYL) SolA(—u)> | (2.35)
v — (90 (s(@) +ivT - 7 (2)) GaystaTad(x)
K= ( —gad*(x)y5taTo —go(s(x) — ivs7 - ﬁ(x))) 5 (2.36)

with A~ = ggystamalo, AT = —gaAiystams and Syt (£u) = i7,0* — m £ you. A dynamical
quark mass is defined as m = mg + gooo. The Nambu-Gorkov quark propagator matrix 5 is
determined by solving SS™! = 1 and expressed as:

. (G" H
S:(m G_>, (237)
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with the components

G* = (S5 () - 2%)
NE =ATS(Fp)A* (2.38)
H* = — So(Fp)ATG*.

A simple form for the components of the Nambu-Gorkov propagator is found introducing
the energy projectors onto states of positive and negative energy for free massive spin 1/2 quasi-
particles following Huang et al. [75,76],

——m)) , (2.39)

with E,, = 1/p? + m?2. These operators satisfy the projection properties Az Ay = A, AL AL =
0, Ay + A_ =1, and similar relations for A. Furthermore, the two projection operators are
related as yoA1vo = Ag and y5A Ly = Ay

We calculate these components with the energy projection operators. First, the Dirac prop-
agator in the momentum representation with py = py £ p is calculated as

B 1
CYPo—F p—m
:70]50—7'17‘1‘7”
7B
:70]50—’7‘]7‘1‘771( 1 1 )
2F,

P
_ 1 (’YOEp_:Y;'ﬁ‘i‘m VOEp+7'ﬁ_m)
2F

p

So(£w)

_ ’YO/NL ’YO/N\Jr
po— EF  po+ EE

(2.40)

where in the third line

YoPo YoPo _ 270poLy

po—E, Po+E, pz— E?

ZQVOﬁoEp ( 1 4 1 )
2150 250 =+ Ep ﬁO - Ep
_ /}/OEp + ’YOEp
ﬁO + Ep ]30 - Ep7

(2.41)
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where we have defined E;)t = FE, &= p. Then, its inverse is worked out as

oA (po + EE) + vk (oo + ED]
(po — EF)(po + E)
=(po — E;)(po + E;:)(A"r + A—)[%]\—(po + E;t) + 701~\+(p0 — E;F)]_l
(po — Epﬂ(po + Epi)]\Jr{WOA— (po + E;t) + 701~\+(P0 - Ej)}_l([\jrlf\ﬁ
+ (po — EF ) (po + Epi)[\—{%]\— (po+ E;) + YoA(po — E;F)}_I(A:IA—)
(po + By A+ (0A) T A (7 190) + (D0 — EF)A-(70A-) T A (95 0)
(po + E,)Asy0 + (o — ) A0, (2.42)

Syt (£n) =

using the property ]~\+ +A_=1and /LE]\:F = 0. Next, we have

Ei :A:FS()(:FILL)Ai

A_ A
=0;|A0[? (p:”_ + L ) (2.43)

with g2|Ag|? = |AJ%. Then we obtain

. - A Ay 17
GE(p) = | (po + EF) Ao + (po — ET)A_ —N( oo )]
(p) |:(p0 D ) +7 (pO D ) 70 po — E;I: Po + E;:)F

-1
REETCTNNY S
po— EF po+ EF
po+ EJS -1 -1 po— By -1 1
== M (A1) T AL (1 10) + 5y A= (0A-) T A (7 0)
P — (ER)? ’ g — (Ex)? ’
po+ EF po— EF
R BN et 2 .44
py — (EX)? o — (EX)?

similar with the method used in Eq. (2.41). The quasi-particle energy is £ = , / (EE)2+ Al

with the dynamical quark mass m = mg + goog and the diquark gap A,. Finally, we obtain

H*(p) = — So(Fu)A*G*

AT ~ AT «
= A, + A_, (2.45)
p—(Ex)? " p—(EX)?

noting that A* include s.

2.4 The Mean Field Approximation

Keeping only the expectation values (o(z)) = og, (A(x)) = Ay and (A*(z)) = A, i.e.
dropping the fluctuating meson and diquark fields s(x), 7(x), d(x) and d*(z), one arrives at the
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mean-field Lagrangian

' A 1 1
Lo = —%tr In§~" = SMZ2og — SMIAGA. (2.46)
The trace for spin matrices is transformed to the determinant by using the relation tr In Sl =
In det S~! and the others are kept as trace. The determinant is obtained by two ways [75,76] as

e (A B) = {(% 2 (40 O00))

=(—CB)(1 - BflACle) = -CB+CAC™'D = Dy, (2.47)
and
A B D C 0o C 1 B 'A
wife p) =ty §) =i (5 ) (ehn "17))

— — BC + BDB'A=D,. (2.48)

So, the determinant can be written as

A B

det (O D) Dl DQ. (249)

Using this equation and Eq. (2.41),
det 57 = /(5 — (Bx)?) (0} — (EX)?). (2.50)

Temperature is now introduced using the Matsubara formalism (see Appendix D),

z/ Z/ gl (2.51)

with the replacement py — iw,, where w,, = (2n + 1)7T are the fermionic Matsubara frequen-
cies. Taking the frequency sum, the thermodynamical potential becomes

Qyr =— Vhl ZMF

d’ d? .
=— tr/ (2;;3 (EL+ Ex) — 2tr/ (27T];3T[ln(1 + efﬁEZ) + In(1 + e #Fa)]

1 1
2M2 op+ = MQ\AO\Z (2.52)
Here we have written the inverse of the temperature 7" as § = 1/7.
The derivatives of the thermodynamical potential (2.52) with respect to oy and |Ag| deter-
mine the chiral condensate and the diquark condensate at the minimum of §2;:
Oy d3p Gom E E _
=—tr [ —— 1 —2np(Ef L2 (1-2np(E M?
Doy r/ (27)® E, E+ ( ne(BR)) + Ex ( ne(ER) | + Moo
=0, (2.53)
aQMF / d3p 1 1 -
A — | = (1 — 2np(Ef — (1 —2np(E M3|A
8|A0‘ ’ 0’ (27‘(’)3 EJAr ( nF( A)) + E; ( nF( A)) + d’ 0‘
=0, (2.54)
with the Fermi distribution function np(E) = (1+¢”F)~L. The chemical potential y is included
in the definition of Ex.
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Chapter 3

Hadron Lagrangian from the Bosonization

In this chapter we discuss the derivation of the effective hadron Lagrangian by performing the
bosonization technique of Eguchi [42]. The fluctuating meson and diquark fields introduced in
the previous chapter will be considered term by term. Higher order terms of the hadron fields
will be generated from the loop expansion of the logarithmic term. We will find the bosonization
technique leads to an extended linear sigma model incorporating diquark degrees of freedom in
the NJL Lagrangian.

3.1 Hadron Sector of the Lagrangian

The mean field part of the Lagrangian is discussed in the previous chapter. In this chapter let us
focus on the fluctuating part which is

) A A 1
Lhadron = — ~trIn(l + S(p)K (z)) — M2ops(z) — 5M§(A§d(m) +d(2) )

2
1 1
— M (2) + 7(x)) — 5 M d" (@)d(w), (3.1)
with
: G*(p) H ‘(p)>
S(p) = _ , 3.2
¥) (H T(p) G (p) -2
> —go (s(z) +iys7 - 7(z)) gaystaTad(x) )
K(z) = N , 33
(z) ( —gad*(z)y5taTs —go(s(x) — iys7 - 7(x)) (3.3)
and its components
po+ EF po— EF
G*(p) = L Aivo+ ——2 A, (3.4)
W= E " -
+ +
H*(p) = Ay + A_, (3.5)
- (Ex)? " pi—(Ex)?
with A~ = ggystamelo, AT = —gaA§vstame. The trace is taken over spin, momentum, flavor

and color spaces. We would like to extract the properties of mesons and diquark-baryons at
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finite temperature and density. For this purpose, we expand the logarithmic term in Eq. (3.1) as

Ly In(1+ SK) = - i (=™ (SK)F = i u® (3.6)
2 2 k ’
k=1 k=1
where
i(—1 k+1 A
U® = —&u(sm’f . (3.7)
2k
The matrix is defied as
o A B
SK = (C D) , (3.8)

with elements

A=—G"(p)go(s(x
B =G"(p)garystamad
C'=—H"(p)go(s(z)
D =H*(p)gavstarad(z) — G~ (p)go(s(z) — iys7 - T(2)). (3.9)
With these expressions we are able to derive the Lagrangian involving the meson and diquark-
baryon fields.

Since the first four therms in U*) provide divergent integrals in the limit of cut-off A — oo,
we classify the terms as

Udiv + Ucom;; (3 10)

where Uy, indicates divergent integration terms and U.,,, convergent terms in U (k) (k =
1,2,3,4) and all other >, . U (k) According to Ref. [42], the divergent terms can be absorbed
into renormalization parameters, which will be introduced later, and eventually we can obtain
a renormalizable hadronic Lagrangian since the coupling constants gy and g4 are dimensionless
and the order of the auxiliary fields are up to four. We follow this prescription because we re-
quire a renormalizable hadron Lagrangian as the composite of quarks. Further, the fourth order
fields Lagrangian can be used to consider the spontaneously breaking of symmetry. We will
introduce the finite NJL cut-off when computing numerical results.

A diagrammatic expression of the series U ¥) up to fourth order is shown in Fig. 3.1. The first
order term is called the dangerous term which vanish for the stability. The second order term
corresponds the kinetic and mass terms. The third and fourth order terms are the interaction.
The evaluation of each term will be discussed in detail from next section.

3.2 The Gap Equations (k=1)

We first work out the case of k = 1, that is U} = —%tré’ K , to derive the mass gap equations,
which correspond to the minimization condition (2.53) and (2.54) of the thermodynamical po-
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S S K K
K K S K \/\4 \/)\Ej/
S K
n=1 n=2 n=3f BT S

The dangerous therm

~

Figure 3.1: Diagrammatic expression of the series Eq. (3.7). The solid lines represent the quark
propagators, and the external double lines mean auxiliary fields K and internal lines are the
loop integral S.

tential in the mean-field approximation described in the previous section,

70 = Jtr [ G5 (-G 0) = G 0)sle) + (=G Wine + G (p)ine) 7+ 7(2)

—gall ™ (p)ystorad*(x) 4+ gaH ¥ (p)ystamad(z))
_ / d'z (Tys(z) + Tud(z) + T d*(z)) 3.11)

The trace of the Dirac matrix in the pion term gives zero and we have dropped this term here.
The first order of the effective Lagrangian can be written as

1 1
U”:ag—M%@q@+(m—§Mﬁg>a@+<m“7ﬂﬁmofu) (3.12)

The result for I'; is
i dp
I, =—got Gt G~
ot [ (G )+ G 0)
. d*p 1 1 U
—2zmg0trfc/ (2n) {p 4+ £

+ A (
0 (EX)? pi—(Ex)?  Ep \pf— (EX)?
The trace tr is taken over spin, flavor and color spaces and tr . is over flavor and color only.
The momentum space integrals (3.13) are divergent and must be treated accordingly. For
the second term under the integral we write:

7))
o —(Ex)?) ]
(3.13)

p ( 1 1 )__u ( 1 1 )
E, \p§ — (EX)? 05— (Ex)?/)  Ep \pg— (Ex)? —4uE, pj— (EX)? +4uE,

i ()
E, pg - (E£>2 p% - (E£)2
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where in the third line only those terms have been kept that are divergent when taking the
momentum integral. Using this expression 'y can be written as

Iy = 2mgo(ls — 217 1), (3.15)
with the divergent integrals /5 and [, defined as follows:
d*p 1 1
Iy =itr C/ ( + — ) , (3.16)
) @y \g— (E? T #5— (Ea)?

dp 1 1

Iy = —itr C/ ( + — ) . (3.17)
) et N - (B2 (0 — (B2

The result for I'; is

7 d*
'y = __gdtr/ b H* (p)ystats

2 (2m)4
d*p 1 1
= ig ANty /
it | i\ - 52 ' - By
AN (3.18)
while
Ly = g2 Mol . (3.19)

The first order of the Lagrangian is required to be zero due to stability as
—MZ20q + 2gom(Iy — 21 1) = 0., (3.20)
and the diquark and anti-diquark terms become
—M3Ag + 29301 = 0. (3.21)

We recall that the relation between m and o is m = ggog + my.
For later use, we write /5 and [, as functions of temperature and chemical potential using
the Matsubara formalism (see Appendix D.5):

1 1
~tr; T
Y Z/ < (i) — (BLP " (iwn)? — <E;>2>
1 1 1 1 1
~try T - -
il Z/ <2E+ < — EL mn+Eg>+2E; (mn—E; z‘wn+E;>)

- [ 21 (2 L= (np(B) ~ nr(~EQ)) + = ne(E5) — nn(~E) )

d3p 1 1
=trse [ —— | =—=(1 —2np(E} —— (1 —2np(E, , 3.22
e [ o (a0 = 20e B2 + =01~ 20n(E5))) 62
where the Fermi distribution np(FE) = (e’F +1)~! and the relation np(—E) = 1 —np(FE) have
been used. To see Egs. (3.20) and (3.21) are equivalent to the mean field equations, we further
manipulate Eq. (3.13) as

4 + -
d*p m [ E; B } (3.23)

I'y =2igotr, —
*ots / (2m)' E, <E+> TR (B
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In the Matsubara formulation of I';, then one can find that this expression agrees with the mean
field equations (2.53) and (2.54).

Next, we work out [, in the Matsubara formalism:

=tr dgp : :
b= 3 | (=7 * )

:tr/d?’_pTZ{ 1 ( 1 _2( 11 )+ 1 )
(2m)3" 4= [4(EX)? \(iwn, — EX)*  2BX \iw, — EX  iw, + EX (iwy + E)?
1 1 2 1 1 1
+4(E;)2 ((wn —E;)? 2E; (mn — By iwn + E;) T i 1 E‘)Q)]

—trge [ S8 | e (B38S0(B0) — (u(BS) — na(—ED) — Bpe it (~ED)

2m)® | 4(Ef)?
oy (BB PNk (BS) = (np(By) = n(—E3)) — E§fe*Pani(~ Eg))]
B A I ———
+4(1«71;)3 (1~ 20r(B3) - QElﬁeﬂEA"?(Ei)ﬂ : (3.24)

where n%(—E) = (e ?% +1)72 = ¢**Fp2(E) has been used. The divergent integrals /, and
I, are calculated introducing a momentum cut-off A.

3.3 Mass and Kinetic Energy Terms (k=2)

The kinetic energies and the mass terms of mesons and diquark-baryons emerge from Eq. (3.7)
at the order of k£ = 2:

U = Ztr(SK / d‘{yZFU (2)0;(y), (3.25)

where ¢; = o, 7,d,d*. As we will see later, the sigma meson and the diquark-baryons make
the mixing due to the scalar property while the pion does not. The second order of the effective
Lagrangian can be written as

Lo — / d'y ( {Fs(:v —y) — %M35($ —~ y)] s(x)s(y) + [Fw(ﬂf —y) - %MffS(fE - y)] ()7 (y)
; [r (@~ 0) — Sasga(e - yﬂ d(@)d*(y) + Taaler — y)d(a)d(x)

+ Laeae (2 — y)d"(2)d"(y) + Tea(z — y)s(x)d(y) + Teas (x — y)S(x)d*(y)> - (320
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The non-local propagator terms I';; are expanded as

Mo =) = [ Gtz ™ T

1
~3( = y)L(0) = i0"5(x = y)2L(q) =0 —50"0"8(x = 9)0,0,L(0) oo - (3:27)

The integration variable momentum p* appear as p3 — (EJA[)2 in the integrand. The quasi-particle

energies Ex = \/(E¥)? + |A2(Ef = \/p? + m? + 1) seem to break the Lorentz covariance

and hence we have to calculate the derivative with respect to ¢° and 7 'in the U®) separately.
We first note useful formulas in the limit of the cut-off A — oo below:

(EX)? 4 (Ex)? =2(E2 + 1> + |AP) (3.28)
4p(2) —>p§—ﬁ2:pg—E§+m2~pg—Ez—u2—|A|2
_ p?) - (EX)Q +2uk,
- 1 2 +\2 2 —\2 (329)
5105 — EX)° + (05 — EA)7
3
P - Z(p% — ) (3.30)
3 3
By =p" +m* = —2(p) = B}) = =3 (5 — (EX)?) (3.31)
Py =, m?
e 3.32
pp 07 m?
_ 0T i e (3.33)
£y B} £y
—4p'p) Epy—0* = oy — Ep — 1i° — |AP, (3.34)

where 7,5 = 1,2, 3.

3.3.1 Pion

The result of the Fourier transformed propagator for the pion in Eq. (3.25) is:

I'x(q) Zitr/ (;ij; g (H (p+ Q)vsH )y + H (0 + @)y H™ ()75

—GT(p+ )G () — G (0 + )G (p)s) | (3.35)
where the arguments p and p + ¢ denote the four momentum in the G* and HT with the

internal quark momentum p and the external momentum ¢. To proceed the calculation, we
define compact expressions

pP=p+tqg=p"+¢" =p;—p = (po+aq)— (P+7q), (3.36)
E =\/(F+§)*+m?, (3.37)

+
Ef =E, + 4, (3.38)

(BEX)? =(E))? + AP (3.39)
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In this notation
i d4 — / —
I'x(q) Zztr/ o )490(11 (P )vsH  (p)vs + H(0)vsH ™ (p)7s
— G ()G (p)vs — G (D) G (p)1s)
)

(p)
i, / d*p | (o +Ey)(po— Ef)+ (05— E)(po + By ) — 2|A]?
=—gotrysec 1
4 (2m)
o—E

((po)? = (Ex)?) (0 — (EX)?)
Lo By)po — By) + (06— EJE(pO+E )—2|A|2) (1+ﬁ’-ﬁ+m2)

®F — (EX)?)(p — (Ex)?)
N ((pé) +E,)(po+E,) + (0o — Ey)(po — B, ) —2|AF
PF — (Ea)?)(0F — (Ex)?)
+(p6 +Ey)(po+ EF) + (0o — Ej)(po — Ef) — 2|AI2> ( P m2)
7 — (EX)?)(p — (EX)?) EyE,

24y /ﬁ(AB +C,.Dy) (3.40)
490 fe (27_(_)4 TPr Tr). .

The propagator is expended around ¢ = 0 as Eq. (3.27). We consider I';(0) first
d*p (po+ B;)(po — Ef) + (po — B, )(po + Ef) — 2| A
00) mighye [ o2 E I e L) S

=/

2rr)4 (P§ — (Ex)?)(pf — (ER)?)
d4p P2 —E B - ’AP
~2igotye / (% — (B34 - (EX
:2ig(2]tr ])) <( 2 (& 5 +M ‘A’ 2>
—2ig2tr P 1(p§ - +( 2 (EX)° 20
~ae [ s (o S G )
. 92 d4 1
:zgotr/ (zﬁ)zx (p% _ (Eg) )
2o [ D 1
+ 2igop°t / (2m)1 <(p(2) —(E,)?)2 (p% _ (EJAr)z)z)
=012 — 291" Io.

(3.41)

Note that all the integrands are given by the divergent integral /5 and I by using Egs. (3.28) -
(3.34).

As we mentioned, the derivatives are evaluated for the temporal J, and the spatial J; parts
separately. We evaluate

1

i d*
() =ity [ 7 (h(ALBr) +0(C-D,)
d*
4g§trfc/( Z;(AB + A By + CyD, + CD;)

L2t /ﬂ(A +Cy) (3.42)
49() Tge (27T)4 s m). .



3.3. Mass and Kinetic Energy Terms (k=2) 21

Since the second therm of B, and D, obviously make convergent integrals (higher order of the
denominator), we have dropped these therms in the last line. We calculate each terms

po— Ef +po+ EF

A - (B )W - (D)
b+ E) oo — Ef) + (0 — Ey)(po + E) — 2IAP
o = (B2 PP (ED) 09
Do po+ EF +po— Ef
"R — (B2 — (BLD)
/ + + I _ ) — 2
_2p6(po+Ep/)(po+Ep)+(po Ey) (o — By) —2|AF (3.44)

(g — (EA)?2(PF — (ER)?)
The integral over p" is zero due to the odd function of p®. We further calculate the second order
derivatives by dropping the odd pg

(Po + Ey)(po — Ef) + (05 — E)(po + E;) — 2|Af
(5 — (Ea)?)*(pg — (EX)?)
o — E;r + po + E;L
(5 — (Ea)?)*(pg — (EX)?)

A =-2

/ 2(]?6 + E;;)(po - E;r) + (py — E;)(po + E;) —2|AJ2

+ 8(pp) 02— (Ex)2P (R — (ED)) 7 (3.45)
B _ oWt E)o + BJ) + (06 — Ej)(po — B) — 2|AP
' 08 — (L) — (EX)?)
, P+ Ey+po— EF
" F = (BP0 — (Ba))
L0+ ED)(po + EN) + (0 — E)(po — Ef) — 2| A

+8(pp)” W2 — (BL)2 (2 — (BD)) . (346

Taking ¢ = 0,
2 d4p !
(90)°Tx(9)| _y = — 2iggtrse / (2r)! ((pg — (B2 (R — (53)2)>

— igitr /d4p < ! + ! )
e | et \B — (BL)?)? (0% — (Ex)2)?
—g21y. (3.47)

The first order space derivative is

o [ d '
OiL'x(a)|q=o0 —2290“/( 1 (( - (E*)2)(p% — (EX)?)
P = u(Ey) ) 0f — B2 — % — |AP)

2 — (B2 PR — EDD)
P+ pu(Ep) ™) (v — E5 b |A|2))
(v — ( )
—0  (odd) (3.48)
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The second order derivative is written as A” B, + 2A! B, + A, B + C/D +2C. D, + C,D?.
Then B, = D, = D, =0,B, = 2and B} = —D}] = p'p’ /| E; — 0" / E}. Hence,

i d4 Y @] 5@']’
DL (4)l gm0 = J90tr / # (2Aﬂ (A, —CY) (pEff - ﬁ)) . (3.49)
p p

We evaluate

T m S m m o mo (3.50)

so the second term of 0;0,I"(¢)|,=0 converges. Thus, we have to work out only A” term as

— 4" 4p'p

S EE - EDY) T B B #— (B
A5 (R — B2 — i — |A])
“ : + : )
W — (B2 — (ED)D) | (7 — (BL22R — (Ex)?)
— 8p'p’ < ! + = )
7 — B2 — (EDD) | - (B — (Ex))
+16p'0 (pf — E; — 1i* — |A]?)
“ : + : )
W — (B2 — (EDD) | (7 — (BLP (R — (Ex)?)
i=j 2 2 4
TR (B R (B = (BaD (i — (BL))
1 1 2
TR ENE R = (EDDE (- (Ba))@ — (ED)?)
-3 -3 —2
TR EE  R— (DR - (Ba))@ — (BD)?)
4 1 1
TR-EE-ED) <<p3 — @& s <E->2>2) - OAD
Hence, the second order derivative is written as
00T (q) | g=0 = —gaLo0i;- (3.52)

Since the spatial components have minus sign in the Minkowski metric, the final result of the
second order derivative of I',. can be written as

0,0,T 2 (q)g=0 = 95 LoGpuw- (3.53)
The pion part in the second order is written as
1 1
£ :éggfga“ﬁ"(x)@uﬁ’(x) -3 [M?—2g5 (1, — 24° L) ] 7 (), (3.54)

which can be identified with the Klein-Gordon type Lagrangian if the mass term is given as
m2 =M? — 2921, + 4gap*Io. (3.55)

The mass term is described by the quark propagator and hence reflect the quark property and
the kinetic term include the divergent integral /,. It is notable that this pion mass form is similar
to the quark mass gap equation.



3.3. Mass and Kinetic Energy Terms (k=2) 23

3.3.2 Sigma Meson

We consider the sigma meson term:

I's(q) zitr/ d4p4g§ (GT ("G (p) + G~ ()G (p) + H (1) H* (p) + H*(¢")H ™ (p))

4 (2m)

i /d4p (P + E,)(po — EF) + (0o — B, ) (po + E) — 2|Af
4707 | (2m) e — (Bx)2) (@ — (EL)?)

L @+ E)(po

—E;)+ (ph — Ey)(po + E;) — 2|A]? PP —m?
(v — (B2 (12 — (E3)?) )(” )

5 — (Ex)) (05 — (Ex)?)
(P + Ep) (o + EF) + (0o — E;)(po — EF) — 2|AP e
" ?) ) ( ")

—(
+((pé)+E];)(po+Ep) vy — Ey)(po — E;) — 2|AJ?

(p6 — (EX)?)(P§ — (Ex)? EyE
i d*p
=—gotrse | ——(AsBs + CsDy). 3.56
490 Iy / (27‘(’)4( + ) ( )
We work out ¢ = 0 case in which By = 2 — =&~ and Dy 2m?.

2 d4p 2(2—E§—,LL2—|A|2+2N)
I'4(0) —zgotr/ (27) [ n2 — EX5) (2 — (EX)?)
)2 — |A]2 + 2(ES)?

+@2(p3—< D)2 IAR 2B g (B
E? (B2 — (Ex)2)? (p§ — (EX)?)?
By |A\2+2u2>)]
07— (B2 — (B
.9 d'p L 2 ! !
=igbe [ G K —<Ez>2+p%—<E;>2) i <<p3—<E;>2>2+<po—<Ez>2>2)

+2m’ (<pg T <1Ez>2>2>]

=goly — 2951 Iy — 2g5m* 1. (3.57)
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The first order time derivative is given as (ASBS + C’SDS) lg=0 = 2A, + (C’S — AS)ZEﬂQ2

A = 2po
T~ (Bx)H) W ( A)?)
gy PO B0 = B + (0~ By o + B) — 21AP
° (pg — (E&P)?( — (Ex)?)
2po

TR - ELR® - (B
o+ E5)(po — Ey) + (0h — E5)(po + Ey) — 2|AP

(8 = (Ex)?)?(p5 = (Ea)?)
. 4po
(5 — (B2))(0§ — (EX)?)
_ 4, e Gl A g po — By +p* — AP
(p5 — (Ex)?)? (0 — (E3)?) (5 — (EA)?)* (1 — (Ea)?)
1

. (@3 - <1E;>2>2 - <Ez>2)2) ’

— 2p

(3.58)

and

_ 2po
(¥ - (Ex)?) (0} ( )2)
(po + Ey)(po+ E,) + (05— B )(po — B, ) — 2|Af
(po - (EE) )? (po (Ex)?)
2po
(5 — (BEx)) (05 — (EX)?)
(Po + Ey)(po + EF) + (06 — E)(po — E) — 2|AP
(n5 — (EX)?)2(p — (EX)?)
_ 2po n 2po
(5 — (Ez)"’)2 (p5 — (Ex)?)?
P+ (B, ) — AP 4 Py + (E)? — |A]?
(P — (B2)?)? " - (BR)?)

_ ( 1 N 1 )

T\ BB - (L))
(E; )? (B} )?

o (<pa —(Ea)?)® (- <Ez>2>3) |

The result is written as

Cs

— 2pf

_|_

— 2p}

— 4po

(3.59)

_ e d*p 1 1
arles ==t [ oo (Gr— e * Gr—mpe) 70 O

The second order derivative is given as (AS B+ OSDS) lg=0 = 24, + (C’S —A )Zg‘z The second
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term (Cy — A o) glves finite:

A, =(—8p§ —4(py — EX — 1* — |A]? + 2u%))

(G=mpra=m * wwr- )
(p5 — (Bx)?)(p5 — (EX)?) (5 — (EX)*)* (5 — (ER)?)
+16p3(pp — E, — 1* — |A]" +20%)

P

(Eram e E)
(p5 = (Ex)*)(0f — (BX)?) (0§ — (EX)*)P(5 — (Ea)?)

1 1
=—2 ( + — ) . (3.61)
(p5 = (EX))? (0§ — (E4)?)
Then

9000 s5(q)|g=0 =95 1o (3.62)
The first order space derivative is given as (A{B; + A,B; + C(Ds + C;D;)[4=0. Then
B'(0) = 2”5—241’1, DL(0) = _27;4;) , hence A,B and C,D/, give finite. The A, and C’ are

written as

A =9y < —E;' 4 _Ep_
TP NE 0 — Ex )W~ (EDY) | Ey0f — (BR)) R — (Ba)?)

B~ B+ G Ep)lw + Ef) 1A
= ulEp)™) 08— (B2 (% — (ELP)
(o + Ep)(po — E,) + (06 — E)(po + E, ) — 2|AP
O+ u(E)T) 7 = (BL)D@R - (B2 ) (69

: Ef E>
C; =2p" 2 IV + 2 5 =
Eyp (05 — (Ex)?) (05 — (Ex)?)  Ey(pg — (Ea )2)(290 (Ex)?)
po+E ) (po+ E; o~ E,)p —2|A?
0= ) P BB+ B+ (5h = By o~ Ey) —2A
(P — (Ea)?)?(05 — (Ea)?)
(Po + Ey)(po + EF) + (06 — E)(po — E) — 2|AP 3.64)
(p6 — (EX)*)* (05 — (ER)?) -
Of course, the first order derivative goes to zero by the integration over p’ because the each
terms are an odd function of p’. The second derivative is given as AYBs + 2A B, + A;B{ +

CUD, + 20D} + C,DY = 247+ (Cf — A2+ 2( AL — C) 258 4 (A, — C,) B". We work
out B? and D as

_I_

+(1+ pw(Ey)™)

g 00 PP 2 Gplpm?

°*~ E? EAT EY  EB
—; 5m? o6m!
i=j
= — —_ (3.65)
E,  Ej
—; 5m?  6m?*
i=j
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A” and C are written as

—6 3 3
- B - (EDD) | - (B (7 - (EL))?
10 -3 3
- D — (ELD) - (B T = (BLPP

i i=j
Al =

1
- ((p% — (EX)?) * (pg — (Eg)?)) ’ (3.67)
ni=j 1 1
=2 ((p% — (Ex)?)? - (p2 — (Eg)zy)
(E,)* (E})?
o ((p% (P W (Eg)2)3) ' (3.68)

Hence the terms (A, — C!

S)zmei (As — C5)BY and (C? — A )QEl; converge. The second order

B4 o
p
space derivative is written as

8i8jf‘s(q)]q:0 = — 98[05” (369)
The result of the second order derivative of I, is
9,0, s(0)|g4=0 = 9510 G- (3.70)

The sigma meson part in the second order is given as

1 1
£? = 59(2]]08“3(@8“3(:17) ~3 [M? —2g5(I — 2u* 1o — 2m°1y)] s°(x). (3.71)

The mass term can be identified

m? =M? — 2951, + 4gap* Iy + 4gom*Iy = m2 + dgom®Io. (3.72)

3.3.3 Diquark-Baryon

The diquark-baryons are the complex scalar fields. The term U(?) generates the dd* term and
d*d term separately. The difference of these terms are only the chemical potential dependency
which will be derived from the first order derivative with temporal part in contrast with mesons.
The mesons constructed from gq have no antiparticle (or self-conjugate) and have no chem-
ical potential dependence. The diquark-baryons are, however, constructed from ¢q and their
antiparticles are described by gg. The conserved baryon charge is written as

Q= /d3xJ0 = /dei(A*(x)HA(x) — A(z)ax(2)), (3.73)

with the canonical conjugate momenta
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The first order derivatives represent the conserved charge and the difference between dd* and
d*d is opposites sign. We can identify the dd* and d*d without the first order derivative.

We consider dd* term:

i d'p iy B
LCaa-(q) =—tr | —=—792(=G"(p")y5t2m2G™ (p)75taT2)

1" ) (2m)r
( (po + E,)(po — E,)

_ T r d'p P
e fc/ 2m)* |\ 0 — (Ex)?)(0f — (Ex)?)
(po — Ey)(po + E;) ple 4 m?
TR B - <Ez>2>> (1 " TEE, )
(o + E,)(po + Ey)
7 — (Ex)H) (w5 — (Ex)?)
(ph — E))(po — E) ) (1 A m2>

+ -

(6 = (BEX)*)(0F — (Ex)?) By E,
=g /d4p (Adg- Bag- + CagDag-) (3.75)
=— Tre — * * * * ). .
49d f (2m)2 dd*Ddd dd* L dd

We work out the case ¢ = 0

i dp
Fdd* (0) :égfltr/ (277')4
p

—Eg2tr/ ! ( 1 N 1
274 2m)* \p§ — (Ex)?  pg— (EX)?
|AJ? A2
T +)2)2 2 —)2)2
(P — (EX)?)?  (p§ — (Ea)?)
1 1
:59312 - 593|A\210. (3.76)

The first order time derivative is written as

a()chl*

—_ 3

o =siis [ o5 | (Ga=e ~ =)

! ((p% - éLEX)Q)2 - éLE;y)z)] ’ (3.77)
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where the first term is evaluated as

E, E

. o P

(05— (ER)?)? (05 — (Ex)?)?  (ph — (Ex)? —4pEy)? (5 — (EX)? 4 4pE,)?
B (1 n 2ﬂ>
(pg — (Ex)?)? Po— (Ex)?

ot (2 )

Ep B Ep B 9 1 1
’ (@3 (D - <E;>2>2) Sy <<pa “EDP <Ez>2>3)

1
- <E;>2>2) - GT9)

Thus,

oL aa+ |q=0 = gapdo. (3.79)

The second order derivative is written as

. d'p [ —2po(po — (E,)) — (0§ — (E;)?)
s o i [ 5 (= O
+—2Po(p0 +(E))) — 05 — (E))?)
(P — (EX)?)?
Apg(ps — (E,)%) | Aps(p§ — (EJ)2)>
(P — (Ex)?)* (P — (EX)?)*

:_z 2tr/ d4p ( 1 + L )
29 | ot \ = (ED2)? " (R — (Ea)?)
—2g2I,. (3.80)

The first order space derivative is given by 24, ;. and the second order derivative is 2A7,..
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We work out the space derivatives of A gs:

T\ Ey (08 — (Bx)?)(0F — (EX)?) TP - (Ex)?) (05 — (Ea)?)
2(1 = w(By) (o + Ep)(po — E,)  2(1+ p(Ey) =) (py — E,)(po + E)
(po — (Ex)?)*(p5 — (Ex)?) (pg — (EA)?)*(p5 — (EX)?) ’
(3.81)
P w-E,  ptE 2(p5 — (E,)%) | 2 — (E;)%)
Aaar =0 (Ep(p3 BN B (BDD? R— (Ba)? (- (EZ)2)3)
iy ( —(po— E,) po+ B 4(po — E,)
E3(py — (Ex)?)?  E3(pg — (EA)?)?  Ep(ps — (Ex)?)3
A(po + E) 8(pg — (E,)?)  8(p5 — (EJ)Q))
E,(p5 — (EA)Y? (05— (EA)?)* (0§ — (ER)?)*
i=j__ Po— E,; _ po+ E, n 2 n 2
E,(p5 — (Ex)*)?  Ep(pg — (ER)Y? (05— (Ex)?)? (0§ — (EX)?)?
B po— E, " po+ Ef _ po— B,
E,(p5 — (Ex)*)?  Ep(pg — (Bx)?)?  Eu(pg — (Ex)?)?
L Do +E 2 B 2
E,(p5 — (BEA))? (05— (Ex)?)? (05— (ER)?)?
_ 1 1 (3.82)

- + :
(05— (Ex)?)” (0§ — (EX))?
Since A, is odd function of p, the first derivative vanishes. The second order derivative is
written as

1
8,~8jl“dd* |q:0 = —593]0(52']‘. (383)
The result of the second order derivative of I' g4 is
1
0,0, 4g+(q)|q=0 = §g§IogW. (3.84)

We consider d*d term:
_Z 2 d4p — (] +
La-a(q) =~ gatr (=G~ (P)r5tam2G™ (p)y5taTs)

4 (2m)4
( (o — E,)(po + E,)

_z 241 d*p
—3% fc/ 2m)* |\ (06 — (Ex)?) (05 + (Ex)?)
(po + E5)(po — Ef) > (Hﬁ Pt m2>

TOE — (EL)) R - (ED)?) E,E,
N ( (Po — E,)(po — E;)
W2 — (Bx)?) (7 — (EL)?)
(ph + ) (po + E;) > (1_ﬁ’-ﬁ+m2>
W2 — (B4 (7 — (E5)?) E,E,

: (3.85)
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and its time derivative

L)l =i | (% Km% ?292)2_@3—?2;)2)2)

- ((p% - (MEA)Q)2 e éLEg)2)2)1 ' (3.36)

Thus,
80Fd*d(q)|q:0 = —gZ,LL]O (387)

in the same way as dd*. Note that I'y+4(g) gives the same result as I'4+ (q) except for 0oL g«4(q) | 4=0-

Since the diquarks are baryons, the diquark condensation break the baryon charge symmetry.
The existence of the condensation arise the mixing terms dd and d*d*. We work out the diquark
mixing terms dd and d*d*. The dd term is

1 d*p
Paa) =3tr [ et H 0 staraH (st

okt [ 5 (Gr—mr ; CRIGAE
o) ?E )+ (e rmem
I )<1 e )} (389

We work out the ¢ = 0 case:

g a2 . d'p 1 1
I'44(0) —29d(A0) t / (2n)° ((p% —(ED)?2)? + (2 — (EA)2)2)

1
= = 59a(A0) To- (3.89)
Similarly,
i d'p _
Fd*d* (q) :Ztr (2 )49dH ( )’}/51527'2H (p)")/5t27'2, (390)
1
Lg-a:(0) = — 594(20)*Io. (3.91)

2
All the derivative terms are convergence. While we have defined a notation g3|Ag|*> = |A
g3(Ap)? and g3(Ap)? are not expressed by |A2.
The diquark-baryon part in the second order is given as

2 the

L) =2 G310 (04d(2)) (B () — 5 (M3 — 2631 — | AP To)) () (x)

— igTop(d" (2)0d () — ()00 (2)) — SoATo (A0 (A(w))? — Sgbo(Bo)(d" (1)),
(3.92)

with the mass

mg = Mg — 2g5(15 — |A[Ip). (3.93)
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3.3.4 Mixing Terms

Since the sigma meson and diquark-baryons are the scalar and due to the PG symmetry, they
mix each other through the condensation. This property appears in the Lagrangian as mixing
terms proportional to the condensation.

We work out the ds term:
? d4p N + +(, -
L4s(q) =—tr ) (—=909a) (G (P )ystaraH T (p) + H™ (p')y5t2am2G™ (p))

1
_i d’p ( (o + E,) — (po — B )

49‘]“"%5“”/ @ |\ 0f — (Ex)?) (0 — (Ex)?)
%+@F@k@”>(ﬁ g)
e — (Ex)?) - ()Y ) \E, T E,
( (no+E,) — (po + E)
0 — (Ex)2) (73 — (EX)?)

(po— E,) — (po — E) (m m)
+ ——— 1, 3.94
e — (B — (EnD) ) \B,  E, G5
in the ¢ = 0 case
_ d*p m E> E*
_ 2 A % o p p
L0 (0) = igogiier | @n1E, (@g —E T <Ez>2>2>
o d*p 1 1
N ZgogdAOm“/ (2n)"* (m% — B - <Ex>2>2)
= —gogadomlo. (3.95)
We work out the sd term:
i d'p + (N — (N T+
[sa(q) Zztr/w(—gogd) (H*(p)G* (p)ystare + G~ (') H™ (p)y5tats)
i / dp [( (o+E;)—(vh—Ey)
4PHZ0e [yt |\ 0f — (Bx)) (5 — (Ba)?)
(0o + Ey) — (po — E) <ﬁ+ﬂ>
WE— (EL))WR - (ED?) ) \E, " E,
(po — E) — (ph — Ey)
E — (Ex)?) (R — (BX)?)
o+ ES) = (po+ E,) <m m)
+ — =1, 3.96
W — (BB — (B0 ) \B,  F, (5:50)
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in the ¢ = 0 case
d*p m E- Er
I',4(0) =ig g2A*tr/ —( P_ + d >
10 =io09aB5t [ i E, \ 2~ (Ea2E T = (BD)R)

=ig0g3 A mtr/ p ( ! + ! )
P 2m)* \(p5 — (Ex)?)? (95 — (ER)?)?
= — gog?lAgmfo, (3.97)

We work out the d*s term:
7 d*p n
L4+5(q) :Ztr (2r )4gogd (G P )stareH ™ (p) + H™ (p)y5t2m2G ™ (p))

i (po + E) — (po — Ef)
:—gogfzﬁotl"fc [( Y P

4 EK/ )?) (5 — (EX)?)

(po+E) v m m
R )(po <E;>2>) (E_+E)

(Po + Ey) — (po+ E,)
(ng — (BEX)?) (0§ — (EX)?)

- E)-wh—Ey) \(m m
- B - <Ez>2>) (5 )] 399
in the ¢ = 0 case
d4p m E;r E:;
Ca0) =imgiotr | 5 (@3 —E - <EA>2>2)
=igogaNomtr &' ! !
=tgogaBomt / (2m)! (@3 —ED) - <E;>2>2>
We work out the sd* term:
Lsq+(q) . / ﬂgogd (H™ ()G~ (p)ystare + GT () H™ (p)ystats)
° 4 (2m)4
iy [t B - 0~ B))
~pfogatet fC/ ()3 [(@3 — (Bx )@ — (B)?)
(po + E,) — (po — E,) m  m
B - (Ba) k- (E >2>> (E_+F>
(0o — E;) — (0h — E3)
i (( “(ELD) W~ (Bx)?)
(po+ E /)+(p0+E+) mm
- B - (X >2>> (5 %)| G100
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in the ¢ = 0 case

d*p m Er E-
I‘S*O:ngQAtr/ —( £ + P )
+(0) =igogathol | G E \ GR= (D7) | (B = (B2 )P

9095 Aomt / d'p ( ! + ! )
=904 mitr -
070 2m)* \(p§ — (EX)?)?  (p§ — (ER)?)?
= — gogalomly. (3.101)

All the derivative terms converge.
The effective Lagrangian at order k£ = 2 can be written as

1 . I 5.
£ = g 1o(0,7(2))? — Jm27(a)
1 1
+ 308 10(0us(@)* — Smis(o)

b L0 () (0,(@)) ~ S (2)d(a)

— ig8 o (" (2)hd(x) — d(x)hd" () — bl AP () + A())
— 2g0g3Tom s(x)(Ajd(z) + Aod* (). (3.102)

The Lagrangian density has mass dimension 4, and [, and /; have mass dimensions 0 and 2,
respectively. Hence when [, appears in the coefficients there are factors of mass dimension 2
such as squares of the derivative 0, the chemical potential y, the quark mass m and the gap
energy Ay and Aj. The pion term has a simple form due to the pseudo-scalar nature of the
pion field, while the scalar boson s(x) couples to the diquark-baryon fields through the diquark
condensates.

3.4 The Coupling Terms (k=3)

The coupling vertices involving combinations of three mesons or diquark fields are obtained
from the third-order term:

U® = —%tr(é‘f{)?’ = étr(Ag + ABC + BCA + CAB
+CBD + BDC + DCB + D?). (3.103)

Non-local terms with derivatives of hadron fields converge, and U () is constructed with only
local terms. This term generates leading combinations of G* and H* with 5. With the prin-
ciple of taking only the divergent integrals, the possible combinations are GGG or GGH with
v5. From dimensional analysis, the coupling constant should have mass dimension one. Thus
for baryon-number conserving channels, the relevant factor is m. For baryon-number non-
conserving channels the factors are A, or Aj. Hence, the terms for baryon-number conserving
channels are generated from GGG and the terms for baryon-number non-conserving channels
are generated from GG H. We drop the 72 therms since that terms will generate same coeffi-
cients as the s® and the first order 7 has to vanish due to the odd 5. Even they are dropped, we
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find 32 terms as:

(SK)? = - g3(GYGTGT+G~G~G™)s?
— 9093(GTGTH "5 + GTH ~7sG* + H GGV
+GtYH "G s+ H G G+ G G TH ™ +G vH -G
+ H=G=G s + G~ G s H 7)sd*
+ ¢29s(GTCGH s H Y + Gy HYGT + HTGT G s
+ H G G + GrysG H T+ G H G s
+ H G G+ G H G + G G H T v5)s2d
+ gog (GGG v5 + GGG ys + G sGTG s
+ G G TG + G ysG Gy + GG ysGHys) sdd®
+ g3 (H GG 5 + GG s H s + Gy H G y5)dd™
— g (G s H TG ys + H TG G s + GG s H Fys)dPd*. (3.104)

where we have used

*

Ar - A i
Jd=0 90 eh . (3.105)

HY = -0 —yh, — 5=
v — (EX)? 5 — (EX)

Taking trace

1 DS . .
—Etr(SK)3 = —2g3Ioms® — gogiloAosd* — gogaloA*s*d
— 2g0gaTomsdd* — giloAodd™® — giloAsd*d*, (3.106)

The final result for the k£ = 3 part of the effective Lagrangian is:

LB = —2goIym [g3s*(x) + gos(x)T(x) + g3d* (x)d(z)s(z)]
— galo [95(5(2) + 7*(2)) (Aod" (x) + Agd(w)) + gad” (z)d(x)(Dod" (z) + Agd((f)lgf)

Since the constituent quark mass is defined m = mg + gooy, the coupling constants for each
terms have the condensations gy09, 9420 and gqA{ and dimension one together with the dimen-
sionless integral I;. Obviously, the vacuum transition s and sdd* channels conserve the baryon
number and the others do not conserve.

3.5 The Interaction Terms (k=4)

Four-point interaction terms involving mesons and diquarks derive from the fourth-order term,

U@ = %tr(éf()‘* . (3.108)

The non-local pieces converge. By examination it turns out that only the possible combination
is GGGG with 5 and the coupling constants are dimensionless. The non-zero combinations



3.5. The Interaction Terms (k=4) 35

are s*, T, (dd*)?, s*7%, s>dd* and ®dd* due to the number of 5. Out of many terms that appear
we give here a generic example:

0 d* .
U :ggétrfcs / ﬁ(GJF%GJF%GJF%GJF% ++G GGG )T (3.109)

The first and second terms generate many terms. The point of calculation is to take trace for

spinor. The products of gamma matrices and propagators are worked out by the trace formulas
for instance as follows:

trs A_Yovs Ay vovs A0 A0y =t Al = 2,
trsA 015 A 075 A 707 A Y075 =trsAy = 2, (3.110)

and all the other terms vanish. From the first term one finds:

(po + E, )*(po — EF)? 9
(5 — (BEx)?)2(pf — (EX)?)?
1

tr, GGG Gy =2

1
= (@3 —EPE s <Ez>2>2> | G-AD

The same result is obtained from the second term of Eq. (3.109), hence the result of the complete
74 term is

' d*p 1 1
U7E-4) :£g4tr c/ ( — + ) 7?4
27 | em)t \( — (Bx)?)? T (0F — (EX)?)
1
—_ 593[07?4. (3.112)

Consider another example, the combination involving 72dd*, which has 12 terms of the form
GGGEG as

i dp _
U7£rA2t)dd* :ggoggtrfcs/w |:G+75G+75G+75G+75 + G+75G 75G+75G+,y5

+G G GG s — GG GG s — GGG G s
+G G 56 56 Y5 + GGG G s — GGG G s
—G G GG s + GG GG s + GG GG s
+G GGG s | ®2dd” (3.113)

As we found, the non-zero terms come from only the two products as Eq. (3.110) and the result
is Eq. (3.111). In the 12 terms, the 4 terms have minus sign and the 8 terms have plus sign,
hence the 4 terms are remained. Thus we obtain

Uy :zgoggtrfc / K ( ! + ! ) 72 dd*
wdd g (2m)* (P — (Ex))? - (9§ — (EX)?)?

= — gagalymdd*. (3.114)
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Thus, the 4th order of the fields s*, 7* and (dd*)? generate —1, and s?7?, s>dd* and 7dd"
generate — /. The final expression for the £ = 4 part of the effective Lagrangian is:

LW = — @105 (2) 7 (2) — g2g20o(s%(z) + 72(2))d" (x)d(z)

1 L 1 .
— 59010(s*(2) + () = 59alod™ ()’ (2)
1

=~ 1o [63(s(2) + P(2)) + gad’ (x)d(x)]*. (3.115)

It generates interactions between diquarks, scalar mesons and pions in all possible combina-
tions.

3.6 Identification with a Generalized Linear Sigma Model

The limiting case of exact Pauli-Giirsey symmetry in color SU(2) is realized with gy = g4 and
M = M. The fourth order Lagrangian density is written as

£0) = —Zgb(s* (@) + 72(w) + d* (@)d(x)? (3.116)

This form and the structure of the other terms suggest, not surprisingly, that the hadron La-
grangian is related to a generalized linear 0 model. To demonstrate this, we introduce a fourth-
order extended o model Lagrangian density with o, 7, A and A* fields:

L) = — Sabho(o* () + 7(x) + A (@) AW)) (3.117)

Separating again mean fields and fluctuations by the relations o = oo +s(z) and A = Ay+d(x)
together with its complex conjugate, one finds

o*(2) + 7 (x) + A (2)A(x) =(00 + s(2))* + 7(2) + (Ao + d(2))(AG + d*(x))
=05 + DAL + 2008(x) + Aod* (z) + Abd(z)
+ 8*(x) + 7 (x) + d*(x)d(x) , (3.118)

and the 4-th order Lagrangian (3.117) is rewritten as:

L =— %gélo [vg + 205 (200s(x) + Aod* (z) + Ajd(z))
+ 203 (8% (7) + 72 () + d*(z)d()) + dogs*(z) + 2| Ag|*d* (z)d(z)
+ Asd™? (x) + AR2d*(x) + 4o Ags(x)d* (x) + dogAs(z)d(x)
+doy(s°(x) + s(z)d* (2)d(x) + s(2)7*(x))
+ 200(d**(x)d(z) + s*(2)d* () + T2 (x)d*(x))
+ 205 (d* () d? (2) + s*(z)d(z) + 72(2)d(z))
+ (s (x) + 72(z) + d*(2)d(z))?], (3.119)

where we have defined 02 + |Ag|* = v2.
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Hence one can write the hadron Lagrangian in the compact form of a generalized linear o
model with inclusion of diquark fields:

Low =301 [0, (@) + (B,0(@))? +1(0, — 2indi) @)
SO =R, 1 AT (0%(x) + F(x) + A (2)A(x)
- %gélo [(0%(z) + 7(2) + A*(2)Ax)) — 03]” . (3.120)

In order to write the Lagrangian in this form, we have added —2¢2 [o? A*A to the mass term
and combine with the o + 72 terms to arrive at the compact symmetric mass term shown
in the second line. We then add the counter part, +2g21ou2A*A, to the kinetic energy term
proportional to (8,A*)(8”A) and arrive at the compact form 1 g21o|(9, — 2ipb,0)AJ*. Since
the diquark-baryon is constructed by two quarks (gq) and the antidiquark-baryon is by two
antiquarks (¢q), the baryon chemical potential can be written pp = 24 which appears in the
kinetic term of the diquarks.

Consider next the explicit chiral symmetry breaking term. Obviously, we have a term linear
in the scalar field, 2gomg(lo — 2u*Iy)s, which is proportional to the bare quark mass. This
suggests the explicit chiral symmetry breaking term of the form

Lsp = 2gomo(ls — 2p°1o)o(z). (3.121)
This term provides a new mean-field mass equation including explicit chiral symmetry breaking,
—M?200 + 2go(mo + gooo) (T2 — 20°Ig) =0 . (3.122)

Self-consistent solution of this gap equation determines the dynamical quark mass, m = mg +
Jgo0o, that appears also in the integrals /5 and /.

3.7 Renormalization

The hadron Lagrangian (3.120) extracted from the NJL model involves the divergent quark loop
integrals I, and /. The NJL approach is valid for quark momenta below a characteristic scale,
A ~ 0.6 [GeV], at which the integrals are cut off in practice. Nonetheless, when written in the
form (3.120) as a generalized linear sigma model, renormalization has to be performed. We
follow the Eguchi method [42]. The kinetic term implies the wave function renormalization,

1 1
g :Z]?/[O'R T= Zf/[’/?R
1 1
A=Z;Ar A" =Z;A%. (3.123)
The mass renormalization condition is

M? —2g515 +4g3lou® = 0. (3.124)
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The coupling constant renormalization is written as

29510 =Z5 ' No
N=Z37"N - (3.125)

The mean field is renormalized as

1

v=ZZ%v, (3.126)
and the explicit chiral symmetry breaking term is renormalized as
2g0m0<]2 — 2[1,210) :Zs_éf:‘o
1
A (3.127)

When expressed in terms of renormalized fields and couplings, the effective Lagrangian
(3.120) reads:

Liwss =5 [(O7n@))? + @uon(@) + |0, — isdio) Anlo)]
— 2 [0 (z) + Th(2) + AR(z)Ag(z) — v*] ?Jeopla). (3.128)

Together with the quark term, we have now a consistent Lagrangian to derive the thermodynam-
ical potential for the interacting quark-hadron system. The hadron dynamics itself is governed
by the generalized linear ¢ model Lagrangian (3.128). The explicit chiral symmetry breaking
term, €op, is related to the bare quark mass my. When the PG symmetry is not satisfied, the
meson part and the diquark-baryon part are renormalized independently.
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Chapter 4

Thermodynamics of Quark-Hadron
Matter

We derived the quark mean field thermodynamical potential (the partition function) in Chapter 2
and the meson-diquark Lagrangian (extended linear sigma model) in Chapter 3. In this chapter
we discuss properties of quark-hadron matter and compare with the lattice QCD result. First, we
will discuss the phase structure at finite temperature and density in the mean field level by using
the thermodynamical potential. At finite temperature, we include the Polyakov loop effect.
Next, we discuss the hadron mass spectrum at finite temperature and density. The behavior
of the mass at finite density can be found by analysis of the coupled mass matrix. We find
the existence of the NG boson due to the spontaneous breaking of baryon number symmetry.
Finally, the equation of state (EOS) for quark-hadron matter in various chemical potentials
are discussed. The excitation of the NG boson called the Bogoliubov excitation may give the
important contribution to matter property. The baryon density in the vacuum is also discussed.
We will find our framework cannot reproduce the lattice calculation for the baryon density.

4.1 Thermodynamics of Mesons and Diquark-Baryons in the
Gaussian Approximation

We now discuss the contributions of mesons and diquark-baryon fields to the thermodynamical
potential, using the Gaussian approximation. The starting point is the extended linear o model
Lagrangian derived in the previous section. The whole Lagrangian is written as

L= £MF + Ehadron . (41)

The mean field part has been worked out previously to provide the thermodynamical potential
Q) r. The extended linear o model includes hadron fields up to fourth order. The complete
integrations over the hadron fields cannot be performed to this order. In the present work we
restrict ourselves to the Gaussian approximation [77], taking only the second order (mass) terms
into account and perform the hadron integrals for the partition function as

Z =27, / DsD7#DdDd* exp (z / d%ﬁﬁjdmn) , (4.2)
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with

1 1 1
‘CELQa)dron :E(a}ﬂ?)Q — —m27 + 5(8M5)2 — §m§32

1 1
+ 5(8"d*)(8ud) - §mfld*d — ip(d*Oyd — dOpd”)

1 1
— §A*2d2 — §A2d*2 — 2mA*sd — 2mAsd* . (4.3)

Here we have used the renormalized fields but omitted the index R for simplicity. For further
convenience, we have introduced A = g;A¢ and A* = g;A} in the above equation. The
renormalized masses are defined as

2 =[M?2 —2g3(1, — 2Iop®)] /(g3 1) ,
2= [M? —2g3(1 — 2Lo(1® + m?)] /(93 1o)
my = [Mj — 295(1> — L|AP)] /(931o) - (4.4)

m

The meson and diquark-baryon masses (4.4) found by bosonization and renormalization are

identical to the masses obtained by solving the corresponding Bethe-Salpeter equations taking

only the divergent integrals I, and I, in the quark-loop integrals. Of course, the use of the

Gaussian approximation means ignoring important interaction terms generated by £3) and £®.
The hadronic partition function is

Zhadron :/D@Dﬁ exp (_5(2)) )

S :%Z / &Pz [OV(2) M, (Q)®(z) + 71 (2) N, (Q)7(2)] (4.5)
Q

where Q = (iw,,q), with w,, = 27nT being the boson Matsubara frequency and ZQ ==
>, [ %. The fields @ are defined as &7 = (s,d,d*) and 77 = (7T, 7% 7~). The matrix
M,,(Q) is the mass matrix in Euclidean space with Q* = ¢ + w? and Qo = iw,:

Q%+ m? 2mA* 2mA
M,(Q)= | 2mA  3(Q*+m3) —2uQo A? . (4.6)
2mA" A2 Q2+ m3) + 2uQo

On the other hand, the matrix N,,(Q) of the pion term is diagonal and proportional to the identity
martrix as

NI(Q) = 67(Q* +m2) . (4.7)

A related study of the thermodynamical potential beyond the mean field approximation, in-
cluding hadron contributions in the two-color NJL model by using the Gaussian approximation,
has been performed by He [67]. The effect of the pair mode in condensed matter has been
investigated by Diener et al. [77]. This method is applied to the NJL model and the effect of the
hadrons is estimated by a perturbation method for the quark density [67]. An expansion of the
N, = 3 two-flavor PNJL model beyond mean field approximation has been reported in ref. [25].
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4.2 Parameters

Our NJL model has three parameters the current quark mass m, a quark loop momentum cut-
off A and the coupling strength Gy = H,. The parameters are fixed at zero temperature and
density. In the three color NJL model parameters are fixed from the experimental data which
are the physical pion mass m, and the pion decay constant f,, and the chiral condensate (1/,2),,)
from the lattice QCD or QCD sum rule calculation. Following standard NJL relation [6-8, 64,
78]: The pion decay constant

f2=m’I} (4.8)
and the chiral condensate

where (1,10,)1/% ~ (1g104)"/3. The current quark mass is fixed from the Gell-Mann, Oakes,
Renner relation

m? — Mol (4.10)

" bk

We have used the regularized divergent integrals 5 and I as the defined divergent integrals I
and [, at zero temperature and density with the cut-off A as

d*p 1 1
I3 =itry, | ——0(A* — p*
2 = /(27r)4 ( p)(pQ—m2+ie+p2—m2+ie)
d'p (A —7")
=2N¢ Nt , 4.11
/ 2/(27r)4p2—7712—|—2'6 (+11)

d'p (A —p”)
A .
I3 = — 2N;N,i / B O — i

(4.12)

They depend on the color V., hence the pion decay constant and the chiral condensate depend

on the color N, and the pion mass does not depend on N.. We use the parameters following
Ref. [65], which shown in Table 4.1.

f7T - <1/_1¢> 1/3 ez
inputs 75.4 [MeV] 218 [MeV] 140 [MeV]
mo A C10 = Hy

parameters | 5.4 [MeV] 657 [MeV] 7.23 [GeV~?]

Table 4.1: The first line is physical quantities as inputs and the second line is fitted parameters
of the model.
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4.3 Polyakov Loop and Its Effective Poitential

For the discussion of the equation of state of quark-hadron matter, it is important to take into
account the quark confinement effect. Some but not all aspects of confinement are treated by
introducing the Polyakov loop as the order parameter of the deconfinement transition. The cou-
pling of this Polyakov loop to the quark sector suppresses color non-singlet degree of freedom in
the thermodynamics of the hadronic phase. However, this minimally necessary conditions does
not yet account for the dynamical generation of localized color-singlet clusters as compact wave
packets. This is a limitation that (so far) excludes a proper description of the hadron-to-quarks
crossover at high density.

We adopt here the Fukushima method and add the Polyakov loop potential U (®[A], ®*[A]; T')
to the two-color NJL Lagrangian [22]. The derivative 0" acting on the quark field is replaced
by the covariant derivative D* = 0" — ¢A*. The temporal background color gauge field is
introduced A; = iA® with A’ = gA%% and the SU(2) Pauli matrices ¢,(a = 1,2, 3) in color
space. In the Polyakov gauge this temporal gauge field is diagonal in the color space. For the
SU(2) color group it is represented as ¢36 where 6 is real.

The Polyakov loop potential U is written as [65]

U(®,T) = —bT (240 P + In(1 — d?)) , (4.13)

in terms of the trace of the Polyakov loop

o= NitrewA“ = cos(f0) . (4.14)
The logarithmic term comes from the Haar measure in the SU(2) color space. The two pa-
rameters are taken from the discussion of Brauner et al. [65]. The critical temperature of the
Polykov loop is set at T(/N, = 3) = 270 [MeV] for the pure gauge case without coupling to
quarks. The parameter a is related to the critical temperature as a = 7. 1n24 = 858.1 [MeV].
The parameter b is estimated by strong-coupling expansion of lattice QCD b = (o, /a)'/® where
oy = (425MeV)? is the physical string tension, then we adopt b*/? =210.5[MeV]. According to
Ref. [79], the N -dependence of T, goes approximately as Ty /+/0 =~ 0.6+ 0.45/N?, suggesting
roughly a 10% difference between T, (N, = 2) and Ty (V. = 3) that we can ignore.

The effect of the Polyakov loop implies the replacement

1
In(1 + e_BEX) -5 In(1+ 2de PEX 4 e_sz) : (4.15)

in the thermodynamical potential. Hence, the Fermi function ny(E) in the mean field equation
is replaced by

1+ ®ePE

14 20eBE f e2PE
When the Polyakov loop & — 0, the function 7y obviously corresponds to the distribution
function of two-particles, which means the two quarks survive as a composite colorless object
and a single quark (colored particle) degree of freedom is suppressed. Hence, the & — 0 phase
can be identified with the hadronic phase. On the other hand, when ® — 1, a single quark
degree of freedom is active, which can be considered as the deconfined phase. We note that, by
construction, the effect of the Polyakov loop does not influence the physics at zero temperature
but has a major impact on the order parameters for the chiral and deconfinement transitions, as
demonstrated in the next section.

(4.16)
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4.4 Phase Diagram and Order Parameters

The thermodynamical potential in the mean field approximation has the information of the
phase structure and phase transition. The thermodynamical potential including the Polyakov
loop effect is

d? - -
Qur = — 4/ b [Eg + EX + TIn(1 + 20e PFa 4 ¢ 2PFR) 4 Tln(1 + 2de PP + e*wEA)]

(2m)?
(m—mo)® | |A]? 2 - 2

— bT(249%e P + In(1 — @ 4.17
where the dycamical quark mass m = mg + gooo and the diquark condensate gq4|Ag| = |A|

have been introduced. The dynamical quark mass m is determined selfconsistently

o)
YE . (4.18)
om

Since the current quark mass is small, we can identify the chiral condensate as quark mass
gooo ~ m. The order parameters are determind by solving the gap equations
Oyr  yr  Ouyr
om  O|Al 0

=0, (4.19)

namaly for chiral condensate:

d*p m [EL Ex m — my
4 — | S5 (1= 20p(ER)) + =2 (1 — 2fp(ER))| = 4.20
[t [0 -2t + Pra—mnen)| - R G
for diquark condensate:
Bp [1 N 1 _ A
YA| | —= | = (1 — 2ap(EL — (1 —2np(EY))| = — 4.21
A1 [ b | g - 2Dy + g0 - 2aetEz) | =l @
and for Polyakov loop:
d3p 1 1 1
2 =bd [ —— —24e 7). 4.22
/ (2m)3 [fb + cosh(E}) 3 + cosh(EA)} (1 — P2 ¢ ) (4.22)

The behavior of their order parameters at several situations are investigated.

Finite temperature (7" # 0) and zero chemical potential (1 = 0)

It is known that the chiral and deconfinement transition are strongly correlated [22,39]. To see
this behavior in two color system, we show the numerical result of the chiral condensate and
the Polyakov loop at finite temperature and zero chemical potential (1 = 0) in comparison
with the PNJL model and the NJL model in Fig. 4.1. The quark-Polyakov loop coupling is
introduced in the PNJL model (Fig. 4.1(a)), while the NJL model, the quark and Polyakov loop
behave independently (Fig. 4.1(b)). The Polyakov loop reproduces the pure gauge case in the
NJL model case. Since the chiral condensate o, does not go to zero exactly due to the small
current quark mass my, the chiral transition temperature is defined at o, = %0’0 in the NJL
model case. The critical temperature of the Polyakov loop is set at 7y = 270 [MeV] for the
pure gauge case without coupling to quarks as we mentioned. In the PNJL model case, the
crossover temperatures of both order parameters defined at half of their full values are now
T\ ~ Tgee ~ 225 [MeV].
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Figure 4.1: The behaviors of the chiral condensate (solid line) and the Polyakov loop (dashed
line) as functions of temperature at zero chemical potential, for the cases of the PNJL model
and the NJL model in unit of oo(7" = 0).

(a): The PNJL model includes the quark-Polyakov loop coupling, in which the chiral and de-
confinement transition are strongly correlated.

(b): The NJL model dose not have correlation, in which the behavior of the Polyakov loop
corresponds the pure gauge case.

Zero temperature (7' = 0) and finite chemical potential (1 #~ 0)

The order parameters of our model are the chiral condensate o, the Polyakov loop ® and the
diquark condensate |Ay|. The diquark condensate arises from the critical chemical potential
te (diquark transition). From the discussion of the symmetry [55] (or we will see in Sec.
4.7), the diquark transition occurs at the half pion mass, ;. = m, /2, and the chiral transition
occurs at the same time due to the PG symmetry. These condensations are calculated by lattice
QCD [48,49]. Our numerical result of the chiral and diquark condensations as functions of the
chemical potential at the zero temperature (7' = 0) are shown in Fig. 4.2(a) and comparison
with the lattice QCD result is made in Fig. 4.2(b) [64].

Chiral and diquark condensation

The phase boundary of the de-confinement transition (& ~ 0.5) is insensitive to the chemical
potential as discussed by Brauner ef al. [65]. Hence, we plot in Fig. 4.3 only oy and |Ag| for
various chemical potentials as functions of temperature. The chiral condensate oy shown by
the top smooth curve (4 = 0) in Fig. 4.3(a) stay unchanged until diquark condensate sets in at
te = my/2 = 70 [MeV]. The chiral condensate o at 4 = 75 [MeV] is depleted in the small
temperature region, where the diquark condensate |A| is finite as shown in the right hand figure
4.3(b). This behavior continues as the chemical potential increases as shown for o and |A| at
# = 100 and 200 [MeV] [55,64]. These behaviors agree with the results shown in Fig. 3 of
Ref. [65].
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Figure 4.2: The chiral (solid line) and diquark (dashed line) condensation as a function of
chemical potential in unit of oo(7" = 0). The left figure (a) is our calculation solving the gap
equations. The right figure (b) quoted from Ref. [64] is lattice simulation by Ref. [49].
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Figure 4.3: The chiral and diquark condensate for various chemical potentials as functions of
temperature in units of o(7" = 0). The solid line corresponds to 1 = 0 [MeV], the dashed line
to u = 75 [MeV], the dotted line to ;» = 100 [MeV] and the dash-dotted line to . = 200 [MeV]
in both. The chiral condensate decreases with the chemical potential i increasing in contrast to
the diquark condensate increases with .
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Phase structure at finite chemical potential ;. = 100 [MeV]

We then explore the behavior of all order parameters as a function of temperature at finite chem-
ical potential © = 100 [MeV] in Fig. 4.4. We observe the Polyakov loop is rather insensitive
to the chemical potential by comparing the result in Fig. 4.4 (u # 0) with those in Fig. 4.1
(u = 0). The correlation of the diquark condensation and the Polyakov loop arise through the
chiral condensation. Since in the NJL. model the chiral condensation and the Polyakov loop are
independent, the diquark condensation and the Polyakov loop are also independent.
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Figure 4.4: The behavior of the chiral condensation (solid line), the Polyakov loop (dashed
line) and the diquark condensation (dash-dotted line) as a function of temperature and finite
chemical potential 1 = 100 [MeV] in comparison with PNJL model and the NJL model in
unit of oo(7" = 0). The diquark condensation correlates the Polyakov loop through the chiral
condensation in the PNJL model case.

4.5 BEC-BCS Crossover

Since the diquark-baryons are bosonic particles, and the diquark condensation, Bose-Einstein
condensation (BEC), arise above the critical chemical potential ;. = m,/2 as we mentioned.
Further, the diquark-baryons are constructed from two-quarks (fermions) and hence they can
form a Cooper pair for higher chemical potential (12 > p.). The transition from BEC state to
BCS state is called BEC-BCS crossover.

It is known from the condensed matter physics that in the non-relativistic system the BEC
and BCS states are distinguished by ¢ < 0 and p > 0, respectively, where p is the fermion
chemical potential. In relativistic system (our system) their condensates are characterized by the
fermionic excitation gap A, defined as the minimum of the fermionic excitation energy A., =
min{Ex, EX}. In the BCS state, the fermionic excitation energy has the gap |A| which is the
solution of the diquark gap equation (4.21) and thus A., = |A|, which means the minimum of
the quasi-particle excitation energy is located at finite momentum |p] # 0. The Coorper paired
fermions have a finite momentum |p] # 0 with the opposite direction. On the other hand, in the
BEC state, all the condensed particles (bosons) are located at the ground state. In this point of
view, the fermionic excitation gap A., may be located at [p] = 0.
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In our framework, the dynamical quark mass m = mg + gq00 and the diquark gap |A| =
galAo| in the fermionic excitation spectra EX = +/(E, & p)% + [A]2 (E, = \/p? +m?2) are
functions of the chemical potential. As p increases from p, = m,/2, the diquark gap |A|
increases, and conversely the dynamical quark mass m decreases as shown in Fig. 4.2. Hence
the location of the minimum of the quark excitation £, can be determined by a comparison
between the dynamical quark mass and the chemical potential. On the other hand, the minimum
of the antiquark excitation F{ may be always larger than the quark excitation £ and can be
neglected. Thus, The fermionic exitation gap A., can be defined by the minimum of the quark
excitation min{ £\ }. The fermionic excitation energy gap can be evaluated as

Vim =)+ AR p < po

: (4.23)
AN > o

A, =min{EL, Ef} = {

where 1 is so-called the crossover point. When the chemical potential near the diquark transi-
tion point ., the minimum of the quark excitation spectrum E is located at |p] = 0. For very
large chemical potential i > po the minimum of E{ occurs at a finite |p] ~ u since m — my.
This behavior is demonstrated in Fig. 4.5 showing the quasi-particle energy of quarks, £, (p)
at 4 = 100 [MeV] and at ¢ = 200 [MeV]. At the chemical potential ;4 = 100 [MeV], the
minimum of the quasi-particle energy is at zero momentum. The quasi-particle energy F, at
@ = 200 [MeV] has a minimum at finite momentum. The crossover point is insensitive to the
temperature (see Fig. 4.3) as long as the diquark condensation is finite.

0 50 100 150 200 250 300
p [MeV]

Figure 4.5: The quasi-particle energies of quark as functions of momentum |p] in unit MeV.
The quasi-particle energy of quarks at © = 100 [MeV] (solid line) and at © = 200 [MeV]
(dashed line) as functions of momentum p. The minimum is located at |p] = 0 in BEC state
(u = 100[MeV]) and at |p] ~ p in BCS state (x = 200[MeV]).

We then show the comparison of the dynamical quark mass and the chemical potential in
Fig. 4.6. The quark mass m starts to decrease from p. = m,/2, at this point the diquark
condensation occurs, with m > p. Then the chemical potential exceeds the quark mass from
i~ 120 [MeV], which is the crossover point jo. Once the chemical potential 1 exceeds the
dynamical quark mass, ;1 > m, the system undergoes the BEC-BCS crossover and turns into
the BCS phase as p increases further.
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Figure 4.6: The dynamical quark mass m (solid line) vs. the chemical potential ;. (dashed line).
The diquark transition point is y. = m,/2 and the BEC-BCS crossover point corresponds to
the crossing point, 1o ~ 120 [MeV].

4.6 The Behavior of Hadron Masses at Finite Temperature

The hadron mass spectrum can be described by analyzing the hadronic partition function Zj,4:on,
in Eq. (4.5). We start with the mesons of the sigma and pion at finite temperature and zero
chemical potential (¢ = 0). In this case, the diquark condensate is zero and there is no sigma-
diquark mixing. The Lagrangian for each fields at this state can be written as

£ = 2 (0#5()) — sm?s(), (4.24)
£y = %(@ﬁ(w)f - %miﬁ%), (4.25)
£3) = 20" () 0ud(x) — gmidd, @.26)
with the masses
2= [M? - 2621, + 4Iym?] /(g31o), (4.27)
7 =[M? = 26515 /(g3 10), (4.28)
my = [Mj — 2931 /(g5 1o)- (4.29)

Obviously, the pion mass and the diquark mass coincide due to the PG symmetry, so we discuss
the dispersion relation for the sigma and pion. The behavior of these masses is similar to that
found in the SU(3) color NJL model. The only difference is the role of the Polyakov loop for
two colors here as compared to the standard color SU(3). The effect of the Polyakov loop is
included through the integrals /> and 1.

We show the sigma and pion masses as functions of temperature with and without the quark-
Polyakov-loop coupling at zero chemical potential (¢ = 0) in Fig. 4.7. The explicit chiral
symmetry breaking by the small quark mass, my = 5.4 [MeV], gives the Nambu-Goldstone
pion a small mass, m, = 140 [MeV] at zero temperature, while the sigma mass, m; = 610
[MeV] stays around twice the dynamical quark mass m = mgy + goop. As the temperature
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increases, the pion mass starts to increase, while the sigma mass decreases until the temper-
ature approaches the crossover temperature of about 180 [MeV]. The two masses meet at the
crossover temperature and increase jointly as shown in Fig. 4.7(b).

When the quark-Polyakov-loop coupling is introduced, the pion mass increases earlier with
temperature as shown in Fig. 4.7(a). The reason is that the chiral condensate o (or the quark
mass m) drops more slowly with increasing temperature as shown in Fig. 4.1(a). The sigma
mass stays almost constant up to the crossover temperature and then both the pion and sigma
masses increase rapidly with increasing temperature.
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(a) With the Polyakov loop (b) Without the Polyakov loop

Figure 4.7: The sigma (dashed line) and pion masses (solid line) in MeV as functions of tem-
perature in MeV at zero chemical potential (1=0).

(a): For the case of the PNJL model with coupling of the quarks and Polyakov loop.

(b): For the case of the NJL model with decoupled Polyakov loop.

4.7 The Behavior of Hadron Masses at Finite Chemical Po-
tential

We analyze the behavior of the masses at finite chemical potential and zero temperature (7' =
0). In the diquark condensed phase ;. > m., /2, the mass matrix for the scalar fields has non-
diagonal components. On the other hand, the pion does not depend on the other fields due to
the its pseudo-scalar nature.

4.7.1 Pion

We first discuss the behavior of the pion mass at finite chemical potential. The renormalized
pion mass is written as

e
m2 = (M? = 231, + 462 Iopi®) / (g2 1o) = —. (4.30)
0
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Consider the case of |A| = 0 and define divergent integrals for ;. = 0 as:

d*p 1 d*p 1
I9 = 24tr /—— I0 = —24tr / . 4.31)
) et - B SURCORCEEE

I, for finite p with |A| = 0 is written in terms of I3 and I

Iy =it /d4p( CH )
=1tr¢.
2 et \p - (BN T B - (By)?

=13 + 2113 (4.32)

In the region of interest, Iy = I{ and m?2 becomes
my = (M? —2631) /(95 15) = m?, - (4.33)

Hence, the pion mass does not depend on i for |Ag| = 0. The pion mass stays constant at 140
[MeV] and proportional to the square root of the bare quark mass until the onset of diquark
condensation.

The gap equation for the diquark with the Pauli-Giirsey symmetry Gy = H, provides gy =
gq and My = M, and therefore M 3 — 29812 = 0 for the finite |Ag|. The pion mass becomes

m2 = (M? — 29515 + 4g51oi®) /(g5 1o) = (2u)*. (4.34)

This shows that the pion mass in the diquark condensed phase increases linearly with .

4.7.2 Diagonalization of Sigma and Diquark-Baryon Mass Matrix

The sigma meson mixes with diquark-baryons, and furthermore diquarks mix with each other,
since the sigma and diquark Lagrangian density with kinetic and mass terms is written in a
matrix form:

X 02 + m2 2A*m, 2Am
=20t 28m e+ md) + 200 A? o, (439
2A*m A (0% +m3) — 2ipd°

with the scalar fields representation ' = (s, d, d*). The (bare) diquark-baryon mass is given
by:
mi =(M7 — 29315 + 2g316|A*) /(95 1o)

_{mfr—él/f Al =0

) 4.36
A A #£0 (330

with the diquark gap equation M3 —2g2I, = 0 and g; = go for |A| # 0. The (bare) sigma mass
is larger than the pion mass, m? = m2 + 4m?, with m the dynamical quark mass:

m2 = (M? —2g51> + 4g5Iop® + 4g5Iom?) /(95 1o) = m2 + 4m* . (4.37)
We write the mass matrix in the momentum representation (Minkowski space) as
¢ —m? —2A*m —2Am
M(w,q) = | —2Am  3(¢° —m3) + 2w —A? : (4.38)
—2A*m —A*? (@ —m3) — 2uw

where ¢ = w? — ¢®. The physical mass spectra for sigma, diquark and antidiquark are obtained
solving the dispersion relation det M (w, 0) = 0 with respect to w?.
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Low chemical potential ;1 < p. (|A] =0)

Before sloving the complete solution of Eq. (4.38), we first analyze the case of |[A| = 0, in
which there are no mixing terms. Hence, the sigma meson and the diquark (antidiquark) masses
are determined independently. The sigma mass m? = m2 +4m? is obviously constant since the
both of the pion mass and the dynamical quark mass are constant in this region. The physical
diquark and anti-diquark dispersion in the case of |A| = 0 are

w? —m3 +dpw =0, (4.39)

where the bare mass is m? = m2 — 4 and upper plus sign is for the diquark and lower minus
sign for the anti-diquark. The solutions of Eq. (4.39) are

w=mg, £ 2u, (4.40)

where the diquark-baryon corresponds to m, — 2u and the antidiquark to m, + 2u since the
baryon number is 1 and —1, respectively. As anticipated the diquark masses equal to the pion
mass m, at 4 = 0 due to the Pauli-Giirsey symmetry. The diquark and antidiquark masses
vary linearly as functions of the baryon chemical potential ;13 = 2u. This behavior can be
understood by a simple picture. When pp = 0, the bare diquark and antidiquark masses may
be located at +£140 [MeV] as measured from the vacuum as shown in Fig. 4.8. When pp # 0,
their excitation energies (wa and wa~) change linearly by pp for the diquark and by —pup for
the antidiquark. When the baryon chemical potential ;15 reaches the bare diquark mass myg,
the physical diquark mass wa becomes zero (NG boson) and the diquark condensation appears
(BEO).

———my(+140MeV)

Wp :
= + B
T T Vacuum(u=0)
Wax
o mg(-140MeV)

Figure 4.8: A schematic picture of the dispersions for the diquark and antidiquark. The bare
diquark and antidiquark masses exist at 2140 [MeV]. Their dispersions are measured from the
fermi surface .

Without the mixing term

Now we consider the case of finite |[A|. In the absence of the sigma-diquark mixing term,
—2mA®™, the sigma meson indipendent with the diquarks. The sigma mass approaches the
pion mass as the dynamical quark mass tends to zero due to the chiral symmetry restoration. In
this case the diquark-antidiquark mass matrix become

L —m?) + 2uw —A?
Dlw.g) = (2<q —AdEQ g (g® —m?) — 2Mw> . (4D
2
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The dispersion relation det D(w, 0) = 0 generates

was =4/ 162 + 4| A2, (4.42)

wa =0. (4.43)

The physical diquark-baryon mass wa is zero. These behaviors are shown in Fig. 4.9(b).

With the mixing term

Finally, we investigate the dispersion for all scalar particles with the full mass matrix M in the
diquark condensate phase. The sigma and diquarks masses are given by solving the dispersion
relation det M (w,0) = 0 as

w? [wh = 20 (2|A]* 4+ 10p° + 2m®) + 16p> (A + 4p” + 4m®)] = 0, (4.44)

with substituting m? = 2|A|? and m? = m, + 4m? = 4p* + 4m? in the diquark condensate
phase. One trivial solution w? = 0 is the NG boson and the other solutions are

w? = 2|A12 + 10p% 4 2m? £ /(612 + 2| A2 4 2m2)2 — 482m?2. (4.45)

In the limit of |[A| — 0 at the onset of diquark condensation (1 = m,/2) the dispersion Eq.
(4.45) becomes

(4.46)

s 4p? 4 4m? = m?
16p? = 4m?2

The upper solution corresponds to the squared sigma mass m? (without mixing effect) and the
lower one is the squared antidiquark mass at 1 = m, /2. In the limit m — 0 for large u the
dispersion Eq. (4.45) leads to the solutions

4 2 _ 2
W= T . (4.47)
1647 + 4|AJ?

One solution represents the linearly increasing pion mass. The other one agrees with the squared
antidiquark-baryon mass Eq. (4.42). Thus, the effect of the mixing terms disappears at very
large .

4.7.3 Numerical Plot

We show in Fig. 4.9(a) the results of the diagonalized masses. The effect of the coupling of the
sigma meson and the diquark-baryon is very large. When the coupling is neglected, the sigma
mass drops slightly as ;o approaches the crossover chemical potential p ~ 150 [MeV] and then
increases together with the pion mass as shown in Fig. 4.9(b). At the same time, the antidiquark
mass increases rapidly with the chemical potential after diquark condensation. On the other
hand, in the case of strong scalar-diquark coupling, the quantum-mechanical “non-crossing”
rule is at work. The sigma mass increases continuously and the antidiquark mass joins the
slowly increasing pion mass.
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Figure 4.9: The sigma (dotted line), pion (solid line), diquark (dash-dotted line) and anti-
diquark (dashed line) masses in MeV as functions of the chemical potential in MeV at zero
temperature (7" = 0).

(a): For the case of full dispersion.

(b): For the case of dispersion neglecting mixing term.

We show the lattice calculation result in Fig. 4.10 to compare with our result. Our diquark
and antidiquark correspond to 0*. The authors [50] calculate the hadron mass spectrum in
baryon-rich medium with the diquark source term. The pion mass behaves constant in the phase
where the diquark condensate vanishes and linearly increasing in diquark condensed phase. The
diquark and antidiquark behave linearly increasing and decreasing respectively with the chem-
ical potential at low density. The antidiquark becomes massless NG boson in the “physical”
limit at high density.

Thus, our analysis of the mass spectra agree with the lattice simulation and further we
worked out the sigma meson and the diquark mass in the diquark condensed phase. These
sigma and diquark mass behavior is interesting to check the lattice simulation because the “non-
crossing” rule may arise in this region.

4.8 Equation of State of Quark-Hadron Matter

Next, consider the equation of state (EOS) of quark-hadron matter at various chemical potentials
4 as functions of the temperature 7'. The pressure is given by the thermodynamical potential,
p = —). For the case of only quarks, €2 = €, (4.17), the pressure is essentially zero as shown
by the thin solid line in Fig. 4.11(a) in the confined region (small temperature), and gradually
increases with temperature as deconfinement sets in featuring the entanglement of chiral sym-
metry and Polyakov loop effects. Finally the pressure becomes large at high temperature above
the crossover transition.

In the confined region, the essential active degrees of freedom are hadrons. Their dynamics

is governed by the hadron Lagrangian derived previously, in which mesons and diquark-baryons
interact. We calculate thermodynamical potential, taking only the mass terms and integrating
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Figure 4.10: (a): The lattice simulation of the pion mass quoted from Ref. [64] in lattice simu-
lation by Ref. [49].

(b): The lattice simulation of the diquark for several J from Ref. [50]. Our diquark and anti-
diquark correspond to 0.

out the hadron fields by the Gaussian approximation as explained in Sect. 4.1 as

Qhadron :% Z(ln det Mn(Q) + Indet Nn(Q)); (448)
Q
where
QQ + mg 2mA* 2mA\
M,(Q) = 2mA  3(Q*+mj) —2uQo A? : (4.49)
2mA* A2 3(Q% +m3) + 2uQo
NI(Q) =07(Q* +m2), (4.50)

in Euclidean space Q* = ¢* + w? with the Matsubara frequencies for boson Qy = iw, and
>o=T>, S (g%‘)g. The pion thermodynamical potential can be worked out simply

d’q_[1 B (@)
O, =3 W Eww(§)+T1n(1—e Trq) , 4.51)

where the zero point energy is w,(¢) = 1/¢? + m2. The behavior of the pion mass m, at finite
chemical potential and zero temperature has been discussed. The behavior of thermodynamical
potential for the scalar particles are different between |A| = 0 and |A| # 0. In the case of |A| =
0 where the non-diagonal components in the matrix M, (Q)) disappear, the thermodynamical
potential for the sigma meson is

d*q [1
Qs N / (271')3 [5005(@ + T1n<1 o 67&05(@) ) (4‘52)
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with the zero point energy ws(q) = /¢ + m? = /¢ + m2 + 4m? and for the diquarks is

_ [ dq 1 1w ) 11— o—Pua(@ (] — e=Bear(@
Qa /( )[ A(Q) + swa(q) +Tn(1 - )+ Tln(1 )

d?
:/ (275 [wﬂ(cj) +TIn(l—e” (“’“@_2”)) +Tln(l — 6_6(“’”@”“))} , (4.53)

where the zero point energy is the solution of the dispersion relation
w? — @ —mZ+ 4w =0 (4.54)

as

— B+ mE — 2= wi () — (4.55)
Wa (jj =@+ m2 +2u=w, cf)+2u (4.56)

In the diquark condensed phase |A| # 0, all the scalar excitation energies are described by the
solution of the dispersion relation as

det M (w, @) =w® — [(¢® +m2) + 2(¢* + m3 + 81°)|w*
+ [@*(@" +2m2) 4+ 2(¢ + m2)(¢® + m§ + 81®) — 16m*| AP w?
LGP+ m2)(@ + 2m?2) + 16m>|A)*] = 0, (4.57)

with respect to w. We write the solutions as w;(¢) (i = s,d, d*). Thermodynamical potential is
written as

d3 e
Qscala'l’ = / (27_[_q)3 zz: [WZ(CT) + Th’l(l — e B L(‘T))} . (458)

The momentum integrals in zero point energies of these bosons are divergent. As the standard
treatment we introduce the momentum cut-off to regularize the integrals. However, this cut-off
is a free parameter since the bosonic momenta are external variables. We employ the NJL cut-
off A = 657 [MeV] because our starting point NJL. model is an effective model below the cut-off
A. The zero point energy at 7' = 0 and p = 0 is then subtracted from the thermodynamical
potential. For the case A = 0, this procedure makes the contribution of the zero-point energy
terms vanish. Hence, the whole contribution to the pressure from the hadrons comes from the
temperature dependent terms for A = 0.

Shown in Fig. 4.11(a) is the pressure at ;x = 0, 30, 60 and 66 [MeV]. Given the small pion
and diquark-baryon masses, the contributions of these degrees of freedom make the pressure
significantly different from that with quark degrees of freedom only. This result is qualitatively
similar to the one of the color SU(3) PNJL model [25], but here, due to the additional pres-
sure of the diquark-baryon fields, the effect of the hadron contributions is much larger. The
pressure increases rapidly as the chemical potential approaches the critical chemical potential
fte = m, /2. This rapid increase of the pressure is caused by the diquark-baryon mode whose
energy drops as wa = w,— 2 with increasing ;.. When the temperature becomes small (7" ~ 10
[MeV]), we can expand the logarithm and the pressure can be written approximately as

d3q (w _ dmazx qu " B
P T / e (wn(@-200/T / T o tent@2T, (4.59)
0
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Figure 4.11: (a): The pressure divided by the Stefan-Boltzmann pressure for various chemical
potentials 1 = 0 (solid line), 30 (dashed line), 60 (dashed-dotted line) and 66 (dotted line)
[MeV] below diquark condensation as functions of temperature. Shown also is the one with
only the quark degree of freedom (thin solid line).

(b): The logarithm of the pressure In(P) for various chemical potentials for i = 0 (solid line),
60 (dashed line) [MeV] below p. = 70 [MeV] and for 1 = 80 (dotted line), 100 (dashed-dotted
line) and 200 (dashed double-dotted line) [MeV] above 1. as functions of temperature. The unit
of pressure is GeV*.

where ¢,,,. 1s appreciable only for the diquark-baryon mode (would be zero mode) as p — fi.
Since the pressure is divided by the Stefan-Boltzmann pressure, the pressure ratio close to the
critical temperature shows rapid growth when p approaches the critical chemical potential.
Consider now the pressure over a wide range of chemical potentials y, in particular above
the critical p. for diquark condensation. The pressure is then dominated by quarks through
their zero point motion renormalized by the vacuum value, with additional contributions from
the zero point motion of mesons and diquark-baryons. Given that these zero point motion
effects do not vanish at zero temperature, it is more appropriate to present the pressure as such,
not divided by the Stefan-Boltzmann pressure, on a logarithmic scale. Results are shown in Fig.
4.11(b). The zero point motion is largely influenced by the presence of the Bogoliubov spectrum
of the diquark zero mode which will be discussed in Sec. 4.9 [19,67,77, 80, 81]. The pressure
curves in Fig. 4.11(b) are displayed in the whole j range as functions of temperature. Shown
in Fig. 4.11(b) are the pressures at u = 0,60 [MeV] below p. = m,/2 and g = 80,100 and
200 [MeV] above pi.. The pressure below the critical chemical potential drops to zero at 7' = 0,
while the pressure at x> p. stays finite at zero temperature. The pressure at low temperature
increases rapidly across the critical chemical potential. The pressure at high temperature is
dominated by the de-confined quark contribution and insensitive to the chemical potential.

4.9 The Bogoliubov Excitation

The hadronic contributions to the pressure and the quark density involve spectra of hadrons. It
is important to know how the zero mode behaves at finite momentum in the diquark-condensed
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phase. The Bogoliubov excitation [19,67,77,80,81] for the zero mode results from the solution
w(q) of the dispersion Eq. (4.57). The gapless Bogoliubov mode is a linear dispersion in the low
energy limit. In our system, the Bogoliubov mode is realized not only the diquark-antidiquark
pairing but also the sigma-diquark mixing. The solution of the dispersion Eq. (4.57) is computed
numerically in Fig. 4.12 at © = 80 [MeV]. To see the existence of the Bogoliubov mode, we
drop the sigma-diquark mixing terms in the full mass matrix (4.38) and arrive at an analytic
expression for w(q) of the Bogoliubov mode. Consider the reduced mass matrix

2 _ 2 2 A2
w? — @ —m? + 4w 2A )7 (4.60)

D(wa(D:( _2A*2 w2_q’2_m3_4uw
and solve the dispersion relation det D(w, ¢) = 0 with respect to w(q) for the lowest mode:

w? =" + 2|A]* + 8p
= V(@ + 2]AR +8p2)2 — (¢ + 4| AP)
@+ 4P
22 + 2|A2 +8u2)

(4.61)

In the BEC limit, the pion mass m, = 2y is much larger than |A|. The Bogoliubov excitation

1s then written as
¢ (@ 2AP
~ . 4.62
w(d) \/me <2m7r + My ( )

The zero mode varies linearly with |¢] at small momentum. With inclusion of the sigma-diquark
coupling, the dispersion equation for w(g) with the full mass matrix is solved numerically.
For m, > |A| one confirms that the zero mode has the Bogoliubov excitation spectrum as
expressed in Eq. (4.62). As we show in Fig. 4.12, the Bogoliubov excitation in our system is
linearly increasing.
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Figure 4.12: The Bogoliubov excitation at 4 = 80 [MeV] (solid line) as a function of momen-
tum. The dashed line denotes a line in momentum. In the low momentum region, the excitation
energy increases linearly with momentum.
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The Bogoliubov excitation gives large contribution to thermodynamics in the BEC state
70 < p < 120 [MeV]. On the other hand, in the BCS state 1 = 120 [MeV] the excitation
contribution might be small as discussed in Ref. [77]. As an example, this property will be
shown in the discussion of the baryon density in the next section 4.10.

4.10 Baryon Density

An interesting point of comparison with color SU(2) lattice simulations concerns the quark
density as a function of chemical potential ;4 at zero temperature. When the baryon number
symmetry is broken, the diquark condensate becomes finite and the diquark-baryon becomes a
Nambu-Goldstone boson. From the onset of diquark condensation, the quark number becomes
finite. The quark density derived from the thermodynamical potential at mean field level is:

0Qur / d*p [EJ E, }
O @m? |EL s

Here, we write only the zero point oscillation terms, dropping the temperature dependent terms.

24 ¢
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Figure 4.13: The quark density in unit of fm 2 as a function of the chemical potential ;. in MeV.
Shown by various points are the results of SU(2) lattice simulations [49]. The dashed curve
denotes the result of the mean field approximation and the solid curve the results of the mean
field and Gaussian approximation of the hadron contributions.

In Fig. 4.13 the quark density is presented as a function of the chemical potential ;. As
compared with lattice simulations [49] the mean field quark density comes out to be smaller
than the lattice results by about a factor of two. The quark density becomes non-zero when
the diquark condensate develops, starting at ;1 = m, /2. The quark density increases with the
chemical potential.

Going beyond mean field level implies adding hadronic contributions to the quark density.
In a first step we use the Gaussian approximation, dropping higher order terms of the hadron
Lagrangian, and integrate out the meson and diquark-baryon fields. The hadronic part of the
density is found by taking the derivative of (2,400, Eqs. (4.51) and (4.58), with respect to the
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chemical potential y:

thad'ron a d3q ’ Wws (,LL) 3
Phadron = — (5 — / Z + iwﬂ(u)

_9 4.64
o on ) (2m)3 2 ’ (“4.64)

where w; (i = 0,d,d*) and w, are again the sigma meson, diquark, antidiquark and pion en-
ergies, respectively. Only the temperature independent terms are written. Note that ppegron
vanishes for A = 0, while it becomes finite in the diquark condensed phase. The zero point
energies are calculated numerically and the momentum integrals are performed introducing the
NJL cut-off A = 657 [MeV]. The result is shown in Fig. 4.13 by the solid curve. As we
mentioned, the main contribution of the correction of the baryon density ppugron comes from
the Bogoliubov excitation. The contribution is appreciable in the BEC state near the diquark
transition. When the chemical potential is increasing and going in the BCS state, it does not
grow much. Evidently, using the Gaussian approximation, the effect of the hadron fields on the
quark density is very small. This was anticipated by He [67] in their analysis of the hadron
contributions.
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Chapter 5

Non-perturbative Treatment of Hadron
Interaction

In this chapter we review the Gaussian variational approach and the Gaussian effective action.
This approach is expected to be important to explore high density hadron matter. Although we
do not apply the method to our hadron Lagrangian yet, we would like to discuss the framework
for the future extension of the present work.

5.1 Introduction to a Non-perturbative Method

The thermodynamics in the Gaussian approximation cannot reproduce the baryon density of
the lattice QCD calculation. Obviously, the Gaussian approximation misses important hadronic
interaction terms generated by the higher order pieces, L£3) and L@, of the hadron effective
Lagrangian. These interactions include, for example, scalar boson exchange between diquarks
and mesons in various possible combinations. The strength of these couplings is controlled by
the constant A\ in Eq. (3.125). We find A = 33 in the present parameter set. Altogether, the
net attraction provided by such mechanisms is expected to decreace the vacuum energy and
increase the density significantly as a function of .

An interesting idea for a systematic treatment of non-perturbative interaction terms were
introduced by Kuti who, however, did not publish the idea and his idea was reviewed by Corn-
wall et al. in the appendix of Ref. [82]. The idea is to adopt the Schrodinger representation in
the quantum field theory and solve the Schrodinger equation. The systematic discussion was
done by Barnes and Ghandour [83]. They introduced a trial Gaussian wave function based
on the variational problem and described the renormalized energy expectation value in the ¢*
theory with non-perturbative interaction. This approach is called the Gaussian variational ap-
proach or Gaussian functional approximation. The ground state energy (density) is obtained
by solving the Schrodinger equation with the trial Gaussian wave functional in an variational
method. The obtained ground state energy is equivalent to that obtained by Gaussian effective
potential [84,85].

The ground state at the mean filed approximation level, it seems that there is no Nambu-
Goldstone (NG) particle. The massless NG particle will appear as a collective state [86]. Hence,
the Gaussian functional method requires so-called “mean field approximation (MFA) + random
phase approximation (RPA)” in the many-body literature. This framework is unsatisfactory
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since we require the ground state energy which is equivalent to the thermodyanamical potential
at zero temperature and finite density with NG particle (Bogoliubov excitation). The effective
action with the optimized expansion [87] is one of powerful non-perturbative approach which
fully respects the NG theorem [88]. The effective action with the optimazed expansion is related
to the Gaussian effective potential and the Gaussian functional method. The effective action is
based on the path integral quantization approach and the Gaussian functional approximation is
the Schrodinger quantization. Hence it is not surprising that the optimized expansion method
and the Gaussian functional are related.

5.2 Functional Formulation in the Canonical Quantization

The canonical quantization is one of standard quantization prescription. The classical canonical
variables ¢ and p are replaced by operators which satisfy the canonical commutation relation
|G, p] = ih. The classical field ¢(t, Z) is quantized by replacing it as the operator ¢f(t, Z) and
taking the canonical commutation relation [¢(¢, &), 7(t,7)] = ihd(Z — i) with its canonical
conjugate momentum operator 7 (¢, 7).

In Schrodinger wave dynamical treatment, a quantum mechanical state is realized by a wave
function (¢, Z). The quantization can be done by considering the correspondence relation
(t,T) — z(t,T) and pp(t, ) — —ih-e(t, ). The Gaussian functional approach is
constructed based on this correspondence. For a field theory involving the field operator qg(x),
the wave function is a functional of a c-number ¢(Z):

|¥) — Vo). (5.1
The action of the operator ¢(z) on |¢)) is realized by multiplying ¥[¢] by ¢(7):
o) = o(D) V¢ (52)

The action of the canonical conjugate momentum operator 7 () on |¢)) is realized by functional
differentation

7(x)|) — —ih U] (5.3)

)
0¢(7)
Note that we have suppressed the time variable ¢.

Introducing eigenstates at a fixed time of the field ¢(Z), denoted as |¢), the wave function
U] is expressed

(9ly) = Vo). (5.4)
The inner product is defined by the functional integration:
(ilvz) — [ Dovilolvale) 55)

The analogy with ordinary quantum mechanics is clear.
Energy eigenstates statisfy the Schrodinger equation

/ i {—m%@, ¢(;z)] U[o] = BU[], (5.6)
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where H[r(Z), ¢(Z)] is the Hamiltonian density. The time development of an energy eigenstate
can be written as

U[g; t] = e Mu[g). (5.7)

The Gaussian functional approach is based on this functional treatment of the quantum field
theory.

5.3 Gaussian Trial Wave Function in Quantum Mechanics

In this section we illustrate the Gaussian variational approach by considering a simple quantum
mechanical model following [83]. We consider one dimensional harmonic oscillator with a
quartic term in the potential (taking A = 1). The model Hamiltonian

Ld>  po, 4
gives the Schrédinger equation
H[p(x)) = Elp(x)). (5.9)

In the case of Ay = 0, the ground state wave function and the ground state energy can be written
as

1/4 ,
o(a)) = (£) e (5.10)
1
Eo =3p. (5.11)

For \g > 0, we introduce a simple trial vacuum wave fucion as

1/4
O 3 R (5.12)
s
which gives the expectation value of the energy
1 [LZ 3A0
Ela) =~ — 4+ —. 5.13
(@ =3 10 T 12 619
The parameter « satisfies the minimization condition for the energy, dgga) = 0, to give the
vacuum energy
6
o? = 2+ 22, (5.14)
o

which approaches 12 as Ay — 0.

Now we consider the effective potential for this model. The effective potential V' (zg) is
defined as the minimum value of the energy in the set of all normalized state vectors in which
x has the expectation value z:

V(o) = min{(zo|Hlz0)}, (5.15)
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with
(wo|x|wo) =, (5.16)
(xo|mo) =1. (5.17)
We extend the Gaussian trian wave function to evaluate the effective potential for our model as
j, o) = Neemol/2, (5.18)

where N is the normalization constant satisfying normalization condition (5.17). The expecta-
tion value depending on z and « is evaluated as (see Appendix E):

V(a, o) =(cv, xo| H|v, )
s

1 1?2 3\ 1 3o
4a+é—lg+@+§u2x§+/\oxé+7$3. (5.19)

The parameters satisfy the minimum condition

dVv 1 /LQ 6)\0 3)\0 2

do 1 40?00 20
av 6
e =0 (;LQ + 4\o7h — a_zo) =0, (5.21)

which lead to

6
20 =0, o = p?+ 120022 + —2. (5.22)
o
Note that the second order derivative d*V/dz? and d*V/da? are positive values. We obtain
the effective potential V() by substituting the minimum conditions (5.22) in (5.19). The

renormalized mass m and coupling A are obtained from the effective potential,

, AV _Lldv

dx() min 4! dx() min

(5.23)

m

The parameter « also is a function of xy, so we calculate the derivative of o with respect to z
to evaluate these values:

do 6\ da
20— =24\ _—
adl‘o 0%0 "2 dxg
da  12)\gzoa’
o _ 2700 5.24
d[[’o o3 + 3)\0 ( )
We evaluate the minimum of the second order derivative
d?Vv 6 6 d 6
—| = (;ﬁ + 120022 + —2 — Ofo—a> =12+ 22 = (5.25)
dxg | «Q a? dxg 20=0 «Q
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We further work out

3V ” 7202 144\ N 216)\3a%z2 da
— = To — To — x —
dQT?) min 00 a3 + 3/\0 0 a3 + 3)\() 0 ((1/3 + 3)\0)2 dl’() 20=0
—0. (5.26)
Hence the coupling is
1 d'v 1 5 7203 14402
Al dal| 4l T a3 +3)N 43X\
9)\0 043 — 6)\0
=N ————— =N | =] =\ 5.27
0 Oé3+3)\0 0 (OK3+3)\0) ( )

We would like to skip the disccution of the interpretation of the renormalized values m and
A because our interest is focused on the Gaussian trial function formulation. In the next sec-
tion, we will discuss the application of the Gaussian trial function to the field theory and the
spontaneous symmetry breaking of the system.

5.4 The Gaussian Functional Method for the O(4) Symmetric
Linear Sigma Model

We attempt to apply the Gaussian trial function to the field theory. Our main interest is the
treatment of the spontaneously symmetry breaking in the field theory. As an example, we
consider the O(4) symmetric linear sigma model and verify the method includes the existence
of NG boson as the two particle bound state [86, 89,90].

5.4.1 The Gaussian Functional

The O(4) symmetric linear sigma model Lagrangian is

L= %(8@)2 - V(¢), (5.28)
with the potential
V(¢*) = —%uédf + %«W (5.29)
and a column vector
¢ = (do; b1, b2, ¢3) = (0, 7). (5.30)

This Lagrangian can be derived from the NJL. model by the standard bosonization technique [42].
Hence we assume that the spontaneously chiral symmetry breaking is realized by the vacuum
expectation value of the ¢ field as (o) in the mean field approximation and the 7 field can
be interpreted as NG boson. Actually, the chiral symmetry breaking parttern in two flavor
SU(2) x SU(2) — SU(2) (dimSU(N) = N? — 1) generates 3 NG particles and our model
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Lagrangian breaking pattern O(4) — O(3) (dimO(N) = N(N — 1)/2) generates also 3 NG
particles. The explicit chiral symmetry breaking term is introduced

['SB = _HSB = &0, (531)

which generates the finite pion mass, as suggested by the NJL model .

The canonical conjugate momentum is defined by m; = % = 0p¢; (1 = 0,1,2,3) and

the Hamiltonian density is obtained by Legendre transformation as

H= [ dijs(y— 7 i o LG 6 ()Y, 64(0) + V(¢ H 5.32
—/ y(y—x);<—?m+§ 20i(Z)V () + V(™) — SB); (5.32)

where
2 1 2 — —» )\0 — A 2
V(¢°) = —5 e (@6 + L (& D)o(@)” (5.33)

We introduce the Gaussian ground state functional Ansatz with the vacuum expectation values

(6.
Wolg] = Noxp (~ g [ 4570 - (0.(@)CE D)~ (0, 63

where N is the normalization constant. While the vacuum expectation value for pion will be
chosen as the vanishing value, which is treated as finite in the evalutation of the ground state
energy expectation value. The form Gi_j1 have been defined as

1 dk 1 .
Gi(%, ) = =6 / ( e ED) (5.35)

375
2 27) /k2+m?

where m; is called the “dressed mass” which is determined self-consistently [83,90]. Since the
inverse satisfies

/ 456,57, 2)GLA (2, 9) = 6(F — )05, (5.36)

it can be written as

dk /= s
G (7, 7) = 20 / Ty VI me e (5.37)

We have explicitly kept i to keep track of quantum corrections and count the number of loops
in our calculation. The quantum corrections may come from the functional integrals in the cal-
culation of the energy density. We work out the energy (density) expectation value (®q|H| Do)
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therm by term below (see Appendix E). The kinetic term:

(kinetic) = _h <\110|5¢1(5)¢Z( J)

=~ Gl fape-p S [ ani-ga a6 i)

) dw—m;[/ i, (55 0) — ]G @7 )|
| [ a2 (- 5100 - o@ne @) | 1w
:‘ZG (Z,7) — gklfo|/dy5 Z/dxldng“ I, )G HE, T)

[¢i($1)¢i($2) — (0i(71))9i(T2) — i(T2)(Di(T1)) + (¢i(T1))(9i(T2))][Wo)
:—ZGu iz, ) — h /dgjdfld@za (Z — )G (Z1, 7) G5 (T, Ta) G (T, )

:_Z G N7, &) = Z / . (5.38)

k2—|—m

o)

The shift term:

(shift) =5 (ol [ 45308 = V)7 ) )

EIE (<¢@->2 FRGul@ )y

Z / ez‘E(f—y*)

k2—|—m

Z/ dk k2+m —m?

k:2+m

di [z di 1
Z;/(zﬂ)gm—zgm?/m)gm, (5.39)

where the vacuum expectation value have been assumed to be translationally invariant (¢, (%)) =
(¢i(0)) = (¢;). The second order term in the potential:

1

(second) = — §u(2)(\lfo| /d?ﬁ(f Z¢z (Z)pi(¥)|Wo)

_ %Mg D~ ((00* + hGu(7, 7))

(5.40)

1, |
AT
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We write the fourth order of the fields as
(@*)? = (o + 7)) =o' + 7 +20°7F = > _ ¢} + 26707 (5.41)

The fourth order term in the potential:
(fourth) = \IJO\ /dy(S Z O} + 20705 W)

Ao

:Z ' (3<th‘z‘( )) +6h<¢z> M( )+<¢i>4

F2ARGH(E, T) + (62 (hGy (7, ) + (6,)%)) 2
=20 ()7 + 3%2%; (%/ <2df>‘°’ m)
Nl (1/ = m)
e () ()

Ao (1 [ dk 1
+5h) (607 5 / = : (5.42)
2 ; (2 (2m)3 /7k2+m§>

where we have written as

1 [ dk 1 1 [ dk 1
2G” _»,_’G" _»,_’ =2 —/ —/
(%, 7) ]J(x ) ; 2 (27)3 /—EQ N mf 2 (2m)3 /EQ N m?
1 [ dk 1
2(61)2G(7, 7) + (6)°Ca(@, 7)) =23 (o0? | = / (5.43)

3 = )
i#] 2 27T) \/ k2 + m?

which are understood by the representation of (¢?)?. The explicit symmetry breaking term:
—(Wo|Hsr|Wo) = — &(¢0)- (5.44)
We obtain the energy density as

(e, (6)) = — <on) — 3123 + 22 [(6)7)

1 1
+ Z Rl (m;) — 5;1%712 Io(m;) — 577,2 m2Iy(m;)
3/\ A
th @i)* Io(m;) th;<¢i>2fo(mj)
i#£]
3% 0 p2 Z I3 (m; 30712 > Io(mi) Io(my), (5.45)

i<j
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where we have defined

1 [ dk 1 R 1
[O(mz) _5/( = G“<£U,$) = 2/ (271')4 k2 — mg +i6’ (546)

1 [ dk /= 1o i [ dk s g
I (m;) :5/ @n)? k% +m? = ZGii (7,7) = ——/Wln(k —m; +ie). (5.47)

We identigy hl; (m;) with the familiar “zero-point” energy of a free scalar filed of mass m;. The
coupling Ay dependence terms are non-perturbative correction terms including one-loop O(h)
and two-loop O(h?).

5.4.2 The Gap Equations

The fields are difined as ¢(Z) = (o(Z), 7(¥)), and hence the variational parameters are rewritten
as (¢;) = ((0), (7)) and m; = (M, p) to fit the field representation, where M and p are the
masses of o and 7, respectively. We also rewrite the energy density in this notation as

E(M, (o) (7)) = ~={o) — 5l(0)? + (7] + 22[(0)? + (77 + hLL(M) + 3h (1)

1
— hljd + M (M) — ;h[uﬁ + 1 o) + %h)\0<0>2[[0(M) + Io()]

2
1 3 15 3
+ §ﬁAo<ﬁ>2[fo(M) + 5Io(p)] + 1712/\013(]\/[) + ZHQ/\OIS(M) + 57:&2)\010(]\4)]0(#)-
(5.48)
This value satisfies the minimum condition
o€ o€
— =0, —=0 5.49
ooy~ omy 64
with i = 0, 1,2, 3. The derivatives with respect to (¢;) are
o€ 2 2 -\ 2
ooy = ¢ + (o) [ + Xo(0)® + Xo()* + 3hAoIo(M) + 3hXoIo(k)] =0,  (5.50)
o0&

We choose (7) = 0 from the second equation and (o) = v. From the first equation, we obtain
a relation

Mg = —6/1} + /\01}2 + 377)\0]0(M) + 371/\0[0(,[11) (552)

The divergent integrals I and /; are functions of M and p. On the other hand, the derivative of
I, (m;) with respect to m; can be represented as

8mi

=m;Io(m;). (5.53)
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The derivative with respect to M is

o€ L,
GV =hMIo(M) — §hﬂo

Olo(M) 1,
Sap ~ MMI(M) = 5hM

3 dly(M) 3 Olo(M
+ 5o lo(M) ol )+§h2/\0M]0(u) o(M)

Oly(M) 3 2 01p(M)
on 2 gy

=0, (5.54)

oM oM
and hence the sigma mass is
M? = —pi2 4 30gv® + 3R Io(M) + 3hoIo(1). (5.55)
The derivative with p is
o€ 3, ,0Iy(p) 3. ,0I(p) | 3 9lo()
— =3hul — —hul — 3hul — AP T
on plo(p) = Shig o plo(p) = Shu o T,
15, Olo(p) | 3.5 Olo(1)
— Iy(p)————= + = Iy(M = .
5 ol =5 =+ SH Al (M)=5 = =0, (5.56)
and hence the pion mass is
(2 = —pd 4 Mv? 4+ hxoIo(M) + 5h o Io(p). (5.57)
Inserting Eq. (5.52), we obtain two coupled equation
M? =¢/v + 2\gv?, (5.58)
1 =¢/v + 2h oLy (1) — 2hNoIo(M). (5.59)

We evaluate the “dressed masses” M and p at this stage. From the discussion of the chiral
symmetry, we find ¢ = f,m2? and v ~ f,. Hence the coupling constant is identfied with
2o = (M? —m?2)/ f2, the gap equation can be written as

2 2
2= (S5 ) ninlio ~ B, (5.60)
We fix the parameters f, = 93 [MeV] and m, = 140 [MeV]. The integrals [, and I, are
understood to be regularized via a UV momentu cut-off A. This new parameter A, however, is
a free parameter as well as we have seen in the previous chapter. One choice of the value is
the NJL model cut-off because the sigma model can be derived from the NJL. model with the
bosonization technique [42] as we derived in two color case. We investigate the behavior of
the gap equation (5.60) using the several cut-off as shown in Fig. 5.1. It is known that the pion
mass m, = 140 [MeV] and the “sigma mass” m, ~ 600 [MeV] in the NJL. model result. Note
that the “sigma meson mass” is not well-defined since its decay width is too wide. We adopt
the result of the NJL model calculation for the sigma meson mass. According to Fig. 5.1, if we
identify p = 140 [MeV] with the pion mass, M = 0 [MeV] cannot be identified with sigma
mass. On the other hand, if we identify M ~ 600 [MeV] with the sigma mass, ;¢ cannot be
identified with pion mass even if we choose any cut-off.

In the chiral limit (¢ = 0), the pion mass should vanish due to the Nambu-Goldstone (NG)
theorem. However, the two mass equations (5.55) and (5.57) admit only massive solutions
M > p > 0 for positive values of \g and i and any real ultraviolet cut-off A in the momentum
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integrals Iy(m;) and I;(m;) as shown in Fig. 5.2. The pion mass equation (5.57) is massless in
the tree level O(h°), but the non-perturbative one-loop corrections O(h) give it a finite mass.
The pion (¢4, ¢2, ¢3) excitations hl; (i) in the energy density (5.45) are massive, with p # 0 in
the mean field approximation even in the chiral limit. While the Gaussian functional approach
can contain the information of non-perturbative interaction term, it apparently does not satisfy
the NG theorem [91].

1200
=800
(O]
=,
= 400
0 1 1 1
0 140 280 420 560
u [MeV]

Figure 5.1: The behavior of the gap equation (5.60) using the several cut-off in (), i) plane.
The cut-off A is chosen as 400 [MeV] (dashed line), 657 [MeV] (solid line), 1.0 [GeV] (dotted
line) and 2.0 [GeV] (dashed-dotted line). A = 657 [MeV] is the NJL cut-off used previous
chapter.

5.4.3 The Bethe-Salpeter Equation

It is known from the quantum many body literature that the mean field approximation (MFA)
does not respect internal symmetries. Actually, Nambu’s proof of the existence of massless
particle is realized by considering the collective mode [1]. The NG particles apper as poles
in the two-particle propagator, hence they are considered as a bound states of the two massive
elementary excitations [86]. In the quantum many-body thoery language, it corresponds to
considering the random pahse approximation (RPA). The MFA is one of framework to define
the single particle state in the many-body system. Implementing the RPA into MFA state, it
corresponds to consider the scattering sate. The state can be obtained by solving the Bethe-
Salpeter equation (or equivalently, four-point Green function Schwinger-Dyson equation).

The 0 — 7 scattering

We specify the two body dynamics in terms of the Bethe-Salpeter (BS) equation, or equivalently
four-point Schwinger-Dyson equation. We focus on the s-channel part of the total scattering
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Figure 5.2: The solution to the gap equation in the chiral limit (¢ = 0) using the NJL cut-off
A =657 [MeV] in (M, u) plane. Obviously, it is not satisfy the NG therorem: M > p > 0.

amplitude. The Feynmann diagram Fig. 5.3 gives the BS equation as

Dy (s) =Vi(s) + V()i (s)Dx(s), (5.61)
: d*k 1

I (s) =ih / ) = AP ik =P =2 i ) 662

Vi (s) =2X [1 + (?_022)] — 2\ [1 + MS_;;/“} , (5.63)

where s = (p; + p2)? = P2 is the center-of-mass (CM) energy. The solution is written as

_ Va(s)
1 —Vi(s),(s)

Di(s) (5.64)

We consider the system of zero CM energy +/s = 0 for the study of pion property. The polar-
ization function V,(0)IL;(0) is calculated using Egs. (5.58) and (5.59) as

2X\oh M? —¢/v
VO1,(0) =35 ha(M) ~ o] |1 -
efv — p? M? —¢/v
R T
14 efv—M*  e/v(M®—¢e/v) efv—M?
o M2 — 2 M2(M2 _ M2> M2 — 2
5 M?
=] - 2 .
20 — ) + O(e%), (5.65)
where we have used the integral [ defined in Eq. (5.46) in the four-dimensonal integral from
d*k 1
Iy(m;) =1 —. 5.66
o(m:) Z/(27r)4k:2—m?+26 (5.66)

Thus, we verify the existence of the massless particle in the chiral limit and certainly the explicit
chiral symmetry breaking term Hg¢p = —co might give the finite mass for the pion.



72 Chapter 5. Non-perturbative Treatment of Hadron Interaction

\4( N
Mz/v A

(a) The square box represents the potential and the round blob is the BS amplitude itself. The double solid
line denotes the dreesed meson.

Y“—7
/—\

(b) The potential entering the BS equation. The shaded blob together
with the bouble line leading to it (the tadpole) denotes the vacuum ex-
pectation value of the field and the solid dot in the intersection of the four
lines denotes the bare four-point coupling.

Figure 5.3: The diagramatic representation of the Bethe-Salpeter equation referred from
Ref. [89].

The m — 7 scattering

We found the existence of the massless particle as a pole of the BS equation in ¢ — 7 channel.
On the other hand the sigma mass would appear as a pole in 7 — 7 channel. This channel has
two distinct intermediate states, one with two “elementary” sigma field ¢, and the other with
two “elementary” pion fields ¢, @2, ¢3. The SD equations couple these two channels:

D (8) =V (s) + %VMM(S)IMM<S)DMM(S) + ;VMM(S)IMM(S)DMM(S), (5.67)

Dar() =Var() & 3 Viru(9)an(9)Dps() & 3Varn(Vanne(s) D), (5.68)
Dyar() =Viar() + 5V (M aens () Daons (5) + Vi) L () Dy (). (5.69)
Dyup(s) =Viu(s) + %VMH(S)IHM(S)DNM(S) + gVuM(s)]MM@)DMM(S)‘ (5.70)

This can be cast into matrix form as

1
D, =V +;VIID,, (5.71)
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where
D, = (DMM ll)MM) ’
DuM §Duu
vV — <VMM YMM>
VuM Evuu
3 [1 + 3{2;;4”] [1 n 3{;\;4”]
_2)\0 )
[1 n 3%?;4”} [5 n 3]{:;4”]
and

The invariant function ;;(s) is given by

, d*k 1
o) = | G P

where s = P?. We define

(5.72)

(5.73)

(5.74)

(5.75)

(5.76)

(5.77)
(5.78)
(5.79)

for simply. We find that the Eq. (5.67) and Eq. (5.69) are coupled and Eq. (5.70) and Eq.
(5.68) are coupled. It turns out that the coupled equations are splited into two systems with two

unknown. The solution can be written as

(5.80)
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The discriminant of the Eq. (5.80) is

D(s) = det {1 _ %VH]

~ (1 V) (1= i)l

~ (Vo)) (Vi)

=1- 1<VMM(3)[MM(S> + Vi (8) L (5))

2
TV ()Tt (Vi (s (9) = S Viar () e (5) Vi () D)
=1- %(VMM(S)IMM(S> + Vi (8) L (5))
A5 [Bx(4 4 x) = 3X7] Inrar (5) L)
=1- %(VMM(S)[MM(S) + VMM(S)[/W(S)) + 6>\OIMM(S)[M¢(S)VMM(S); (581)

which is requaired non-zero to have its inverse matrix. The inverse matrix is

_ 1 - _ L 1 - %th(‘s)]lﬁl(s) %VMM(S)]MM<S)
(1-3v) = o (il i) e

Thus, the solution is represented with the discriminant D

Daras(s) :ﬁ(vw(s) 12 () Vara(s)), (5.83)

Dyp(s) :%(Vuu(“}) = 120020101 (8)Vapu(s)), (5.84)
1 1

D“M(S) :DM/L = %VMN = @‘/]\41u (585)

Elementary and composite states in the s-channel manifest themselves as poles in the D, (s)
matrix, or equivalently as roots of

(s — M*)D(s) = 0. (5.86)
In the chiral limit (¢ = 0), we work out
(5 — M*)Varn =6Xo[s + 2M7], (5.87)
(s — M*)V,,, =2)¢(5s — 2M?), (5.88)
(s — M*)Var, =2X(s + 2M3). (5.89)

The physical sigma mass can be obtained by substituting above relations into (5.86) and repla-

ceing s = m2 (CM system) as

2 = 12 (1 + 20080 (M) = Lup(mo)] — 24)\3[MM(ma)[uu(ma)>
? 1 — No[3Lma(meo) + 51, (me)] + 1202 I (M) 1 (my)

We show the numerical plot Eq. (5.90) in Fig. 5.4 with the NJL cut-off. We can only identify
the variational parameter M/ with the physical sigma meson mass m, at the beginning.

(5.90)
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Figure 5.4: The solution m, to the Bethe-Salpeter equation (solid line) as a function of the
variational parameter M with a cut-off A = 657 [MeV] in the chiral limit in comparision with
my = M (dashed line).

5.5 The Gaussian Effective Action with the Optimized Ex-
pansion

We find the “masses” M and y have to be considered only as variational parameters; they do not
correspond to physical masses. The physical masses have to be determined as poles of the full
propagator in the discussed approximation. The optimaized expansion (OE) method [87, 92]
based on the effective action approach (see Appendix G) is one of other approach as inspired
by the spontaneously symmetry breaking and the NG theorem [88]. An advantage of the OE is
the physical mass can be found as poles of the full propagator in the discussed approximation.
We would like to review the OE method and see the proof of NG theorem. We also see the
effective potential defined from the effective action is equivalent to the Gaussian functional
approach [93].

5.5.1 The Optimized Expansion

We discuss the scalar ¢* theory. The classical action in (4-dimensional) Euclidean space is
given as

S[®] = /d% B@@)(—@Z +m?)®(x) + ACI)“(x)} : (5.91)

In this section we write the four dimensional notation d*z as dz for simply. The generating
functional is defined by

Z[J] :/DCI> exp {—S[(ﬂ + /de(x)CI)(x)} : (5.92)
and the effective action is

Ilg] = W(J) - / drJ (2)(x) (5.93)
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with one-particle-irreducibe (1PI) Green function W[J] = In Z[.J]. The background field

ow
o(z) =57
= / DO exp [—S[CI)} + /dm](m)(b(x)} (5.94)
is the vacuum expactation value of the scalor field. The effective action satisfies
or
= —J(z), (5.95)
sotm) 7\

and is stationary in the physical theory when the sources are absent. When the background
fields are constant, the true vacuum is given. The true vacuum expectation value (VEV) can be
found as the stationary point of the effective potential as

V(o) = —W. (5.96)
We write the classical action as
S.[®] =S 4 eSW
:%®(—82 + QD+ ¢ %@(mQ — 0%)d + \®*| (5.97)

where the parameter ¢ has been introduced to identify the order of the perturbation and is set
equal to one at the end. The coordinate index = and the integrations over it have been sup-
pressed for notational simplicity. We choose ¢, to satisfy the classical equation of motion for
the modified action

5S.
Lo

The auxiliary field 2(z) has been introduced in such a way that Z[.J| dose not depend on them.
However, in the truncated series the dependence on {2(x) apprears. We require the kth-order
approximant of the physical quantity WW[J] to be as insensitive as possible to the small variation
of €, by choosing (2 to satisfy

—J. (5.98)

oW,
R 5.
50 0 (5.99)
and the effective action, as a Legendre transform, satisfies
oLy,
" _0. 5.100
o 0 ( )
We expand S, around ¢q:
05, 1 628
ol = € P — - € o — 2
Se[®] =S [do] + 50 |, ( ¢0)+2 552 ( bo)
0 o
168 1 648
I —— b — 4 — = b — Rl R 101
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The derivatives are written as
5%S.
oP2

53’455
5P

525

2 2
=—0"—Q"+e€ 552

%o

Y

%0
53,45(1)

%o

534
(5.102)

Thus, the expansion becomes

529
0P2

S.18] =S.{gu] + J(B — o) + 5 | -0 — 0% +

] (® — ¢o)®

b0
1 §*tsW
24 54

IR
+ €

6 03

(@ — o) +---. (5.103)
o)

Relabeling & — ¢y — &’ — ® then the partition function can be written as

(® — o)’ +

o)

Z[J] =exp (—%%(—02 + %)y — € B(mz — 0)¢h + Acbé} + J¢o>

X /D<I> exp ((—%@(—82 - 92)@>>

146250 146%5M 1 0*SW
—|= O+ = o3+ — o4 104
X oxp ( ‘:[2 N A Y })’ G104

up to fourth order of the field ®. The notation of the derivatives have been replaced such as

§25(1) §525(1)
5D2 0 éqb?)

Lo o o 18250 o, 1880 o 16t
/D@exp( 5®(=0 +Q)‘D)GXP( 6{2 s T6ea © Tod e ©
:/chexp (—%@(—32"'92)@)

16250 1638M 1 545
1—cl 2 1 3, L 4 2
><< €|:2 5¢%®+65¢8q>+24 5%@}—1—(9(6))

~ / D(be—%q)(—52+92)<1>

for simply. The integration is evaluated as

— € lézs(l)e%(—a%ﬂ?)qﬂ@z 1535(1)67%(76492)@2@3 i545(1)€f%(—82+92)¢2¢4
2 ¢k 6 g3 24 g
14250 1445W

(—82 + QQ)—l +

_ _ 92 I T a2 2\—2

= (det[—0* + Q7)) (1 €|:2 507 3 o0 (—0° + Q) })

_ _1 - 2 B 15250 - 2\—1 1545M a2 2\—2
—exp{ztrln(a—i—ﬂ)—i—ln{l e<2 5¢8(8+Q) +85¢%(6+Q)

16250

15%4SM
2 03 8

8 96}

:préMmFW+Q%—E( (-0°+ Q)"+ PW+9%”)+0@4’

(5.105)
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in the first order of €. We calculate the derivatives:

525
e =m? — Q + 12\¢p, (5.106)
0
4 Q(1)
_55;5;4 YN (5.107)
0

After taking € = 1, the effective action is obtain as

NN :/da: (—%qﬁo(x)(_a? +m?)go(z) — /\qﬁé(m)) — %tr In(—0* + Qz)

1
+ §/dx(92 —m? — 12)\¢5(2))(—0” + Q*) 7' — 3)\/dx(—82 + 072, (5.108)
with recovering the space arguments and the integrations over them and the trace is understood
including the integration over the space.

If we limit ourselves to the constant (2, the effective potential V' (¢) (5.96) can be expressed
as

V() :%m%pg + A+ 1(Q) — %QQIO(Q) + %m%(ﬂ) + 6APe1H(Q) + 3NIE(K2), (5.109)

with denoting the constant classical field ¢o(x) = ¢o. We have introduced the momentum
integrals

1 d*p
() == In(p* + Q? 5.110
1( ) 2/(27’(’)4 H(p + )7 ( )
d*p 1
L) =] ————=. 5.111
0( ) / (277)4p2+92 ( )
It is notable that the effective potential is similar to the energy density (5.45). The auxiliary
field €2 can be found as a root of the euqation 62—85) = 0as
QO = m? + 12002 + 120016(Q). (5.112)

5.5.2 Nambu-Goldstone Boson

We would like to see the existence of the NG boson in the OE method. We consider N com-
ponent scalar field ® = (®q,--- , dy) theory following the previous subseciton. The classical
action in OE method is given by

Se[®, G] :/dxdy%q)(m)G_l(:v,y)‘I)(y)

+e€ [/ alxdy%@(x)[(—@2 +mHé(z —y) — G Nz, y)|®(y) + /dx/\(@Z(x))z} ,
(5.113)

with an arbitrary free propagator G(z, y). The effective action, as a series in an artificial param-
eter €, can be obtained as a sum of vacuum 1PI diagram with Feynman rules of the modified
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theory. The given order expression for the effective action is optimized, choosing G(x, ) which
fulfills the gap equation

or,

. n 114
G oy G119

to make the dependence on the unphysical field as weak as possible. The action has the O(V)
symmetry and we assume the symmetry is sponteneously broken to O(N — 1) with N — 1 NG
boson. The trial propagators for massive field is difined as

G (2, y) =(=0 + Q*(2))d(z — y), (5.115)
and for massless fields are
97 (2, y) =(=0° + W*(2))d(x — y). (5.116)

The effective action in the first order of the OE is obtained

1 N -1

Clp] =— /dm Egp(m)(—@2 +m?)p(x) + A(@Q(x))g] - Etr nG! - tring™*
+ % /dx(Q2(x) —m? — 12\p*(2))G(z, 7) + % /dx(wQ(x) —m? — 4 p*(2))g(z, 7)
- 3)\/de2($,$) — (N? — 1)A/da:g2(x,a:) —2(N — 1))\/de($,$)9($,$),
(5.117)

with the classcal field p(z) The effective action is required to satisfy the stability with respect
to small changes of variational parameters

oo

57— 5 0 (5.118)
which lead to the gap equations
O?(z) —m?® — 120p*(z) — 120G (x,7) — 4(N — 1)Ag(x, 2) =0, (5.119)
wi(x) — m? — 4\ (z) — 4MG (2, 7) — 4(N + 1)Ag(z, z) =0, (5.120)
which determine the functionals Q[p] and w|e].
Considering a constant background ¢ = (¢4, - - - , ¢ ), the action gives the effective poten-
tial
1 2 2 2\2
V(9) =5m°¢" + A(¢7)" + L(Q) + (N = DhL(w)
1 N -1
5(92 —m? — 12)0¢*) I(Q) + (w? —m? — 41p*) [y (w)
—3AE(Q) — (N? — DAL (w) — 2(N — D)AH(Q) [h(w), (5.121)
with the functions Q(¢) and w(¢) determined by
0 —m? — 1209 — 12M(Q2) — 4(N — 1)AIp(w) =0, (5.122)
w? —m? —4Xp? — 4NH(Q) — 4(N + 1)AI(w) =0, (5.123)
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where
1 d*
L(9) :5/(2—;;41n(p2+92), (5.124)
d* 1

The effective potential agrees with the energy density in the Gaussian functional approach tak-
ing N = 4. In the OE approach, by generalising the Gaussian effective potential (GEP) to
space-time dependent fields, the Gaussian effective action (GEA) can be obtained. It enables
us to derive not only the effective potential, but also 1PI Green function with arbitrary external
momenta in the Gaussian approximation.

The minimum of the GEP is at stationary point ¢, fulfilling

ov
00

where the index ¢ runs over 1 to V. In the unsymmetric minimum we have

= (m? + 4\ + 1201(Q) + 4(N — 1)Ao(w))¢: = 0, (5.126)

B = m? 4 4\¢* + 120[H(Q) + 4(N — DA p(w) = 0. (5.127)

The parameters €2 and w are only variational parameters in the free propagator, and do not
correspond to physcal masses of scalar particles. The physical masses have to be determined as
poles of the full propagator in the discussed approximation. The inverse of that propagator can
be obtained as a second derivative of the GEA. Performing the Fourier tranform, the two-point
vertex is calculated as

5°r
Li(p) = 552
Pi lp(@)=¢
9 9 002 ow
= |p° + B+ 8\p; + 1200 QU 1(p, Q) — + 4(N — DApiwl_1(p, w) :
i 0pi pi(z)=¢
(5.128)
with
dq 1
I_1(p,Q)=2 . 5.129
) =2 | GG T (129
The variationals with respect to 2 and w are evaluated from (5.119) and (5.120):
02 0€) ow
20 — 24 p; — 12001 _1(p, 2 —4(N — 1) wl_1(p, =0
5o " 1(p )5% ( JAwl_1(p w)(m
O 12X + 2(N — D wl_(p,w) 2
00 12X +2( )l )5%, (5.130)
and
ow 002 ow
2 —8Ap; —4XU_1(p, V) — —4(N + D) Iwl_1(p,w)— =0
Yo @ 1(p )5% (N + 1)Aw 1(pw)5%
4Xp; 4 20011 (p, Q) 22
ow ¥ 1(p )5% ‘ (5.131)

Soi w(l=2(N + DA (p,w))
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These two coupled equation are solved as

o 12Mp; — 16(N + 2)\%p; 11 (p,w) (5.132)
5907, _Q(]- - 6)\[_1(]?, Q) - 2(N + 1))\1_1(}?, w) + 8(N + 2))‘2[—1<pa 9)1—1(1376")))7 '
o _ i (5.133)
§p;  w(l—6M_1(p, Q) — 2(N + DA _1(p,w) +8(N +2)X21_1(p, DI _1(p,w))”
Then the two-point vertex is given as
[, =p? + B + 8\¢?A, (5.134)
where
1- 6)\[_1(]), Q) - 2(N + 1))\]_1(]?, w) + 8(N + 2))‘2[—1(1)7 Q)I—l(paw) . .
In the asymmetric state ¢; = ¢p and ¢; =0 (2 = 2,--- , N) with B = 0, an inverse propagator

['1(p) = p*+8A\A(p)@p3 corresponds to a massive particle and N — 1 inverse propagator I';(p) =
p? of NG bosons. The mass for massive particle is given as I';(m) = 0, which agrees with the
sigma mass Eq. (5.90) in N = 4 case.

5.6 Discussions

We have found that the Gaussian functional or Gaussian effective action approaches fully re-
spect to the NG theorem and correspond to MPA + RPA framework. We need the thermo-
dynamical potential including the effect of non-perturbative interaction. The thermodynamical
potintial is generated from the partition function with Euclidean action. In this sense, it may
be better to accept the Gaussian effective action approach. The fields in the Euclidean action
should be integrated out to generate the thermodynamical potential. Hence we desire a Gaussian
form action or higher order terms can be treated perturbatively.

The physical mass and coupling constant are derived from two- and four-point vertex in
the effective action. We have discussed the physical masses at unrenormalized level. Some of
masses in effective action correspond to NG boson and others include the interaction effect. If
the physical coupling constant would be small, the partition function for new classical fields
(which are ¢ in previous section) up to second order can be integrated out and higher order
terms are treated perturbatively. We expect that our mesons and diquark-baryons are replaced
by the new classical fields and eventually reproduce the lattice QCD result.
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Chapter 6

Summary

6.1 Summary

We have investigated two-color quark-hadron matter at finite temperature and chemical poten-
tial using a Nambu-Jona-Lasinio model supplemented by Polyakov loop dynamics. Ultimately
all the quark-hadron matter properties will have to be derived from the QCD Lagrangian. As
a first step, we treat the chiral properties of the strong interaction using the NJL model accom-
panied by Polyakov loop terms for confinement effects in the sense that color non-singlets are
suppressed in the hadron phase. Our primary aim of the present study is to investigate the emer-
gence and dynamics of baryonic degrees of freedom in addition to mesonic modes. Baryons are
realized as diquarks in N. = 2 QCD. Their role as bosons is fundamentally different from the
N, = 3 case in which baryons are fermions subject to the Pauli exclusion principle. Nonethe-
less, the V. = 2 case is of conceptual interest because corresponding lattice simulations are not
limited by the sign problem at non-zero, real chemical potential .

A full bosonization leads to an extended linear sigma model incorporating diquark degrees
of freedom in the effective Lagrangian which establishes a connection between the hadron La-
grangian and an underlying quark dynamical approach including diquark degrees of freedom.
Connecting the NJL approach to standard linear sigma model is not a new issue. However, we
find it useful to draw such a connection incorporating in addition the diquark (baryon) sector
in a consistent way. It turns out that even at this stage, the derived meson-diquark Lagrangian
must be treated non-perturbatively in order to reproduce the two-color lattice result.

The thermodynamical properties have been discussed and compared with the lattice QCD
calculation. The derived effective Lagrangian include the both of quark and hadron proper-
ties. The phase structure is examined in the mean field approximation approach. The behavior
of chiral and diquark condensates and their intertwining at finite y, reflecting the underlying
Pauli-Giirsey symmetry, are discussed. The Polyakov loop plays an important role at finite
temperature. The deconfinement transition is now correlated with the chiral condensate. The
characteristic temperatures for the chiral (7,) and deconfinement (7..) cross-overs become
about equal ( 7}, ~ Ty.. ~ 225 [MeV]) once the quarks are coupled to the Polyakov loop. At
finite chemical potential and low temperature, 7' < Ty, the diquark condensate plays an im-
portant role. A non-zero diquark condensate emerges at j1 = %mﬂ, the onset of Bose-Einstein
condensation in this model. As p increases the diquark condensate grows quickly and stays
finite at large chemical potential. With increasing diquark condensate, the chiral condensate
decreases subject to the condition o + |Ag|* ~ const.
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The meson and diquark masses behave naturally in accordance with the symmetry breaking
pattern associated with chiral and diquark condensation. The pion mass first stays constant and
then grows linearly with the chemical potential once diquark condensation starts. The sigma
meson mass is about twice the dynamical quark mass until the onset of diquark condensation.
Due to the strong coupling of the sigma with diquark-baryons, the mixed sigma-diquark modes
behave quite differently from the case without coupling.

The equation-of-state (EOS) of the quark-hadron system has interesting properties as a func-
tion of increasing chemical potential. When 1 approaches its critical value p. = m,/2 from
below, the pressure divided by its Stefan-Boltzmann limit increase rapidly at low temperature.
This reflects the fact that the energy of the lowest diquark mode drops as m, — 2 and hence
contributes prominently to the pressure. It becomes a zero mode at ;© = p., the onset of diquark
condensation, at which point the system develops a Bose-Einstein condensation (BEC) phase.
As the chemical potential increases beyond p ~ m,, the dynamical mass of quark quasiparti-
cles drops below p and the system undergoes a BEC-BCS crossover. With g further increasing,
the quark quasiparticle energy develops a minimum at finite momentum p. Above the decon-
finement transition, the EOS is governed by quark degrees of freedom, but the hadronic modes
still have a significant influence up to the crossover temperature range.

The quark density p as function of the chemical potential is a quantity of interest that is
readily accessible in two-color lattice QCD. It turns out that the mean field approximation of
the (P)NJL model underestimates this density by about a factor of two. Corrections treated
in Gaussian approximation do not change this result significantly. This is not surprising since
the Gaussian approximation misses important correlations between diquarks and scalar bosons
generated by the higher order terms (£® and £®) of the hadronic effective Lagrangian. The
net attractive interactions produced by strong couplings in £3) and £*) are expected to raise
the density considerably.

We have reviewed the Gaussian functional approach as a non-perturbative treatment. The
Schrodinger quantization prescription is constructed in the field theory. The ground state en-
ergy including a non-perturbative interaction have been worked out in a simple model. The
sponteneous symmetry breaking and the Nambu-Goldstone theorem is fully supported in the
Gaussian functional approximation. This framework is expected to apply our effective hadron
Lagrangian and reproduce the lattice QCD result.

6.2 Outlook

We have derived an effective hadron Lagrangian from two color NJL type Lagrangian and
many thermodynamical properties especially the emergence and dynamics of baryonic degree
of freedom have been investigated. We would like to see the outlook briefly.

6.2.1 Non-perturbative Treatment in Hadron Lagrangian

We have investigated the thermodynamical property in the Gaussian approximation in addition
to the mean field approximation (MPA). The approximation gives the hadronic contribution in
quark-hadron matter. We find that the baryonic contribution is important in medium. How-
ever, the Gaussian approximation misses the hadron-hadron correlation. We treat only the non-
interactive hadron Lagrangian based on the MPA approach quark model. In this sense, it can
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be identified as the mean field approximation in the hadron level. To include the correlation
between hadrons, we have to treat the non-perturbative interaction term, which corresponds the
random phase approximation (RPA) in the many body theory language. The Gaussian func-
tional approximation can be expected to correspond the RPA. The Nambu-Goldstone theorem
is guaranteed in the Gaussian functional or Gaussian effective action approximation. Hence,
the Gaussian functional or Gaussian effective action approximation can be expected to a non-
perturbative treatment in our hadron Lagrangian. As we discussed in previous chapter, the new
physical mass and coupling constant are described by the original mass and coupling constant
which we derived from the NJL model by a full bosonization. We expect that a new effective
action is described by these new physical mass and coupling constant and the interaction can be
treated perturbatively.

6.2.2 Confinement Effect from the QCD Lagrangian

Ultimately all the quark-hadron matter properties will have to be derived from the QCD La-
grangian. To describe hadron, the quark confinement is a most important property of QCD as
well as chiral symmetry. The NJL model is lack of confinement and the Polyakov loop terms
play a role of confinement kinematics in the sense of suppressing a color non-singlet degree of
freedom in hadron phase at finite temperature. Recently, remarkable studies have been devel-
oped. The first one is so-called non-local PNJL model [94,95]. The four-fermion interaction is
described by non-local distribution instead of the local delta function. The original local NJL
model interaction is strong at quark momenta |[p] < A and turned off at |[p] > A in terms of
the NJL cut-off A. The non-local interaction is expected to be closer to QCD and its running
coupling strength. It implies that the gluon fields provide a Wilson line between the non-local
fermionic bilinears. The second is a reformulation of QCD in terms of the Cho-Faddeev-Niemi-
Shabanov (CFNS) decomposition of the Yang-Mills field [96,97]. The non-local NJL type in-
teraction is derived from the reformulation of QCD by CENS separation. Hence, it is expected
that a full treatment of the confinement effect based on the gluon fields and chiral symmetry
from first principle. We will attempt to using the non-local PNJL model as our new starting
Lagrangian and manipulate bosonization.

6.2.3 Construction of Real Baryons

Our interest is aimed at investigating the property of baryonic matter. In N, = 2 QCD, baryons
are realized as diquark and its role is fundamentally different form the real fermionic baryon
in N. = 3 case. We have successfully applied the bosonization technique for baryons in two
color system. However, for the three color system we have not worked out the hadronisation
program yet. We have to expand our bosonization (hadronisation) technique to include three
body fermion system. We just mention several studies for describing baryons from quark level
model based on auxiliary field method. Baryons as quark-diquark model picture is discussed in
the auxiliary fields framework [73,98-102]. However, the diquark field in this picture is treated
as a fundamental field and has a finite size. Another study of baryon using auxiliary fields is
discussed in strong coupling limit [103].
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Appendix A

Notations and Conventions

A.1 System of Measurement

We accept the so-called ‘Natural unit’ as ¢ = h = kg = 1, where c is the speed of light, A is the
reduced Planck constant (or simply called Planck constant) and kg is the Boltzmann constant.
We note the comparison:

1[eV] =1.16 x 10*[K] (A.1)
1[MeV] =1.78 x 10~*°[kg] (A.2)
197[MeV] =1[fm~]. (A.3)

A useful relation used above is ic = 197 [MeV- fm].

A.2 Relativistic Notation

Greek indices p, v, etc. generally run over the four space-time coordinate labeling 0, 1,2, 3 and
Latin indices i, j, k, etc. run over the three spatial coordinate labeling 1,2, 3. We define

' = (ct, @), x,=(ct,—7). (A4)
We adopt the summation convention (Einstein notation):
3
> a'b, = a'b, = a, b = a’t’ — a'b' — o’ — o’V (A.5)
pn=0

The Minkowski space-time metric is g, = ¢" = diag(1, —1, —1, —1). In the Euclidean space,
Greek indices run over 1,2, 3,4 and 2* = iz° and the metric is g, = —d,,. Using the metric
tensor we define

= g, (A.6)

Derivatives with respect to coordinates are written as

9] 10 0 10
= —_— = —_— - = —_— =
On = ozt (c E)t7v> 9 oz, <c@t’ V> ' &7)
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The energy-momentum vector

= (E/e.p), pu=(E/c,—p) (A.8)
satisfies
P’ =p'p. = E* = =m’. (A.9)
We shall also use
pr=p-x=p'r,=Et—-p-T. (A.10)

We sometimes write ¢t = zq = z° and E/c = py = p'.

A.3 The Pauli matrix

ol = ((1) (1)) o = <(Z) _0’> o’ = ((1) _01> (A.11)

The Pauli matrices

have the property

tr[o’] =0, det[o] = —1, (A.12)
(0') =1, (A.13)
[0, 0] =2€4j10%, (A.14)
0;0; :(S”[ + igijko'k- (A]S)

We sometimes write

10
0 _ _
o= (0 1) =1, (A.16)
and

ot =(00,0:), " = (00, —0;), (A.17)
o, =(00,—0i), &, = (00,0:). (A.18)

The symmetric matrices are 0y, o1 and o3 and the antisymmetric one is 0. In the text, we write
the Pauli matrices for two color space as ¢; and for two flavor space as 7;.
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Appendix B
Dirac Algebra

B.1 The Gamma Matrix

We note some useful properties of Dirac algebra following some textbooks [104—107].
The Dirac gamma matrices satisfy the anti-commutation relation:

{77} = 29", (B.1)
and
(=1 () ==L == (B.2)
(T =7"% (== ") ="y (B.3)
The notation
7 =" =iy (B.4)
satisfies
{7 =0 (") =1L (B.5)

The gamma matrices are expressed in the chiral representation :

7—%—(1 0) V== o) =g —1) (B.6)

with the 2 X 2 identity matrix /. It can be further written as

0 o+ 0 o o 0
= (5-,u 0 ) y o T = (O’ OM) y V5 = (OO _UO) . (B.7)
o

Products of gamma matrices:

Yy =4, (B.8)
NuVaV = = 2Va; (B.9)
Va8V = 4gag- (B.10)
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Trace formula of gamma matrices:

tr[1] =4, (B.11)

tr[y*] =0, (B.12)
tr[yy"] =4¢" (B.13)
e[y 7] =4(9’“’g”" + 9" 9" — g""g"7), (B.14)
tr[ys] =0, (B.15)
tr[y5db] =0, (B.16)
tr[dids - - - d,,) =0, for n odd (B.17)

with the slash notation a*v, = d.

B.2 Dirac Bilinear Form

The Lorentz spinor bilinear expressions like 1)1, ¥y}, etc. are represented as ¢/ I'*) with o
denoting the Lorentz transformation property. The 16 independent 4 x 4 Dirac matrices ['“ are

1 .
_[7M7fyu]7 Fﬁ = Yus5, FP = 15, (Blg)

s 1% T
>=1 T, =, FWZUWZQ

They satisfy (I'*)? = I'“T', = +1,T, = (I'*)~! and 7°(I'*)™y° = I'®, hence the forms ) ["*1)
are hermitian.

B.3 Charge Conjugation

The charge conjugation matrix interchanges particle and anti-particle:

C=iyy=—-C1=-Cl=-CT, (B.19)
¢ =CyT, (B.20)

[C, 5] =0, (B.21)

creC =n,rt, (B.22)

with the values 7, are summarized in the following table:

B.4 Euclidean Dirac Matrices
The Euclidean time space coordinate, instead of the Minkowski space, is introduced as
' = (0, 27) = 2t =z, = (Z, 24), (B.23)

with 4 = izy and the index p runs over 1 to 4.
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In thermal field theory, a system is described in Euclidean space with minus sign. Since the
Dirac field is applied to thermodynamics, we have to define the Euclidean Dirac matrices:

VeEp =V = (F,7), with 74 =iv. (B.24)
The commutation relation in Euclidean space is defined as
{ W} = =20 (B.25)

The scalar product of two Euclidean four-vectors a,,, b, is described as

4

b’ = a,b, 0 = ab;. (B.26)
i=1
We introduce the slash notation
¢ = a, = asy, +da-7. (B.27)
In particular, we use
d=,0,+7-V. (B.28)

B.5S The Scalar Diquark

The Dirac bilinear form in the diquark form will be written as ¢/ T'1). Our diquark should satisfy
the Lorentz scalar, parity plus, flavor singlet and color singlet in the two flavor and two color
space. The infinitesimal Lorentz transformation is given as

Ty =T Ty = T ST Sy, (B.29)
S =1- iswja’“’. (B.30)

Using the charge conjugation C'

(o") = —C~ o™ (C, (B.31)
thus we obtain
STTS =T — ifgwa‘“’ + %C”lgwa“”C’F. (B.32)
The Lorentz scalar bilinear satisfies
e, = C e, o™ CT, (B.33)

which leads

(0", CT] = 0. (B.34)
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The s satisfies [0#”, v5] = 0, hence the Lorentz scalar matrix is I' = C'~'~5 and the Lorentz
scalar bilinear is ©)7 C'~1i~51). The parity transformation is:

Y =Y =y, (B.35)
YTC L irys =T O tiys = T C iy o. (B.36)

Hence, ¢)T C~tirys1) is parity plus. From the condition of the flavor and color singlet, we intro-
duce the anti-symmetric operators (i73);; = ¢;; (flavor space) and (it5);; = &;; (color space).
Finally, our desired diquark is obtained using Eq. (B.19) as

YT Cirystamar). (B.37)
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Appendix C

Fierz Transformations

The NJL-type interaction is derived from a local coupling between color currents .J;; = &fyut“w
involving the quark fields v and the generators for the color group ¢*. Taking four spinor fields
12.3.4. Its four-point interaction Lagrangian can be written as G'(1;1'%9)5) (130 4104) with the
product of the Dirac bilinears using a specific Dirac matrix I'* and the coupling constant G.
There exists the equivalent form G'(1;T%4,) (31 s1by), if there are any relation between the
coefficients G and G’ which is known as the Fierz identities [108].

The Fierz identities can be discussed using general mathematics theory. We do not discuss
general Fierz identities (see [109—112]) but see the case of the Lorentz group (Dirac algebra)
and SU(V) algebra to derive two color and two flavor NJL model interaction [78].

C.1 Dirac Algebra

C.1.1 Fierz Identity

The set of the Dirac matrices

{Fa} - {1771170-“””7”’}/&1175} (:uv V= 07 1a 273) (Cl)

gives the basis for the Dirac matrix space where the Greek index « is taken from 1 to 5 corre-
sponding scalar, vector, tensor and so on. The orthogonality relation is

tr(IT's) = 443. (C.2)
Any 4 x 4 matrix X is expanded in terms of the basis as
1 1

X =z, = Ztr(XFa)Fo‘ = Ztr(XI‘O‘)Fa. (C.3)

The summation over the Greek indices are taken implicitly likewise the Einstein notation. From
these relation we find the identity in writing the component explicitly as

1
0ij0r = ZFﬁFa,kj, (C4)
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where the Latin indices represent the components and run from 1 to 4. This is the basic Fierz
identity. Multiplying matrices I'* and I'?, this leads the usual Fierz identities

(o7 1 (03
e =1 L)i(T7Tg )i
1
:Etr(rarprﬁra)rgrgj. (C.5)

When we consider a interaction Lagrangian, the Greek indices are chosen to form Lorentz scalar
quantities such as *,. The resulting Fierz identities are summarized below:

(1)(1) 1 1 1 -1 -1 (1)(1)
(V) (") 1[4 -2 0 -2 4 (7u) (0*)
(o) (™) | (i : k) =1 6 0 -2 0 -6 (o) (™) | (il : kj) (C.6)
(Yuy5) (Y75) —4 =2 0 =2 =4[ | (wrs)(r*s)
(47v5) (i75) -1 1 -1 -1 1 (47v5) (i75)

with corresponding to Eq. (C.5).

C.1.2 Diquark Channel

The Fierz rearrangement is considered as the interchange (ij : kl) — (il : kj) usually. In
other words, a particle ) remains a particle and the same applies for antiparticle v. In the text,
however, we discuss another transformation such as (ij : k) — (ik : lj) which corresponds
particle-particle (diquark) channel. This means that we have to change a particle to antiparticle
and vice verse. In the Dirac algebra, the transformation for a particle to antiparticle is the charge
conjugation matrix C' (see Appendix B.3). By using the charge conjugation property, we find

D10y = napsTYS. (C.7)

If we denote the usual Fierz transformation as (1234) — (1432), the desired form can be written
as

(1234) —(124°3°) — (13°4°2). (C.8)

Hence, we find the Fierz matrix for diquark channel in contrast with Eq. (C.6) as

(1)(1) -1 -1 -1 1 1 (C*)(C)
(V) () (|4 -2 0 -2 4 (7.C7)(CY*)
(o) (™) | (i : KI) =1 6 0 -2 0 —6 (0, C*)(Ca™™) | (ik : 1j)
(Yu75)(7#75) 42 0 2 4 ]| (wsC)HCYs)
(175) (i75) 1 -1 1 1 -1 (1795C)(Ciys)

(C.9)

Before closing this section, we discuss the Fierz transformation in particle-particle channel
in terms of the previous section. To obtain the Fierz transformation in particle-particle chan-
nel, we need new basis, denoting A®, for the matrix space. In the Dirac algebra, it is given
for particle-particle pair A, = I',C and for antiparticle-antiparticle pair A, = CT,. They
obviously satisfy the orthogonality relation

tr[A“Ag] — 405 (C.10)
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Repeating same discussion, we may find
Zra re, = Ztr (T A% (T=)TR2) A% A
Ztr (rT?CC'T*CCT?) AL A

_ apBTaTBy AL A8
= na162trFFFF )AD A

lj»

(C.11)

which is Eq. (C.9).

C.2 SU(N) Algebra

C.2.1 Fierz Identity

We consider SU(N) algebra in the fundamental representation. The SU(NV) is constructed by
the N x NN special unitary matrix U which is described as U = exp(i.X') where X is a Hermitian
matrix and satisfies trX = 0. The Hermitian matrix X is expanded by the N? — 1 generators
of SU(N), especially the SU(2) generators are o, /2 (o, are the Pauli matrices with a = 1,2, 3)
and the SU(3) are \,/2 (\, are the Gell-Mann matrices with a = 1,--- | 8). They form matrix
spaces and satisfy the orthogonality relations

tr[o,op] =20ap, (C.12)
A Ns] =20, (C.13)

In the case of any fundamental representation of SU(N) algebra {T,} (a = 1,--- ,N? — 1)
satisfies tr[T,Ty] = Cdy. Since these matrices are traceless, the basis need identity matrix to
expand any N x N matrix like Eq. (C.14). Then the set {1, 7, } gives the basis for SU(/V) and
any N x N complex matrix X can be expanded in terms of

N2-1
X =Xol+ Y X, (C.14)
a=1
with
Xo = —tr(X), X = —tr(XTL) (C.15)
= —=r a — S a): .
Y ’ C

We substitute Eq. (C.15) into Eq. (C.14) and take the general elements

1 1 -
(X)ij = 5 (Xudiy + 5 ; (X)) (T ()35 (C.16)

and obtain from the coefficients of (X );. the completeness relation

N21

Sudyj = 6135;61 + Z (C.17)
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From this relation, we find the square of the generators is proportional to identity matrix as

> T.T. = Ca(R)1, (C.18)

where C5(R) is the conventional quadratic Casimir invariant depending on the representation.
In the fundamental representation denoting f

N2 —1

Co(f) =C N2 (C.19)
From Eq. (C.17) and Eq. (C.18), we obtain the Fierz identity for SU(V)

1 N2 1

01j0k =0udh; + Z Wit (Ta) ks, (C.20)
N2-1 N2 _ N2 1
; (L) (T =0 156, — ~ Z (To)a(Th)rs- (c21)
We note the SU(2) case

1 1<

0ij0k1 :§5il(5kj + 5 ;(0a>il(aa)kjp (C.22)

3 3

Z(Ua)ij((fa) g@l% ; Z(Jb)il(ab)kj- (C.23)

a=1 b=1

C.2.2 Diquark Channel

In general, the Fierz transformation in particle-particle channel is constructed by new basis A,
which may be related with the original basis by using transpose operator like discussed in C.1.2.
We denote the original basis as I'¢ with the representation «. The basis matrices AS with the
representation « is assumed to be normalized as

tr(ASA)) = 0" g, (C.24)

with the metric g,;. The Fierz transformation is defined similarly with Eq. (C.11) as

> (D)= ZCQBZ N (C.25)

with the coefficient
Cop = Y _tr(TSA(T)TA}). (C.26)
The matrix space in particle-particle channel of SU(V) in the fundamental representation

decomposes into two irreducible representation, the symmetric and antisymmetric tensors. We
denote the corresponding basis matrices respectively as .S, and A,. The symmetric matrices S,
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are simply the symmetric matrices 7, with the identity matrix, while the antisymmetric A, are
the antisymmetric 7}, to have the same norm C. We identify I'Y = T, with the fundamental
representation, the symmetric case A = S, and the antisymmetric case A = A, and denoting
the representation index « as 7 as the fundamental representation, S as the symmetric case and
A as the antisymmetric case in the above discussion. We find

N -1 N +1

_ __N+1 27
Crs N Cra N (C.27)

Then we obtain the identity

51]6kl O Z a lj C Z lj? (C28)

N -1 N +1
;(Ta)zj (Ta)kl :T - (Sa)ik<Sa>lj - T - (Aa)ik(Aa)lj- (C29)
We note the SU(2) case
1
0ij0k1 25 (03015 + (01)ik(o1)1; + (03)ik(03)1; + (02)ik(02)15) 5 (C.30)
1 3
Z(%)z‘j(%)kl =3 (0ir01j + (01)ik(o1)1; + (03)ik(03)15) — 5(02)1‘16(02)13'- (C.30D)

a

C.3 NJL model interaction

We consider two color and two flavor NJL model interaction following [64]. We start from
the color current interaction (2.14) and show that performing a Fierz transformation we obtain
the interaction term (2.21) with the coupling coefficients related by (2.22). We first consider
mesonic channel gg and next diquark channel qq.

We rewrite the interaction term and keep track explicitly of all color, flavor and Dirac in-
dices:

3
ﬁmt - — Gc Z(@Pyﬂttﬂﬂ) (&’Yutaw)

a=1
3 — —
- - Gc Z |:77Z}i,p,uwj,q,1/wk,r,p¢l,s,a (704)/11/ (’ya)po (ta)ij(ta)klépqérs} ) (C32)
a=1

with color indices ¢, j, k, [, flavor indices p, ¢, r, s and Dirac indes pu, v.p, o
Fierz transformation for flavor indices in gq channel is performed using the relatoin:

3
1
5pq5rs = 5 Z(ﬂ))ps (Tb)rqy (C33)
b=0
where 7, are Pauli matrices with 7 = 1. For color indices:

3 3

3 1
Z(ta)ij(ta)kl = §5il5kj 3 Z(tc>il<tc>kj- (C.34)

a=1 c=1
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For Dirac indices:

1 1 ) .
(7&)uu<7a)pa = 5,ucrfspu - 5(7&)#0(701);11/ - 5(70/75)/10(7&75)/)1/ + (275>,ucr(7'75)p1/~ (C35)

Fierz transformation for gq channel is performed by substituting above relations as

3 3
Lint IZGC Z { VTh)? + (VinsTp)® — —(w’Yawa) ! (¢’Ya757'51/1) }
b=0
1 5 - _ 1 - 1 —
- ZGC ; ; |:(wta7-bw)2 + <wi75ta7—bw)2 - §(w7ata7bw)2 - 5(1/1%’75%%15)2} :

(C.36)

The first term is color singlet and second term is color triplet. The color singlet scalar and
pseudoscalar part is written as

Go , + T
Lo = 70 [(WY)? + (WivsT)?] (C.37)
from which we can easily read

3

Gy = §GC. (C.38)
We next perform diquark channel ¢q as below. For flavor indices:
13

=3 > (1)pr(7)s (C.39)

b=0

For color indices:
3

D (o)t = % [0ir1j + (t1)ik(ta)ij + (E3)ik (ta)is]

a=1

3
— §(t2)ik(t2)lj. (C.40)

For Dirac indices:
« * ]' [ Yats @ ]' * «@ . * .
(7&);11/(7 )po = (C )up(C)m/ — 5(’7 C );LU(C’Y )UV - 5(70/750 )up(CfV 75)01/ + (2750 )HP(Z%’)C)J;;
(C.41)
We find

NE

Ling IzGc (Wt COT) (T Crytat)) + (iysmtaCYT) (7 Cirysmytan))

b=

[e=]

@%TbtzclzT) (wTCWQTbbClP) - %@%%Tbtsz_JT) (?/JTCWO‘%Tbtz?/J)}

l\DI»—

Ny
f
Mw

[(WntsCY) (VT Crytsip) + (iysmtsh” ) (YT Ciysmytsy))
5=0,1,3
(¢7a7thC¢T)(¢TCV Totsy) — —(¢Fa’75TbtsC¢T)WTCFQ’YsTthW}
(C.42)

1\3|>—lv
O
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The color singlet scalar diquark part is written as

H. _ _
qu = 70G0<w?:’}/57'2t201/1T)(wTCi7572t2w>7 (C43)

from which we can easily read

Hy = =G.. (C.44)
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Appendix D
Thermal Field Theory

In this appendix, we review the formulation for thermal field theory following [113-115]. Es-
pecially, we formulate to construction of Bose and Fermi statistics. First, we discuss the con-
struction of a partition function described by fields using path integral formalism. To introduce
the temperature, we go to the Euclidean metric with minus sign instead of the Minkowski:

(t? — 72) — —(72 + 1%), (D.1)

taking ¢t — 7, which is called the imaginary time formalism. Due to the periodicity or anti-
periodicity of the thermal field, we introduce so-called the Matsubara frequencies in the mo-
mentum representation. We work out the partition function and the thermodynamical potential
density for the complex scalar field and the Dirac field using the Matsubara formalism. Finally,
we discuss a technique of the summation of the frequencies.

D.1 The Partition Function

We take a Schrodinger picture field ¢(, 0) and the conjugate momentum 7 (7, 0) at ¢t = 0. The
field operator eigenstate |¢) satisfy

6(7,0)[0) = 6(7)]9). (D.2)

where ¢(Z) is the eigenvalue. We have the usual completeness and orthogonality conditions
[ do@leniol =1, 03
(Baln) =6(da(T) — du(T)). (D.4)

Similarly, the conjugate momentum operator eigenstate |7) satisfy
©(Z,0)[m) = 7(&)|m), (D.5)
with the eigenvalue 7(Z). The completeness and orthogonality conditions are

dm (%)

[ S ima =1 D.6)
s

(Ta|mp) =0 (7o (%) — mp(Z)). (D.7)
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We take a eigenstate for this system |¢,) at ¢ = 0, then the time evolution of the system is
described e~**|¢,) where H is Hamiltonian of the system. Taking the state |¢;) realized after
the time development, the transition amplitude between these states is (¢,|e *#*|¢,). By the
path integral method, the transition amplitude is expressed

H(E1)=60(7) t '
(Gple= | 6,) = / Dr / Do exp [z / ' / Frxd— M) D)
#(%,0)=¢q (%) 0

where H is Hamiltonian density.
On the other hand, a partition function for statistical mechanics is assigned as

Z(B) =3 e = tre Pl = / dda(dale|a), (D.9)

n

where [ is the inverse of temperature and the Boltzmann constant is taken kp = 1. The trace is
evaluated by using a complete set of eigenvectors of H as

Hn) = Ey,|n). (D.10)

From the last line in Eq. (D.9), the partition function could be interpreted as expression for time
transition amplitude from 0 to (3, if we adopt imaginary time formulation 7 = ¢t. Thus, the
partition function is expressed

-/ / Poexp [/B ir [ #ow3?  H(o.m) O.11)

by applying the path integral method. Where “periodic” means periodicity of ¢,(Z) = ¢(Z,0) =
¢(Z, B) and this notation is omitted afterward. If we suppose the system is described by Klein-
Gordon Lagrangian

1 1
L= 5(0:0)(9"¢) — 5m’¢", (D.12)
the conjugate momentum is defined as ™ = a(a ok The momentum is integrated out immedi-

ately and the numerical factor independent of /3 is suppressed. Then the partition function can
be written as

_ / Déexp (—S5(5)). (D.13)

with the Euclidean action

/ dr/d3 + (Vo) + m*¢?). (D.14)

D.2 The Matsubara Propagator

We consider Klein-Gordon Lagrangian as an example and introduce the symbol

B B
/ d%:/ dT/dSZL’, (D.15)
0 0
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and x = (&, 7). Klein-Gordon Lagrangian is a Gaussian type for the fields, hence the functional
integral is evaluated as

2) = [Doew (-3 [ ’ )

0
1 1
—=(det G)Y? = exp <§ In det G) = exp <§tr In G) , (D.16)
where
G l=-0?-V?+m? (D.17)

is the inverse of the Green function.
In the field theory, a generation functional Z(5; j) with Z(8) = Z(f; 7 = 0) is given as

B
2(60) = [ Doexp | -56(0) + [ a'si(z.r)ota )
0
g
=Z(B) exp [%/ d*zd*s’j(x)G(x, x’)j(x’)] : (D.18)
0
with z = (Z,7),2" = (&', 7). The Green function G(z, 2’) satisfies
(=02 = V2 +m*)G(x,2') = 6(z — o). (D.19)

The functional differentiation gives the propagator with imaginary time as

1 0*Z(83; 5)
Z(B) 5‘7(57 Tl)(sj(f7 TZ)

From the discussion of appendix E, we obtain the propagator as

(0lo(x')o(x)|¢) = G(z,2') = Az — ). (D.21)

The right hand side of Eq. (D.20) may be regarded as the thermal average of T-product of
field operator. We omit the space index #* henceforth. We recall that the thermal average of an
operator A is defined as

1 = —
70 /D¢ (T, 71)O(E, 75) exp (—SE(B)) - (D.20)

j=

1

7 ﬁ)tr(Ae’BH) (D.22)

(A)g =

and T-product is

¢(-i7’1)¢(-i7’2) if m>mn

D.23
H(—im)p(—im) if > (D.23)

T(¢(—im)(—ira)) = {

Hence, the thermal average of T-product of field operator is described as

1

Z(5)
L —(B—m1)H 4, —(T1—72)H 1 —ToH
7057 [ A0l g g 2

(T(¢(—im1)p(=iT2))) s tr [e” T (¢(—im)p(—i72))]
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where 71 > 75 have been assumed for simply. The field operator is defined as ¢(—iT) =
ef"pe=HT in Heisenberg picture have been used. Then one inserts a complete set of states of
the field operator at ‘times’ 7; and 7, and repeats the procedure leading to the path integral
formalism. It is also that Z(3; j) can be written as

Z(B;7) =tr [e‘ﬁHT (efoﬁ d4$j(f’7)¢(_”)>] . (D.25)

From the periodicity of the paths in path integral formalism, the thermal average has a property

(T(o(=iB)p(=iT)))s = (T(H(0)p(=i7))) - (D.26)
Because of periodicity of the trace, the imaginary time propagator A(7) has a property
A(r) = (T(p(=im)$(0)))s = AT = 5) (D.27)
in any time interval [0, 8]. The Fourier transform of this propagator is given as
LA
Aliw,) = / dre*“"TA(T), (D.28)
0
and its inverse is
=T Z T A (iwy,). (D.29)

Since A(T) is periodic, the Fourier transform is taken over a finite interval [0, 3], so that fre-
quencies w), is taken discrete values as

Wy, = 2mnT, (D.30)

which are called Matsubara frequencies. Form above discussion, the way of treating field theory
as statistical mechanics is

iwt— T

B8
/d4x —>/ dr/d% (D.31)
0
[ d'p = d*p
if eny ‘Tnz_w/ 2n)?

(D.32)

are replaced, then
Po — twy, = 12T (D.33)

is used. Thus, Eq. (D.16) is now represented as

Z(B) = exp (—% /dg’a:(;ijf;?) > In(w) + w2)> : (D.34)
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where we have used the definition of the Klein-Gordon propagator in the momentum space
(with Minkowski metric) as

4
G / ap 1 (D.35)

(2m)% p§ — w?’

with w? = p? + m2.

The discussion up to here is obtained supposing that a symmetry for particle exchange is that
of boson. We have another quantum statistics, namely fermion. The fermion has anti-symmetric
property for particle exchange as

(W) () |) = = (Pl ()e(a)]). (D.36)
This means that
¥(Z,0) = —¢(a, B), (D.37)
hence,
A(0) = —A(B). (D.38)

Therefore, The Matsubara frequencies for fermion is assigned as

W, = (2"%)% or w, = w (D.39)

The remaining problem is how to take the summation over the Matsubara frequencies, which
will be discussed later.

Before closing this section, we discuss a grand canonical ensemble. The grand canonical
partition function is defined as

B
Z(, ) = tre PH-1N) — /Dﬁngexp {/ dz (ﬂ'% —H+ u/\/)] , (D.40)
0

where 11 - N = " paNa, N, is a particle number operator and /i, is the chemical poten-
tial corresponding the particle. A is the conserved particle number density which is the 0-th
component of the conserved current. Namely, it is the quantity relating density p:

N=Q= /dgxp: /d%JO = /d3xj\/. (D.41)

The conserved particle number A in case of fermion corresponds the baryon number and/or
the lepton number, which depends on the field, while the conjugate momentum does not. Hence,
the partition function would be described as the form of (D.13). In boson case, however, it also
depends on momentum so we have to go through the Hamiltonian form of (D.40).
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D.3 The Complex Scalar Field

We discuss several example in this and next section. First, we consider the complex scalar field.
The complex scalar field Lagrangian is

L=0,00"® — m*®*d. (D.42)
The conserved particle number is obtained from the Noether current as
N =i(®* 0P — PIy®*) = i(P*II — OIT*), (D.43)

where II = Jy® is the canonical conjugate momentum. The complex field is decomposed into
real and imaginary part as

= 7(¢1 +igo) (D.44)
O = —(¢1 — igo). D.45
\/5 (¢1 —igo) (D.45)
By using these real scalar field, Hamiltonian and particle number are written as
1
H = 5l(m)° + (m2)" + (V1) + (V) +m? (67 + 63)) (D.46)
N = ¢om — 1o (D.47)

Thus, the partition function of scalar field is given as

B ) .
Z :/D?Tlpﬁgpgblpgbg exp |:/ d4l’ <Z.7T1§Z51 + Z.7T2¢2
0

=Sl 4 (1) + (V0 + (T + (0% + B3]+ ploam — o] )|

—%/0 d*z ((8;71) +(%)2+(V¢1)2+(V¢2)2

+m%ﬁwﬁ%+aw(m@@—@‘ﬁ)—ﬁﬁ—u%@] (D.48)

/ Dp1 Do exp

from Eq. (D.40). The second line means performing completing square with conjugate mo-
mentum, it is integrated out, then the numerical constant is dropped. The derivative terms of the
fields ¢, and ¢, are performed by partial integration. Its Fourier transformation is replaced by
(D.31) and (D.33). The Euclidean action is described in the matrix form:

wyy +w? — p? — 2wy, o1
(¢1 ¢2) ( o W Mg) ( ¢2) ., (D.49)

B alplOO

where w? = p? + m?. The functional integration is done by Eq. (E.13) and described as

d? 1
7 = exp <— / d*x / (27:)’3 zn: 3 In[(w? + w? — u?)* + 4u2wg]> : (D.50)
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We compute further

D2 + 0 — 2+ 2ipn) (R + P — i — 2igs,)]
n[((wn + ip)* + w*) ((wn — ip)” + w?)]
(wn + (0 + 1)) @ — (0 — 1) @ + 6 — 1)) — i+ 12)]
H(w +(w+ ) (wp + (@ = p)?)]
n(w? + (w+ 1)) + In(w? + (w — p)?). (D.51)

Inf(w + w? — p?)? + dp’wy)

In|
=In]
=In|
=In]
In(w,

We consider the summation over w,,. First of all, we take derivative of In term with « = w 4+
0 200 20/ (27T)? 1

LN nw? +a?) = — coth ( ) D.52

Oa zn: n(w, + o) Zn: w2 +a? Z n?+a?/(2rT)? T 2T ( )

the sum formula:

o)

1 T
Z m = E COth(ﬂ'm), (D53)

n=—0oo

has been used. Then, we integrate the result with «:
o 1
_ = 1 = B Oé/T
/ da coth (2T> o7 In | sinh(a/2T)| = 2T [ 7 - 4ol (D4

Ignoring the constant term In(1/2) independent of 7" and w, which does not affect the thermo-
dynamics, the sum of the frequency of logarithmic function for bosons is described as

1 2 2 a/T
> 5 In(w) +a?) = ﬁ +1In(1 — ). (D.55)

n

Thus, the partition function for bosons is given as

ool for]

Thermodynamical potential (density) is obtained from this partition function:

(1 —e Pty fin(1 — e—f@(w—m)]) : (D.56)

F 1
d3
_ / ﬁ (w+TIn(l — e”@H/T) 4 Tin(1 — e~ @1/T)) | (D.57)
T

D.4 The Dirac Field

Lagrangian of Dirac field is

= (i — m)p, (D.58)

and the conserved particle number is

N =g, (D.59)
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which does not depend on the conjugate momentum. Thus, the exponential part of the partition
function (D.40) can be described only field by taking Legendre transformation. Then, momen-
tum integral is performed soon and the numerical constant is dropped. The partition function
for fermions is written as

B
7 = / DDy exp (— / d*z(i(0; + p)ya +1iV - T + m)¢) : (D.60)
0

with the Euclidean Dirac matrices discussed in Appendix B.4 ast — —i7, vy — —iy4 and pg —
—ipy = 1w, with the frequency for fermion. The fields v, ¢ are integrated out as Grassmann
variable and the partition function in momentum representation is

Z =exp (Indet{(w, + ip)ys — p- 7+ m]), (D.61)

where determinant is taken over (Euclidean) Dirac matrices, coordinate space, momentum space
and the Matsubara frequencies. We use the identity

Indet A =trln A, (D.62)

except the Dirac matrices. We consider the determinant of Dirac matrices in the chiral repre-
sentation (see Appendix B.4) as

ml i(wy +ip)l —0-p\ . \2 9\ 2
det (i(wn+i,u)f—|-5-ﬁ il = ((wnp +ip)* +w?)", (D.63)

with w? = p? + m? and I being 2 x 2 unit matrix. Since the summation is taken over both
positive and negative frequencies, we can write

Z In ((wn, +ip)* + w2)2 =2 Z [In((wn +ip)? 4+ w?) + In((—w, + ip)* + w?)]
=2 n[((wn +ip)* + W) ((wn — ip)* + )]

=2 " [In(w) + (w+ 1)*) + (w2 + (w - p)?)],  (D.64)

n=1

from Eq. (D.51). The partition function is now

3 Ip 2 2 2 2
7 =exp (/d :zc/ (27:;3 ;2 [In(w? + (w+ p)?) + In(w? + (w — p) )}) . (D.65)

The factor 2 corresponds to the degree of spin degeneracy and the summation is taken over only
positive integer dealing with particle and anti-particle, which are the difference between the
scalar field and the Dirac field.

The summation of frequencies for fermions w,, = (2n — 1)#T is performed as below. The
derivative of In term is

o

0 & = 2a 20/ (nT)? 1 oY
o ; nw, + o) ; W2+ o2 ; 2n—12+a2/(xT2 2T " \ar)’
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where the sum formula has been used following:

- T T
— = tanh (57). D.67
Z_: n—1)2 PN D.67)
The integration over « is written as
datanh <ﬁ> = 2T In | cosh(a/2T)| = QT[i +In(1+e ") +1n 1] (D.68)
2T 2T 2
Hence, the sum of frequency of logarithmic function for fermions is

D In(wl+a%) = ﬁ +In(1 4 e~/7), (D.69)

The partition function is given as

— exp { R “’ ~ (e @) £ (1 + e(“Jr“)/T)}} . (D.70)
The thermodynamical potential is
d3
Q= —2/ (27:;3 (w+TIn(l + e~ @ /Ty 4 Tln(1 + e~ @TW/T)) (D.71)

D.S Frequency Sum

We discuss a technique of the summation of the frequencies. We take a summation of the
Matsubara frequency as follows

S=> " h(wn), (D.72)

where h(w,) is a single variable function and frequencies w,, is 2n7T in boson case or (2n +
1)7T in fermion case. The idea for taking the summation of frequencies is to replace summation
to complex integration by introducing a virtual function of complex variable g(z) which has
simple pole at z = iw,. The product of function gh is integrated along a suitable path in the
complex plane, and the whole summation S is treated as summation of residue. The typical
choice of g are

B
Y R coth(fz/2) (D.73)
9(2) {ﬁ or g(z) = {ﬁ tanh(8z/2).

The upper one is used for bosons and the lower one for fermion in both choices. We adopt the
first one. Note that the first choices are similar to the Bose or Fermi distribution. The integration
is manipulated along the imaginary axis as

<

i

dzg(2)h = —CZRes P Z hw,) = S. (D.74)
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Figure D.1: The integration path is deformed from (a) to (b). The cross marks along the vertical
axis are singularities for the function g and the isolate cross marks are for the function h.

For proof of the second equality, the residues of “the counting function” g are chosen as (
and assuming integration path is closed at z = #ioo!. The integration path can be modified to
satisfy the condition that the singularity for g and h(—iz) are avoided. In the case of the product
gh is damped in the limit of |z| — co. The original integration path can be modified to infinitely
large circle as shown in Fig. D.1 (b). Then, the contribution for integration along outmost circle
vanishes and the integration around singularities for & are calculated. If we assume that h(—iz)
has some isolated singularity {z;}, we obtain

S === d h(—iz)g(s) = —C 3" Resh(=i2)g(2)]omsy. (D.75)

211

Thus, the infinite summation S is simplified to a feasible operation to evaluate a finite number
residue.

Examples

We calculate the frequency sum in some simple cases as examples. For simplicity, we consider
fermion a case which is w,, = (2n+ 1)77T. Same discussion holds in boson case. In general, the
function h needs the factor, which does not contribute thermodynamics, to vanish the contribu-
tion from the large outmost circle which appears in the modified integration path in the limit of
|z| = oo. This non-essential factor is omitted usually, since the function h decays faster than
27! in many physical case. We shall discuss the case where the introduction of such a factor is
necessary.

Linear Fractional Function
We take a function h(w,,) as

T

Men) = = —mos ¢

(D.76)

I The difference between the first and the second choices in Eq. (D.73) is the residue. The residue of the first
functions are ( = +1, +1 for boson and —1 for fermion and that of the second functions is ( = 1 for both cases.
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where £ = w — p and 0 is a positive infinitesimal value which is taken  — 0 finally. The
integrand h(—iz)g(z) converges at z — —oo by the factor ¢* and z — oo by the Fermi factor
(e## +1)~1. We work it out as

S = Z h(wy,)

6] =T
--S°R
Zn: B 11 zem — 3

) 1 1
n Eg%(z_g)ezﬂ +1z2—¢
1
S il GOk (D.77)
We get the well known formula
1
-T I — — D.78
anm_(w_m flw=p), (D.78)

where f(w) = (exp(fw) + 1) is well-known Fermi distribution.

Second Order Fractional Function

We take a function as
T
(iwn - 5)2 ‘

We omit the convergence factor here and next. This function has pole of order two at z = €.
The frequency sum is

h(w,) = — (D.79)

1 1
S :;Res eB+1(z— 82|
. d 1 1

= ig%& l(z — f)zezg T1(z— 5)2]

L 1 1 Be*f 1 1 2

S O s e e a e S e

___pe D.80

RS o
Logarithmic Function
We take

hwy) = =T In(B(—iw, + §)). (D.81)

In generally, £ is a function such as w(p) — u, we fix it a certain value ¢, firstly. The function
h(z) has branch cut along the real axis z € (—o00,,]. We choose the integration path as Fig.



D.5. Frequency Sum 109

&

Figure D.2: Choice of the integration path for the logarithmic function Eq. (D.81).

D.2. The path around the branch cut on the real axis is enclosed by €= = ¢ & in with positive
infinitesimal value 7). Since the contribution of the integration is only around e*, the complex
integration is manipulated as

5
%Tlﬂ &z)) 52 _I_ 1
* de 6]
—/_Oo o [In(et — &) —In(e” — &) PR (D.82)

where we have used (¢ + 1)~ ~ (¢° + 1)~! and the path have been expanded as (—oo, 00).
We have

B 0 .

= =——In(l+e D.83
and the integrated function goes zero at the limit of ¢ — 400, then we compute the partial
integration and obtain

S :% _Oode (e* ifa - = ifa) In(1 + e%)
S T/OO ded(e — &,) In(1 + e~ )
=— Tln_(olo—i— e %Py = —Tln(1 + e ). (D.84)
In the second line, we have used the identity
71711% . j m = —ind(z) + P (i) , (D.85)

where P means the principal value and in the last equal means the fixed value &, is replaced by
a function €.

The convergence factor

We see a case where the summation over the Matsubara frequencies diverges. This situation
appears for example in the work of Diener et. al. [77]. Taking the function

twy, + &

M) = Ty - 5

(D.86)
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where £ = \/p? + m? and E = /&2 + |Ay|? with BCS gap A following [77]. The Matsubara
sum is formally divergent and we explicitly write the convergence factor

iwn + £ Wn0

with a positive infinitesimal value ¢ which is taken o — 0 finally. Hence,

g dz z+¢ 1
=— ¢ — e
L 2mi 22 — E?2efr + 1

% dz z+€ 1
=¢ — e
o 2mi(z—E)(z+ E)ef*+1

. z+& 1 5
=1 E ?
Z—l)lzlE(z—'— )(z—E)(z—{—E) 1
E-¢ 1
= . D.88
2FE ef +1 ( )
The integral path ¢ and ¢’ is shown in Fig. D.3.
(@) (b)
A @ w
C
> >
CI

Figure D.3: The integration path is deformed from (a) to (b). The path ¢’ is counterclockwise
for the path c.
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Appendix E

The Gaussian Integral

We write several Gaussian integral formulas (o > 0)

/ dze—o% — (§>1/2, (E.1)

2 1/2
/dxe—ax2+5$+7 :exp (ﬁ_ + fy) <z> , (E.2)
4o «
(n=1)!1 (7\1/2
/dxxne—OzIQ — J (2a)"/2 (a) for n even (E3)
0 for n odd,
, 1/2
/ drze@=F)? = / da' (' + F)e " = F (E> : (E4)
«
1 1/2
/da:xQe_o‘(x_F)2 :/dI(x + )2’ = (— + F2> (E) ; (E.5)
200 «
3 3 1/2
/ dzateo@=F? = / do(a* + 6F%22 + FYe o = (= 4 ZF2 4 F* (ﬁ) . (E.6)
402  « Q@

We take the product of n Gaussian integrals with a; > 0 following [107],
1 ) (2m)"/2
/de‘l ...dx, exp (—5 Z anxn> = W. (E.7)
n i=1"

Let A be a diagonal matrix with elements aq, ..., a, and = be an n-vector (z1,...,x,), the
integral becomes

/ d"ze”@AD/2 — (9m)"/2(det A)~Y2, (E.8)

with the inner product

Z anr? = (1, Ax). (E.9)

n

Since this holds for any diagonal matrix, it also holds for any real symmetric, positive, non-
singular matrix. Defining the measure (dz) = d"x(27) /2, we obtain

/ (dz)e~@A2)/2 — (det A)~/2, (E.10)
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In the same way, we obtain for Hermitian matrix A and the measure (dz) = d"z(27i)~"/2,

/ (d2)(d2)e=C"4) = (det A)~! E.11)

We now assume that we can generalise the above formulas to an infinite-dimensional function
space without mathematical proof. The inner product for a function ¢(z) is

(¢.0) = / dalp(x)]". (E.12)
The Gaussian integral is generalized in the functional form as
/ D¢ exp (—% / dxgb(x)Agb(x)) —(det A)~1/2, (E.13)
If ¢ is a complex field, we obtain
/ Dé D exp (— / dxqb*(a:)AqS(x)) — (det A)L. (E.14)
Finally, we write the Gaussian integral with the Grassmann number 7, 7,
/ dijdne"" = det A. (E.15)
In the functional form it is
/D@ZJDQ/J exp <— / dmw(x)Aw(a:)) = det A. (E.16)

Suppose the Gaussian functional [83,90]

ol = Newp (=3 [dediloe) - F@IG o) - 16 ) . B2

with the weight function G(z, y) and the fluctuation function f(z). The scalar product

(i) = N* [ Doesp ( [ dwdyiota) - @Gt I6) - f(y)]) E.18)

is defined as 1 by the normalization constant N which is obviously (det G~!)*/*. We want to

calculate (|o(z)[), (¥|d(z)d(y)|v) and (](d(x)d(y))?)|v). To calcualte these values, we

introduce a source term in the Gaussian functional as

skl = Newp (=3 [ daailoto) - F@IG Do) - 1) + [ doo(e) ().
(E.19)
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With a new variable ¢’ = ¢ — f, the scalar product is

(Walis) =N* [ Dot exp (= [ dedye' )6t + [ dsid o) + @) 0))
_N? / D exp (_ / dedy|¢/(z) — % / dor T (20)G (2, 21)| G (x, )

<(00) — 5 [ drad(@)G ) + [ drd@)f)+

= exp (/ daJ (z) f (x) +i/d:cdyJ(:c)G1(x,y)J(y)

N————
—~
T
(\®]
(=)
=

where we have used the relation
/de(a:, )Gz, y) = 8(x —y). (E.21)

Then we calculate

)
6J(x)

(f(:L') + % /dle(xl)Gl(x,xl)) exp (...) o
—f(x), B

(100010 =557 Wl

=%Gl<x, y) + f(@)f(y)- (E23)

(Wlo(x)lp) = (Wslvs)] ;-

Further,

(AG)OW)P10) =16 (2) + F(2)( () + FW)P1)
=267 ()G ) + PG (5. )
P2 WG (@ 0) + 5 PG ) + (@FW)P, €24

with
1
o = Nexp (= [ asans@)6(0.)0 ), (E.25)
and defining normalization (¢/'|¢") = 1. If we take x = ),

(W|p* (x)|¢) :%Gl(:c, )G N, 2) + 3f%(2)G Ha, ) + f(x). (E.26)

Hence, the Gaussian integrals in functional form (E.22), (E.23), (E.26) correspond usual inte-
grals (E.4), (E.5), (E.6).



114 Chapter F. Mott Transition

Appendix F

Mott Transition

The NJL model or PNJL model lack of the confinement at zero temperature. The hadrons
(mesons and diquark-baryons) can decay to the two quark state gg and gq at finite momentum
¢. This can happen at the point where the meson or diquark energy becomes larger than the
two-particle continuum wg, or wg, for the decay process at zero momentum. This transition is
called Mott transition [116]. This property in two color NJL model is discussed in Ref. [67].
According to Ref. [67] the two-particle continua wg, and wy, are different at the BEC and the
BCS sides as

V=g AR p)? AR < o ED
AL+ Vm A+ )+ AP [ > o
2 _ 2 A 2
- Vim—p? AP s <o E2)
2[A pB > fio

where the baryon chemical potential is defined as up = 2 with the quark chemical potential
1 and the BEC-BCS crossover point is yo ~ 120 [MeV]. We refer the left upper figure in Fig.9
in Ref. [67] as shown in Fig. F.1. According to the figure, the effective range of the baryon
chemical potential is less than five times of the pion mass pp/m, < 5. All of our calculations
should be restricted in this range.

3.5

3

25

Figure F.1: The two-particle continua in units of m as functions of the baryon chemical potential
wp in units of m, [67]. Note that the author uses different parameter set from ours.
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Appendix G

The Loop Expansion of the Effective
Action and the Effective Potential

We discuss the derivation of the effective action following the text book [107]. We consider the
real scalar field

Sl) = / drL(6(x))

£(6(x)) =5 (06())° ~V(9),
V(9) =y m? (@) ~ Ao (), G.1)

where dx stands for d*x for simply. The Lagrangian is invariant under ¢ — —¢, but this
symmetry is not shared by the solution

av
do

where ¢y # 0. The symmetry has been spontaneously broken. These statements are classical.
Quantum consideration enter with loops. The generating functional is written as

=0 (G.2)
P=¢o

217 = / $exp (%S[d)] +ih / da:J(m)ng(x)) | G3)

which is assumed normalized. We explicitly write the Plank constant. The connected Green’s
function is

WlJ] = —iln Z[J], (G.4)
or
er Wl = Z1J]. (G.5)
Since the generation functional is related to the vacuume expectation value with the source J

Z[J] {0, 00[0, —o0) = (0F|07) s, (G.6)
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the connected generation functional can be written as
e =(0107) . (G.7)
The classical field ¢.(z) is defined by

_OWLJ) _ 6Z[J16W[J] _ (0F]6]07),

() = = = : G.8
@) =570) " 5w 52~ (00 )y G8)
and is seen to depend on the source. The vacuum expectation value is defined as
do(x) = lim . (). (G.9)
J—0
The effective action is defined by the Legendre transformation on W[.J] as
I W)~ [ des(a)ola), (G.10)
and obeys
OC[¢c]
=—hJ(x). (G.11)
6pe() (@)
Hence, we obtain the gap equation in the limit of J to zero as
dl'|p.
ﬂ =0. (G.12)
d(bc ¢c:¢0

We would like to calculate W[.J] by the saddle-point method of the path integral. Taking an
itegral

I= / dre= 1@ (G.13)

and f(z) is stationary at some point xy and then f(x) is expaned about z

F@) = flao)+ £ LI

5 3 (x —20)* 4 -+, (G.14)

thus the integral is seen to be

[ ~ e~f@) / dre= 31" @) @=20)” (G.15)
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The integral becomes a Gaussian. We expand the action around ¢

S(, 7] =S[¢] + h / deJ (2)$(x)

_ aslod|
=Sl )+ [ do 0 '% (6(z) — 60
v [ dndnloe) — o GRS otra) ol

=Sign, /)4 [ dzJ(z)iglz) - o

+ % /dxlde[qb(wl) — o (— [82 + d ;fb(f)

=S¢, J] + h/de(m)gb’(x) + %/dm'(x) (= [0+ V"(¢0)]) &' () + -+ -,
(G.16)

] (1 — 952)) [p(x2) — o] + -
@0

where we have put ¢’ = ¢ — ¢, in the last line. Substituting this into Eq. (G.5) and applying to
saddle-point integration Eq. (G.15) gives (relabelling ¢ as ¢)

exp (101) =ex (350601 [Doesp (<55 [ ot + V(o)

— exp (%S[(bo, J]) (det(0 + V" (¢0))) %, (G.17)

where we have rescaled the field ¢ into h'/2¢ and gone to Euclidean space to eliminate the
imaginary unit ¢. Hence, we obtain

W] =S[éo] + / dado(x)J (x) + igtrln[82 + V" (o), (G.18)

which is the loop expansion of W[J] ignoring the higer order of A.
To find the loop expansion of I'[¢.] we need S[¢.]. Putting ¢g = ¢. — ¢(¢' = ¢..)

Slou) =Sl — o] = Slod — [ de g2os) (@) +00)
=S[¢c] — h / dzJ (z)po(x) + O(R?). (G.19)
Then
D[pc] = S[p.] + i;ztr In[0” + V" (¢0)]. (G.20)

The trace tr is taken over the coordinate space. We define the n-point vertex function as

0"T'[¢]

Y (g, an) CSp(wy) ... 0p(xn)

(G.21)
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in the coodinatespace, and in the momentum space

5" (@]
) (g ... _
"™ (p1, -+ . pn) S5n) .50 (G.22)

where gz~5 is the Fourier transformed field.
We next expand the effective action I'[¢.] in powers of ¢, as

F[¢C] = ZO % /dajl e dxnr(n) (mlv e 7$n)¢0(x1> e ¢C(xn)a (G'ZS)

and in the momentum representation as

o) 1 ~ ~
Plod =)~ / dp -+ dp,d(py + -+ p) D (pr, -+ D) GelT1) - Gelwa). (G.24)
n=0
We further have another expansion which is in terms of ¢, and its derivatives as

tl6d = [ do |-Ulou(ol) + 500 + .| G29)

The function U (¢,) is called the effective potential. In the case of ¢. = (¢) = a, a constant, all
derivative term in the above expansion vanish:

[[a) = —QU(a), (G.26)

where (2 is the total volume of space-time. Comparing the expansion of I'[¢] in momentum
space and the above one, we have

Ula)= - %ﬂ”)a"(pi = 0). (G.27)
n=0

Renormalisation conditions are stated in terms of U as

d*U(¢)
I®(p; = 0) = - 2
bz L
d*U (¢,
I (p; =0) = U(f | Za (G.28)
9 g
In addition, the vacuum expectation value can be written as
AU (¢,
d(¢ ) = 0. (G.29)
Pe g
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