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Abstract

An electron and a hole attract each other due to the Coulomb interaction, and they behave as a

quasi-particle called exciton. An exciton can be created by a photon which is incident into the material,

and the created exciton collapses into a photon with a finite life time. After that, the emitted photon

can also create another exciton at other position. In this way, the exciton and photon propagate as a

quasi-particle in the material, and it is called an exciton-polariton. Because of the Coulomb interaction

and the Pauli exclusion principle, excitons interact with each other, and then optical response of excitons

has been discussed for several decades not only in its linear (one-exciton) process but also in nonlinear

(many-exciton) processes. However, such discussions have been mainly performed in the semiclassical

framework, where the light is classically treated based on the Maxwell equations. The construction

of full quantum theories for exciton optical processes is currently a developing theme, and attracts an

attention due to the recent development of quantum information technologies and the recent observation

of nonclassical states of exciton-polaritons, such as entanglement, squeezing, Bose-Einstein condensation,

and so on.

Although the quantum electrodynamics (QED) in vacuum was established in the 1940s, the QED of

excitonic materials has been discussed for only about 15 years. Compared to the vacuum situation, we

must consider the frequency dependence of the dielectric function of the materials due to the polariton

effect in addition to the nonradiative damping of excitons, which is inevitable to discuss their resonance

processes. The QED of such dispersive and absorptive media has been discussed in the pioneering work

by Huttner and Barnett in 1992. Its theoretical framework can be interpreted by the relation with the

fluctuation dissipation theorem, and has a good correspondence with the classical electrodynamics based

on the Maxwell equations. Currently, this QED theory has been extended to inhomogeneous, anisotropic,

magnetic, and nonlinear media. However, there remains a task to consider the nonlocal susceptibility orig-

inating from the exciton center-of-mass motion, which has been discussed in the semiclassical framework

for about 50 years.

The nonlocal optical susceptibility is a general property derived from the linear response theory, and its

nonlocality should be explicitly considered in nano-scale systems in order to describe the confinement of

the exciton center-of-mass motion. While the nonlocality has been discussed in relation with additional

boundary condition (ABC) problem, K. Cho has proposed a theoretical framework which requires no

ABC in 1986. This is called an ABC-Free theory or a microscopic nonlocal theory, and has been applied

to linear and nonlinear optical processes of excitons confined in nano-scale materials. However, this

theory has been discussed in the semiclassical framework.

One of the main subjects in this thesis is the construction of a QED theory for excitons in arbitrary-

structured 3D materials with considering the nonlocality and nonradiative damping of excitons. This

theory maintains good correspondences with its underlying theories, the QED theory for dispersive and

absorptive media and the semiclassical microscopic nonlocal theory. Although the same kind of theories
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have already been proposed in line with the series of QED theories, the present QED theory provides a

practical calculation method for arbitrary-structured excitonic materials from nano- to macro-scale by

using the same calculation idea as the microscopic nonlocal theory. On the other hand, from the viewpoint

of extending the nonlocal theory, the present theory enables us to consider the quantum fluctuation of

the electromagnetic fields and to describe nonclassical states of light. Furthermore, it has been revealed

in the present thesis that the nonlocal theory can provide the retarded correlation functions of excitons

and of electromagnetic fields.

Another subject in the present thesis is the analysis of exciton-photon coupled modes in excitonic finite

systems, whose resonance frequency and radiative decay rate can be obtained as poles of the exciton

correlation functions derived in the nonlocal theory. Especially, I have focused on the material-size

dependence of the exciton radiative decay rate. According to Fermi’s golden rule, increasing the material

size, the radiative decay rate becomes higher because of the increment of the interaction volume between

excitons and radiation field. This is called exciton superradiance, and has been discussed theoretically

and experimentally for more than 20 years. On the other hand, in a thick film where the exciton-

polariton picture is suitable, we can consider that the radiative decay time of polaritons is proportional

to the time of flight in the film. Therefore, the radiative decay rate is inversely proportional to the film

thickness in contrast to the exciton superradiance. This contradiction reflects a breakdown of Fermi’s

golden rule in the exciton-photon interaction. The crossover between the two radiative decay schemes has

been theoretically discussed in some works previously, and it is interpreted as the crossover of exciton-

photon coupled modes from exciton-/photon-like to polariton modes. However, the crossover condition

has not been completely clarified. By using a rigorous calculation method based on the microscopic

nonlocal theory, which can connect the two decay schemes, I have calculated the exciton radiative decay

rate in a CuCl film with continuously changing the thickness from nano- to macro-scale, and then the

crossover behavior has been numerically obtained. For the analysis, I have intuitively introduced another

calculation method, which is based on the dispersion relation and resonance condition and can reproduce

the results of the rigorous method. From the simplified equation in the intuitive method, I have derived

the crossover condition between the two radiative decay schemes. Briefly speaking, the crossover occurs

when an apparent propagation speed of superradiant excitons reaches the group velocity of polaritons.

This is a reasonable condition in the viewpoint of the breakdown of Fermi’s golden rule in exciton-photon

interaction.

The other subject in the present thesis is deriving the analytical expression of the excitons’ retarded

correlation functions, which is written with the information of their poles derived by the intuitive calcula-

tion method. The exciton correlation functions renormalize the exciton-photon interaction, and then they

reflect the radiative energy shift, retarded interaction via the electromagnetic fields, radiative and non-

radiative relaxation processes. According to the quantum theory of many-particle systems, time-ordered

and thermal correlation functions can be obtained by the analytic continuation with the retarded ones.

Therefore, the analytical expression of the correlation functions is useful for systematic discussion of a

variety of nonlinear, relaxation, and emission processes of excitons in arbitrary-structured materials. As

a demonstration, I consider a CuCl film with exciton center-of-mass motion, and solve an ABC problem

to calculate the poles, i.e., the exciton-photon coupled modes, including polariton-field wavefunctions in

these modes. By a intuitive consideration of the analytical expression, the retarded correlation functions

have been reproduced with good precision.
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Chapter 1

Introduction

1.1 Background

In conventional theories for optical processes in condensed matters, the light has been mainly treated

classically regardless of whether the matter systems are described in quantum mechanical terms (semiclas-

sical theory) or classical ones. These theories have successfully explained a variety of optical phenomena

regarding the classical light or the coherent state of photons. However, there is growing interest in the

quantum electrodynamics (QED) of elementary excitations in condensed matters in order to discuss opti-

cal processes of nonclassical light such as entangled states, single photons, squeezed states, cavity photons,

and so on. The relevant experiments have already been reported, for example, the entangled-photon gen-

eration via biexcitons (excitonic molecules) [1], triggered single photon generation from bound excitons

in a semiconductor [2], and the squeezing of cavity polaritons in semiconductor microcavities [3, 4]. On

the other hand, the Bose-Einstein condensation (BEC) of excitons has been discussed as a principle

theme concerning the bosonic properties of excitons [5, 6]. Recently, the BEC of exciton-polaritons in

semiconductor microcavities has been reported in some experimental works [7, 8, 9, 10], and theoretical

analysis of the BEC of excitons interacting with cavity photons is also a hot topic [11, 12, 13, 14, 15].

The quantization of the radiation field has been studied for a long time not only in vacuum [16] but

also in a medium characterized by a frequency independent dielectric constant (see introductions and

references in Refs. 17 and 18). Further, dispersive dielectric media, which have a frequency dependent

dielectric function, has also been considered in some works (see references in Ref. 18). In particular,

concerning elementary excitations in condensed matters, Hopfield has discussed eigenstates of exciton-

photon systems or exciton-polaritons [19], where their dispersive properties are reflected through the

susceptibility χ(ω), dielectric function ε(ω) = 1 + χ(ω), or dispersion relation ε(ω) = c2k2/ω2. However,

it is well known that the susceptibility is generally represented as a complex function satisfying the

Kramers-Kronig relations (see App. A.2). Furthermore, its imaginary part, which characterizes the

absorption in medium, cannot be neglected in the discussion of resonant optical processes of elementary

excitations in condensed matters.

In the classical and semiclassical frameworks for optical processes in condensed matters, the absorption

is reflected mainly through the susceptibility or damping rates of elementary excitations. However, in full

quantum frameworks, the absorption significantly modifies the discussion for considering the electromag-

netic fluctuation in the same manner as the appearance of fluctuation operator in the Langevin equation

(see App. A.3), although the statistical average of the fluctuation itself vanishes and it does not affect

the (semi)classical discussions. The theoretical framework for QED of dispersive and absorptive media
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has been established by the work of Huttner and Barnett [20, 21] and the successive studies (see a review

by Knöll et al. [18]). I will explain the outline of those theories in Sec. 1.3.

On the other hand, the relaxation dynamics of elementary excitations is a significant subject in the

solid state optics. Although the relaxation of elementary excitations is mainly caused by the absorption

in the case of nearly-infinite crystals, the radiative relaxation should also be considered in inhomogeneous

media, especially in nano-structured materials. However, in discussing the optical processes of excitons

in inhomogeneous media, it is well known that, in addition to the Maxwell boundary conditions, some

additional boundary conditions (ABCs) are required in the traditional calculation method based on

connecting the electromagnetic fields at interfaces of different materials [22]. This ABC problem is

caused by the spatial nonlocality of excitonic susceptibility χ(r, r′, ω) originating from their center-of-

mass motion, and the nonlocal effects significantly appear in nano-structured materials as the center-

of-mass confinement of excitons. In order to avoid the ABC problem, we must explicitly consider the

nonlocal susceptibility in inhomogeneous systems. Along the same lines as the above QED theories,

the electromagnetic field quantization in such nonlocal systems has also been performed in some works

[23, 24, 25, 26, 27, 28]. However, for applying these theories into actual problems, we must solve an

integro-differential equation as will seen in Eq. (1.55). Instead of solving this complicated equation, as

indicated by Cho in the semiclassical framework [29, 30, 31], we can reduce the problem into a linear

equation set by using the microscopic representation of the nonlocal susceptibility. I will explain above-

mentioned studies concerning the nonlocality in Sec. 1.4.

Based on the microscopic nonlocal theory [30, 31], some anomalous optical phenomena in nano-

structured materials have been predicted theoretically [32, 33, 34, 35, 36, 37, 38, 39], and actually

the following experimental works have revealed that the nano-structures show peculiar responses and

rapid radiative decay in nonlinear optical processes of excitons. In 1999, a large nonlinearity has been

observed for the degenerate four-wave mixing in GaAs film with 110 nm thickness [40, 41]. Further, an

energy interchange of exciton’s center-of-mass quantum states has been observed by the nondegenerate

two-photon excitation scattering in CuCl films with 19.3 nm and 35.3 nm thicknesses in 2004 [42]. Most

recently, in 2006, a fast decay time of about 100 fs has been observed for the degenerate four-wave mixing

in CuCl film with 187 nm thickness [43]. These anomalous optical responses originate from the long-range

interaction between the electromagnetic fields and the excitons with center-of-mass motion coherently

spreading in whole crystal. Therefore, in order to discuss these phenomena, we must explicitly consider

the exciton center-of-mass motion yielding the nonlocal susceptibility.

1.2 Motivation and purpose of this thesis

The entangled-photon generation via biexcitons in semiconductors was experimentally reported by

Edamatsu et al. in 2004 [1], and this has been previously proposed in the theoretical work by Savasta

et al. in 1999 [44, 45]. The authors considered a CuCl film with micrometer-order thickness, and also

a CuCl crystal with thickness of about 100 µm was used in the actual experiment. On the other hand,

in other nonlinear processes of excitons as mentioned in the previous section, some theoretical and ex-

perimental studies have revealed that nanometer-order semiconductor films show peculiar and rapid

optical responses compared to bulk crystals. The first motivation of the research in this thesis is dis-

cussing the entangled-photon generation from nano-structured materials, where a high generation effi-

ciency and anomalous generation properties were expected in the same manner as the above experiments
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for nanofilms.

In order to analyze the entangled-photon generation via biexcitons in nano-structured materials, we

need a QED theory for excitons confined in nano-structures, i.e., nonlocal inhomogeneous systems. Fur-

ther, the theory must provide a practical calculation method for inhomogeneous systems in contrast to the

previously discussed QED theories [23, 24, 25, 26, 27, 28], in which we must solve the integro-differential

equation. One of the purposes in this thesis is to construct such a QED theory applicable to actual

material structures including a substrate, outside media, distributed Bragg reflector (DBR) cavity, and

so on. This kind of theories is required for the detailed analysis of experimental results and the practical

proposition of suitable material structures for the entangled-photon generation or other optical processes,

while modelized systems are usually considered in the theoretical framework of quantum optics. In con-

trast that the modelized calculation is suitable for qualitative discussion, the detailed calculation of the

present theory is useful for quantitative discussion. In other words, the theories applicable to actual

material structure are essential to verify calculation results obtained from the model calculations. In

Chap. 2, I try to apply the calculation idea of the microscopic nonlocal theory by Cho [30, 31] into the

QED theory for excitonic media with nonlocal susceptibility in order to reduce the integro-differential

equation into a linear equation set, which can be performed for arbitrary-structured 3D materials.

On the other hand, we must also consider exciton-exciton interactions to describe the entangled-photon

generation by the scattering via biexciton states. The QED theory discussed in Chap. 2 has already been

applied to the theoretical study of the entangled-photon generation from a CuCl nanofilm [46], and it

has been elucidated that a good signal-to-noise ratio with maintaining a signal intensity can be obtained

from nanometer-order thickness, in addition to the anomalous exciton-exciton scattering via biexcitons

reflecting the above-mentioned anomalous exciton mode structure [42]. On the other hand, although the

present QED theory was extended under a phenomenological approximation to describe the biexciton

scattering in Ref. 46, its approximation cannot be applied to the entangled-photon generation from semi-

conductor microcavity proposed in Refs. 47 and 48, because we must consider the recreation of biexcitons

from the emitted entangled pairs in the cavity. Therefore, more systematic technique for perturbation

calculation should be constructed for the further discussion of the entangled-photon generation and of

other processes of excitons in nano-structured materials. One of the candidates for such a perturba-

tion method is the Feynman diagram technique with exciton correlation functions in exciton-photon

inhomogeneous systems, which are obtained by the present QED theory (and also by the semiclassical

microscopic nonlocal theory [30, 31]) as revealed in the present research. The next purpose is to construct

a calculation method applicable to general perturbation in exciton-photon inhomogeneous systems. Such

method would be a powerful tool for discussing the nonclassical light generation from condensed matters

with practical structure and nonclassical states of polaritons, such as entangled photons, single photons,

squeezed states and BEC of cavity polaritons as mentioned above. Further, such a general perturbation

method is also useful for other nonlinear, dephasing, and emission processes of excitons in inhomogeneous

systems, especially for discussing nano-structured materials, where the center-of-mass confinement and

radiative decay of excitons significantly appear. The present theory is required for the detailed analysis

of experimental results and proposing suitable material structures for these discussions in the future.

In order to construct the general perturbation theory for exciton-photon inhomogeneous systems, time-

ordered and thermal correlation functions of excitons should be derived from the analytic continuation

with the retarded ones obtained from the QED theory of this thesis. First, we must obtain the information

of poles in the exciton-photon inhomogeneous systems to analytically express the retarded correlation
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functions, although the functions can be numerically evaluated for a given frequency. This is the another

subject of this thesis and will be discussed in Chap. 3. One pole is characterized by a complex frequency,

and its real and imaginary parts represent a resonance frequency and a radiative decay rate of a exciton-

photon coupled mode, respectively. The crystal-size dependence of this radiative decay rate has been

discussed in relation to the crossover between the exciton superradiance and the polariton radiative

decay scheme. A comprehensive interpretation of the crystal-size dependence of the exciton-photon

coupled modes is also a subject of this thesis, and it will also be discussed in detail in Chap. 3. After the

calculation of the poles, the analytical expression of the retarded correlation functions must be derived

for the continuation to the time-ordered and thermal ones. This is the other subject of this thesis, and

will be discussed in Chap. 4.

1.3 QED of dispersive and absorptive media

In this section, I explain the outline of QED theories of dispersive and absorptive media. The pioneering

work has been performed by Huttner and Barnett [20, 21]. As reviewed in Ref. 18, the successive

works have revealed its interpretation and the relationship with the fluctuation-dissipation theorem, and

also applied the theory into some actual problems. Further, the QED theory has been generalized for

inhomogeneous media in some works.

1.3.1 Huttner-Barnett theory

The quantization of the electromagnetic fields in dispersive and absorptive dielectrics has been system-

atically carried out by Huttner and Barnett [20, 21]. The authors discussed homogeneous systems, and

the dispersive property is described by using the classical Hopfield polariton model [19], i.e., polarizable

harmonic oscillators interacting with the radiation field. Further, the absorption is considered by using a

reservoir of oscillators interacting with the polarizable ones. First, the authors diagonalized the Hamil-

tonian, and derived the eigenoperators {Ĉλ(k, ω)}, where the quantum numbers λ, k, and ω represent

the polarization direction, wavevector, and frequency, respectively. This operator satisfies the Bosonic

commutation relation as [
Ĉλ(k, ω), Ĉ†

λ′(k′, ω′)
]

= δλ,λ′δ(k − k′)δ(ω − ω′), (1.1a)[
Ĉλ(k, ω), Ĉλ′(k′, ω′)

]
= 0, (1.1b)

and describes the Hamiltonian as

H =
∑

λ=1,2

∫
dk

∫ ∞

0

dω ~ω Ĉ†
λ(k, ω)Ĉλ(k, ω). (1.2)

Further, the authors represented the vector potential by using the eigenoperators. The most useful

expression is its frequency Fourier component defined as

Â±(r, ω) =
1
2π

∫ ∞

−∞
dt e±iωtA(r, t), (1.3)

which gives its Heisenberg representation as

A(r, t) =
∫ ∞

0

dω
[
e−iωtÂ+(r, ω) + eiωtÂ−(r, ω)

]
. (1.4)



1.3 QED of dispersive and absorptive media 5

Here, Â+(r, ω) and Â−(r, ω) are respectively called positive- and negative-frequency components, and

they have a relation as
Â±(r, ω) = Â∓(r,−ω) = {Â±(r,−ω∗)}†. (1.5)

By using the eigenoperators {Ĉλ(k, ω)} (here, ω is a quantum number in the system), the positive-

frequency component of the vector potential is represented as

Â+(r, ω) =
∫

dk
eik·r

(2π)3/2

∑
λ=1,2

eλ(k)
ω

c2

√
~

πε0
Im[ε(ω)]

Ĉλ(k, ω)
ε(ω)ω2/c2 − k2

, (1.6)

where eλ(k) is the unit vector in the polarization direction, and ε(ω) is the complex dielectric function

represented by system parameters, i.e., coupling parameters between the radiation field and the polar-

izable oscillators and between the polarizable oscillators and the reservoir ones. Further, the authors

showed that ε(ω) satisfies the Kramers-Kronig relations. This function just characterizes the quantum

fluctuation of the electromagnetic fields in the dispersive and absorptive media. On the other hand, the

other electromagnetic fields are described as

Ê+(r, ω) = iωÂ+(r, ω), (1.7)

B̂+(r, ω) = ∇ × Â+(r, ω), (1.8)

D̂+(r, ω) = ε0ε(ω)Ê+(r, ω) − 1
iω

ĴNT(r, ω). (1.9)

Here, ĴNT(r, ω) is the fluctuation operator governing the absorption in media, which does not appear in

the classical electrodynamics, and it is defined as

ĴNT(r, ω) = −ω

√
ε0~
π

Im[ε(ω)]
∫

dk
eik·r

(2π)3/2

∑
λ=1,2

eλ(k) Ĉλ(k, ω). (1.10)

This operator is called noise current density, and, from commutation relation (1.1), it satisfies[
ĴNT(r, ω), {ĴNT(r′, ω′∗)}†

]
= δ(ω − ω′)δT(r − r′)

ε0~ω2

π
Im[ε(ω)], (1.11)

where [Ĵ , {Ĵ}†] is a 3 × 3 tensor whose (ξ, ξ′) element implies [Ĵξ, {Ĵξ′}†] for ξ = x, y, z, and δT(r − r′)

is the dyadic Dirac delta function extracting the transverse component (see App. F).

1.3.2 Relationship with fluctuation-dissipation theorem

As indicated by Matloob and Loudon [49], the commutation relation [Eq. (1.11)] of the noise cur-

rent density ĴNT(r, ω) can be understood from the fluctuation-dissipation theorem (see, for example,

Chap. XII of Ref. 50). Eq. (1.9) means that the induced current density in the medium is written as

Ĵ+(r, ω) = −iω
[
D̂+(r, ω) − ε0Ê

+(r, ω)
]

= ε0ω
2χ(ω)Â+(r, ω) + ĴNT(r, ω), (1.12)

where χ(ω) = ε(ω) − 1 is the optical susceptibility. In the same manner as the Langevin equation

(App. A.3), the noise operator ĴNT(r, ω) appears due to the absorption in the medium. When we

consider the subspace Hex excluding the radiation field, from the interaction Hamiltonian

Hint = −
∫

dr J(r) · A(r), (1.13)
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the susceptibility χ(ω) corresponds to the retarded Green’s function of the polarization in Hex system as

δT(r − r′)ε0ω
2χ(ω) =

−1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[J0(r, t), J0(r′, t′)]⟩ex , (1.14)

where the time-dependent operator is defined as

J0(r, t) ≡ eiHext/~J(r)e−iHext/~. (1.15)

In the same manner that the Langevin equation has the fluctuation operator to maintain the equal-time

Schrödinger commutation relation, Ĵ+(r, ω) must have the noise operator ĴNT(r, ω) in order to maintain

the identity (1.14), because Â(r, ω) is considered to be an external field or a c-number in the subspace.

Actually, by using Eq. (A.20) and the Kramers-Kronig relation [Eq. (A.23)], the commutation relation

(1.11) of ĴNT(r, ω) provides Eq. (1.14).

On the other hand, as indicated by Matloob et al. [51] and by Gruner and Welsch [52], using expression

(1.10) of ĴNT(r, ω), the vector potential [Eq. (1.6)] is rewritten as

Â+(r, ω) = −µ0

∫
dr′ G0(r, r′, ω)ĴNT(r′, ω), (1.16)

where the function G0(r, r′, ω) is defined as

G0(r, r′, ω) =
∫

dk

(2π)3
eik·(r−r′)

ε(ω)ω2/c2 − k2
= −

exp
[
i
√

ε(ω)(ω/c)|r − r′|
]

4π|r − r′|
. (1.17)

Since this is just the Green’s function satisfying[
∇2 +

ω2

c2
ε(ω)

]
G0(r, r′, ω) = δ(r − r′), (1.18)

we can find that the vector potential [Eq. (1.16)] satisfies the following wave equation:[
∇2 +

ω2

c2
ε(ω)

]
Â(r, ω) = −µ0ĴNT(r, ω). (1.19)

This has the same form as the Maxwell wave equation in the classical electrodynamics except the noise

current density ĴNT(r, ω).

On the other hand, when we focus on the transverse field propagating in the z direction, Eq. (1.19)

reduces to [
∂2

∂z2
+

ω2

c2
ε(ω)

]
Â(z, ω) = −µ0ĴNT(z, ω), (1.20)

where the fields are integrated over the x-y plane with the normalization area S as

A(z) =
1√
S

∫
dx

∫
dy A(r), (1.21)

ĴNT(z, ω) =
1√
S

∫
dx

∫
dy ĴNT(r, ω). (1.22)

Further, Eq. (1.16) is rewritten as

Â+(z, ω) = −µ0

∫
dz′ G0(z, z′, ω)ĴNT(z′, ω), (1.23)

where the Green’s function G0(z, z′, ω) satisfies[
∂2

∂z2
+

ω2

c2
ε(ω)

]
G0(z, z′, ω) = δ(z − z′), (1.24)
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and is represented as

G0(z, z′, ω) =
∫ ∞

−∞

dk

2π

eik(z−z′)

ε(ω)ω2/c2 − k2
=

ein(ω)(ω/c)|z−z′|

i2n(ω)ω/c
. (1.25)

In this situation, the commutation relation [Eq. (1.11)] of ĴNT(r, ω) reduces to[
ĴNT(z, ω), {ĴNT(z′, ω′∗)}†

]
= δ(ω − ω′)δ(z − z′)

ε0~ω2

π
Im[ε(ω)], (1.26)

and that of the vector potential is obtained as[
Â+(z, ω), Â−(z′, ω′)

]
= −δ(ω − ω′)

µ0~
π

Im[G0(z, z′, ω)]. (1.27)

This result can be understood from the linear response theory as discussed in Chap. 6 of Ref. 53. This

means that the Green’s function G0(z, z′, ω) corresponds to the retarded correlation function of the vector

potential as

µ0G0(z, z′, ω) =
1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[A(z, t), A(z′, t′)]⟩ (1.28)

We can verify that Eq. (1.28) actually provides Eq. (1.27). It is worth to note that, although ĴNT(r, ω)

[Eq. (1.10)] and its commutator [Eq. (1.11)] vanishes in the limit of no absorption Im[ε(ω)] → 0, the

commutator [Eq. (1.27)] of the vector potential does not vanish as discussed by Gruner and Welsch

[54]. The remains just represent the quantum fluctuation of the electromagnetic fields, or the vacuum

fluctuation (see App. B).

1.3.3 Field quantization in inhomogeneous media

The pioneering work by Huttner and Barnett [20, 21] stimulated various theoretical studies associated

with the QED of dispersive and absorptive dielectrics, for example, the spontaneous decay in dielectrics

[55, 56], quantum input-output relations [51, 57, 58], and quantization in amplifying, anisotropic, mag-

netic, or nonlinear media [18, 59, 60, 27, 28]. However, in order to extend the Huttner-Barnett theory

for inhomogeneous 3D dielectrics, we must consider the Coulomb potential induced by the polarization

charge in addition to the vector potential. In the study of Dung, Knöll, and Welsh [61], the extension

has been performed by phenomenologically introducing the noise current density and its commutation

relation. On the other hand, Suttorp and Wubs have systematically done by using the Laplace transfor-

mation technique [62, 63], and Suttorp and van Wonderen also did by the diagonalization method [64].

In these schemes, the complex dielectric function ε(r, ω) depends on the spatial position r of the medium

and the radiation frequency ω. I show the outline of these works in the following paragraphs.

Instead of the vector potential in the Huttner-Barnett work, the field quantization in inhomogeneous

media is described in terms of the electric field, which is written as

E(r, t) = − ∂

∂t
A(r, t) − ∇ϕ(r, t), (1.29a)

Ê+(r, ω) = iωÂ+(r, t) − ∇ϕ̂+(r, ω). (1.29b)

Compared to Eq. (1.7) in the Huttner-Barnett work, the Coulomb potential ϕ(r) is added in this scheme.

When we use the Coulomb gauge, the vector potential is a transverse field satisfying ∇·A(r) = 0, and the

second term of Eqs. (1.29) represents the longitudinal field. In the same manner as the Huttner-Barnett
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work, the motion equation of the electric field is obtained as

∇ × ∇ × Ê+(r, ω) − ω2

c2
ε(r, ω)Ê+(r, ω) = iµ0ωĴN(r, ω). (1.30)

This also has the same form as the Maxwell wave equation in the classical electrodynamics, and has a

fluctuation operator ĴN(r, ω), whose commutation relation is written as[
ĴN(r, ω), {ĴN(r′, ω′∗)}†

]
= δ(ω − ω′)δ(r − r′)

ε0~ω2

π
Im[ε(r, ω)]1. (1.31)

Compared to Eq. (1.11) in the Huttner-Barnett work, the commutator becomes isotropic because of

considering the longitudinal field or the Coulomb potential. According to the fluctuation dissipation

theorem, this commutation relation has been phenomenologically introduced by Dung, Knöll, and Welsh

[61]. On the other hand, from the Laplace-transformed motion equations of system variables, Suttorp

and Wubs [63] have systematically derived the representation of ĴN(r, ω), which is written in terms of

the canonical variables and momenta of the system at t = 0. From the commutation relations between

them, that of ĴN(r, ω) have been derived. Around the same time, Suttorp and Wanderen [64] have

diagonalized the Hamiltonian, and represented ĴN(r, ω) in terms of the eigenoperators in the same manner

as Eq. (1.10).

On the other hand, by introducing the dyadic Green’s function G0(r, r′, ω) satisfying

∇ × ∇ × G0(r, r′, ω) − ω2

c2
ε(r, ω)G0(r, r′, ω) = δ(r − r′)1, (1.32)

we can rewrite the Maxwell wave equation, Eq. (1.30), as

Ê+(r, ω) = iµ0ω

∫
dr′ G0(r, r′, ω) · ĴN(r′, ω). (1.33)

From commutation relation (1.31) of ĴN(r, ω), that of Ê±(r, ω) can be derived as[
Ê+(r, ω), Ê−(r′, ω′)

]
= δ(ω − ω′)

µ0~ω2

i2π
[G0(r, r′, ω) − G∗

0(r, r′, ω)] , (1.34)

where I use the equivalence shown in Eq. (1.54) of Ref. 18 as∫
ds

ω2

c2
[ε(s, ω) − ε∗(s, ω)]G0(r, s, ω) · G∗

0(s, r′, ω) = G0(r, r′, ω) − G∗
0(r, r′, ω), (1.35)

and the reciprocity relation in the isotropic system as

G0(r, r′, ω) = {G0(r′, r, ω)}t. (1.36)

In the same manner as Sec. 1.3.2, commutation relation (1.34) can be understood by the fact that the

dyadic Green’s function G0(r, r′, ω) satisfying Eq. (1.32) corresponds to the retarded correlation function

of the electric field as

−µ0ω
2G0(r, r′, ω) =

1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[E(r, t), E(r′, t′)]⟩ . (1.37)

The information of the material structure is reflected through the dielectric function ε(r, ω), and it

uniquely determines G0(r, r′, ω). The form of the dyadic Green’s function has already been known for

various structures with high symmetry [65], and also can be numerically calculated for arbitrary 3D

structures [66].
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1.4 Semiclassical theory of excitons

In this section, I focus on the theoretical treatment of optical processes of excitons, especially on

the nonlocal susceptibility originating from their center-of-mass motion. Because of this nonlocality, we

require some additional boundary conditions (ABCs) in some calculation method. On the other hand, I

also explain a method without any ABCs.

1.4.1 Nonlocal susceptibility

In the above QED theories and also in semiclassical ones, the dielectric function is usually treated as a

local form as ε(r, ω) with respect to the spatial position. However, from the microscopic point of view,

the optical susceptibility generally has a nonlocal form as χ(r, r′, ω), which characterizes the polarization

Pex(r, ω) at a position r induced by electric field E(r′, ω) at a different position r′ as

Pex(r, ω) = ε0

∫
dr′ χex(r, r′, ω) · E(r′, ω). (1.38)

When we consider the interaction Hamiltonian between the electromagnetic field and the excitation as

Hint = −
∫

dr P̂ex(r) · E(r), (1.39)

the representation of the dyadic susceptibility χ(r, r′, ω) is derived from the linear response theory

(App. A.1) as

χex(r, r′, ω) =
i

ε0~

∫ ∞

−∞
dt eiω(t−t′)θ(t − t′)

⟨[
P̂ex(r, t), P̂ex(r′, t′)

]⟩
(1.40)

=
i

ε0~

∫ ∞

0

dt eiωt
{
⟨0|P̂ex(r) e−iHext/~ P̂ex(r′)|0⟩ − ⟨0|P̂ex(r′) eiHext/~ P̂ex(r)|0⟩

}
(1.41)

=
1
ε0

∑
λ

{
⟨0|P̂ex(r)|λ⟩ ⟨λ|P̂ex(r′)|0⟩

~ωλ − ~ω − iδ
+

⟨0|P̂ex(r′)|λ⟩ ⟨λ|P̂ex(r)|0⟩
~ωλ + ~ω + iδ

}
, (1.42)

where I denote the excitation eigenstates by λ, and their eigenfrequency by ωλ. This nonlocality originates

from the spatial spreading of the wave function of elementary excitations, or, particularly for excitons

in semiconductors, their center-of-mass motion with a finite translational mass. If we consider that the

excitation is localized at an excited position, the susceptibility reduces to the local form as Eq. (1.14).

Usually, the nonlocality is not considered to be important for macroscopic materials, because the coher-

ence length of elementary excitations is usually much shorter than the light wave length. Therefore, only

the averaged values of physical quantities over the coherence volume are reflected in observation, and

the nonlocal effect is not apparent. However, in high-quality samples with few defects and impurities,

the motion of excitons could have a considerably long coherence, and the electromagnetic fields vary in a

considerably short distance in the resonance condition. In such cases, the nonlocality becomes important

even for bulk materials, as explained below.

In the case of homogeneous and isotropic media, the exciton center-of-mass wavefunctions are expanded

by plane waves as

⟨η, k|P̂ex(r)|0⟩ = Pη
eik·r
√

V
, (1.43)

where η and k are indices of relative and center-of-mass motions of excitons, respectively. Substituting

Eq. (1.43) into Eq. (1.42), we can find that the nonlocal susceptibility depends only on the difference
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k

ω

ωL
ωT

0

Exciton
Photon

Lower branch

Upper branch

Figure 1.1: Dispersion curves of exciton polariton. Solid lines represent the polariton dispersion [Eq. (1.49)]

and dashed lines are those of bare exciton [Eq. (1.50)] and photon [ω = ck/
√

εbg].

r − r′ of the two positions as

χex(r, r′, ω) =
∑
η,k

|Pη|2

ε0V

{
eik·(r−r′)

~ωη,k − ~ω − iδ
+

e−ik·(r−r′)

~ωη,k + ~ω + iδ

}
. (1.44)

Therefore, Eq. (1.38) is rewritten in the reciprocal space as

P (k, ω) = ε0χ(k, ω)E(k, ω), (1.45)

and the susceptibility is represented as

χex(k, ω) ≡
∫

dr e−k·(r−r′) χex(r, r′, ω) =
∑

η

|Pη|2

ε0

2~ωη,k

(~ωη,k)2 − (~ω + iδ)2
. (1.46)

In this manner, even for homogeneous media, when it has the nonlocality, the susceptibility χ(k, ω)

depends on the wavevector k in addition to the frequency ω, i.e., the excitonic media have both spatial

and temporal dispersions in general. This k-dependence leads to more than one propagating or evanescent

modes for a given frequency satisfying the dispersion relation

ω2k2

c2
= ε(k, ω) = εbg(ω) + χ(k, ω), (1.47)

which is obtained by substituting Eq. (1.45) into the Maxwell wave equation

∇ × ∇ × E(r, ω) − ω2

c2
εbg(ω)E(r, ω) = µ0ω

2Pex(r, ω). (1.48)

Especially, when we consider only one relative motion of exciton, the dispersion relation reduces to

c2k2

ω2
= ε(k, ω) = εbg +

fk

ωk
2 − (ω + iδ′)2

. (1.49)

Here, fk = 2ωk|P |2/ε0~ is called oscillator strength (but there are some other definition), and the bare

exciton frequency is written as

~ωk = ~ωT +
~2|k|2

2mex
, (1.50)

where ωT is the transverse exciton frequency at the band edge, and mex is the exciton translational mass.

The two solutions of Eq. (1.49) are shown in Fig. 1.1 by solid lines, and they are called upper and lower
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Figure 1.2: Schematic view for boundary problem

that requires only the Maxwell boundary conditions.

Figure 1.3: Schematic view for boundary problem

that requires an ABC.

polariton branches. On the other hand, one dashed line represents the photon dispersion ω = ck/
√

εbg,

and the other is the bare exciton one, Eq. (1.50). In particular, we obtain two solutions of Eq. (1.49) at

k = 0: One is ω = 0 and the other is equal to the longitudinal exciton frequency as

ωL =
√

ωT
2 + f0/εbg ≃ ωT +

f0

2εbgωT
= ωT +

|P |2

ε0εbg~
, (1.51)

which actually provides ε(0, ωL) = 0. As seen in Fig. 1.1, we can find two propagating polariton modes

for ω > ωL, and one propagating mode even at the polariton band gap ωT < ω < ωL in addition to an

evanescent mode. On the other hand, only one polariton mode is obtained in the classical Hopfield model

[19], because the excitons were assumed to have infinite translational mass.

1.4.2 Additional boundary condition

When we consider a material with the polariton dispersion as discussed in the previous section, as first

indicated by Pekar [67], we must introduce some additional boundary conditions (ABCs) in addition to

the Maxwell boundary conditions in order to uniquely connect the polariton modes inside of the material

and the external ones at the interfaces. This kind of problems is known as ABC problems (see, for

example, Ref. 22), and it arises when the translational symmetry is broken due to the material interfaces.

The Maxwell boundary conditions, which are derived from the Maxwell equations (see, for example,

Sec. I.5 of Ref. 68), are well known as

(D1 − D2) · n = σS, (1.52a)

(B1 − B2) · n = 0, (1.52b)

(E1 − E2) × n = 0, (1.52c)

(H1 − H2) × n = jS, (1.52d)

where n is the unit vector perpendicular to the interface, σS is the surface charge density, and jS is the

surface current density. However, among these eight boundary conditions, some of them are necessary

and sufficient, and the others are trivial because of the completeness of the Maxwell equations. This

means that the number of unknown variables and that of the Maxwell boundary conditions are the same

in usual boundary problems. For example, when we consider the reflection and refraction of s-polarized

field in nonmagnetic and isotropic media as seen in Fig. 1.2, only two conditions in Eq. (1.52) are just

sufficient in order to determine the unknown two fields, one reflection and one refraction fields (see, for
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example, Sec. 7.3 of Ref. 68). However, when we consider that the refraction medium has the polariton

dispersion [Eq. (1.49)] as seen in Fig. 1.3, for a given incident field, an ABC is required to uniquely

determine the three unknown fields, reflection, polariton 1, and 2. This contradiction originates from

considering the polariton dispersion relation [Eq. (1.49)] in the boundary condition, although it is derived

for homogeneous media.

In order to solve this problem, Pekar [67] introduced the following ABC that gives no polarization at

the boundary:
χ(k1, ω)E1 + χ(k2, ω)E2 = 0. (1.53)

After the Pekar’s study, subsequent studies have revealed that the ABC problems can be resolved by con-

sidering the microscopically determined boundary conditions of the exciton center-of-mass motion at the

interfaces [69, 70, 71, 72]. Nowadays, in the semiclassical framework, some calculation methods indepen-

dent from the notation of ABCs are established, which are called as ABC-free theory [29] or microscopic

nonlocal theory [30, 31]. These theories consider the nonlocality of the susceptibility χ(r, r′, ω) from the

microscopic point of view, in contrast to the macroscopic consideration based on the phenomenological

introduction of ABCs. In the next section, I explain the outline of the microscopic nonlocal theory [31].

1.4.3 Microscopic nonlocal theory

This theory is based on the motion equation of the polarization, and that of the electromagnetic field,

i.e., the Maxwell equations. In this section, for simplicity, I consider the exciton-photon interaction as

Eq. (1.39), which is valid for the linear response regime under weak excitation, although more general

discussion has been performed in Ref. 31. From Eq. (1.39), we can derive the motion equation of the

polarization as Eq. (1.38), and the other one is the wave equation for the electric field as

∇ × ∇ × E(r, ω) − ω2

c2
εbg(r, ω)E(r, ω) = µ0ω

2Pex(r, ω). (1.54)

Substituting Eq. (1.38) into Eq. (1.54), we obtain an integro-differential equation as

∇ × ∇ × E(r, ω) − ω2

c2
εbg(r, ω)E(r, ω) − ω2

c2

∫
dr′ χex(r, r′, ω) · E(r′, ω) = 0. (1.55)

In principle, by solving this equation, we can uniquely determine the electric field for a particular initial

condition, and no ABC is required. By assuming the nonlocal medium as being homogeneous, i.e., infinite

system, it is easy to solve this equation and then we can obtain the dispersion relation [Eq. (1.47)].

However, it is difficult to solve this integro-differential equation in inhomogeneous systems. Instead, we

can reduce this nonlocal problem into a linear equation set by using the fact that the nonlocal susceptibility

[Eq. (1.42)] consists of the separable functions with respect to the two positions (r and r′). This means

that, by introducing a variable

Xλ(ω) ≡ 1
~ωλ − ~ω − iδ

∫
dr ⟨λ|P̂ex(r)|0⟩ · E(r, ω), (1.56)

we can rewrite the motion equation [Eq. (1.38)] of the polarization as

Pex(r, ω) =
∑

λ

[
⟨0|P̂ex(r)|λ⟩Xλ(ω) + ⟨λ|P̂ex(r)|0⟩ {Xλ(−ω∗)}∗

]
, (1.57)

where I use the relation originating from the fact that the electric field E(r, t) is a real function:

E(r, ω) = {E(r,−ω∗)}∗. (1.58)



1.4 Semiclassical theory of excitons 13

From Eq. (1.57), Xλ(ω) is considered as the exciton amplitude in state λ. On the other hand, by using

the dyadic Green’s function satisfying

∇ × ∇ × G0(r, r′, ω) − ω2

c2
ε(r, ω)G0(r, r′, ω) = δ(r − r′)1, (1.59)

the Maxwell wave equation (1.54) is rewritten as

E(r, ω) = E0(r, ω) + µ0ω
2

∫
dr′ G0(r, r′, ω) · Pex(r, ω), (1.60)

where E0(r, ω) is the background electric field, or the incident field for excitons. Substituting this

equation into Eq. (1.56) and Eq. (1.57) into it, we obtain

(~ωλ − ~ω − iδ)Xλ(ω) = F 0
λ(ω) + µ0ω

2

∫
dr

∫
dr′ ⟨λ|P̂ex(r)|0⟩ · G0(r, r′, ω) · Pex(r′, ω) (1.61)

= F 0
λ(ω) −

∑
λ′

[
Σλ,λ′(ω)Xλ′(ω) + Σ′

λ,λ′(ω){Xλ′(−ω∗)}∗
]
, (1.62)

Here, F 0
λ(ω) appearing on the right-hand side (RHS) is defined as

F 0
λ(ω) ≡

∫
dr ⟨λ|P̂ex(r)|0⟩ · E0(r, ω), (1.63)

and it represents the exciton component induced by the incident field E0(r, ω). On the other hand, the

following terms represent the inter-polarization interaction via the electromagnetic fields:

Σλ,λ′(ω) ≡ −µ0ω
2

∫
dr

∫
dr′ ⟨λ|P̂ex(r)|0⟩ · G0(r, r′, ω) · ⟨0|P̂ex(r′)|λ′⟩ , (1.64)

Σ′
λ,λ′(ω) ≡ −µ0ω

2

∫
dr

∫
dr′ ⟨λ|P̂ex(r)|0⟩ · G0(r, r′, ω) · ⟨λ′|P̂ex(r′)|0⟩ . (1.65)

Together with the complex conjugate of Eq. (1.62), we obtain a linear equation set as∑
λ′

[
(~ωλ − ~ω)δλ,λ′ + Σλ,λ′(ω) Σ′

λ,λ′(ω)
Σ′∗

λ,λ′(−ω) (~ωλ + ~ω)δλ,λ′ + Σ∗
λ,λ′(−ω)

] [
Xλ′(ω)

{Xλ′(−ω∗)}∗
]

=
[

F 0
λ(ω)

{F 0
λ(−ω∗)}∗

]
,

(1.66)

where I used the relation originating from that the dielectric function εbg(t) is real:

G0(r, r′, ω) = {G0(r, r′,−ω∗)}∗ = G∗
0(r, r′,−ω). (1.67)

Therefore, instead of solving integro-differential equation (1.55), the problem reduces to the linear equa-

tion set [Eq. (1.66)] with respect to {Xλ(ω)}, and we can represent the polarization as Eq. (1.57) and

also the electric field as Eq. (1.60) in terms of them.

On the other hand, under the rotating wave approximation (RWA), equation set (1.66) becomes more

simple. This means that, under the RWA, the polarization [Eq. (1.57)] is approximated as

Pex(r, ω) =
∑

λ

⟨0|P̂ex(r)|λ⟩Xλ(ω), (1.68)

because of the denominator (ωλ + ω)−1 of {Xλ(−ω∗)}∗ is negligible compared to (ωλ − ω)−1 of Xλ(ω)

under the condition ω ≃ ωλ. By using Eq. (1.68), we obtain a simple equation set as∑
λ′

[(~ωλ − ~ω)δλ,λ′ + Σλ,λ′(ω)]Xλ′(ω) = F 0
λ(ω). (1.69)

Based on the microscopic theories, various linear and nonlinear phenomena in inhomogeneous materials

have been discussed. In particular, for nano-structured materials where the coherence of the exciton
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center-of-mass motion is maintained in whole material (weak confinement regime), the anomalous size

dependence of their optical processes has been elucidated [32, 40, 34, 41, 37]. With regard to nanofilms,

the nonlocal theory has successfully explained their peculiar spectral structures originating from the

polariton interference [72, 73, 74]. Further, with the recent development of fabrication technologies for

nano-structured samples, various peculiar effects due to the long-range coherence are appearing through

the interplay between the spatial structures of electromagnetic and excitonic waves, such as the resonant

enhancement of a nonlinear response [41], interchange of quantized states due to giant radiative shift [42],

and ultrafast radiative decay with femtosecond order [43].

1.4.4 Self-sustaining modes

Based on the microscopic nonlocal theory explained in the previous section, self-sustaining modes in

the inhomogeneous systems have been discussed for excitons confined in films [36, 38], multilayers [33],

spheres [75, 35, 76, 77], and so on [31]. They have been recently observed in nonlinear experiments for

semiconductor nano films [42, 43]. The self-sustaining condition in the microscopic nonlocal theory is

given as
det[S(ω̃)] = 0, (1.70)

where S(ω) is the coefficient matrix in the self-consistent equation set [Eq. (1.66) or Eq. (1.69) under the

RWA]. A self-sustaining mode is characterized by a complex frequency ω̃ satisfying Eq. (1.70), and its

real and imaginary parts respectively represent the resonance frequency ωres and radiative decay rate γ

as ω̃ = ωres − iγ.

Fig. 1.4 shows the thickness dependence of (a) the radiative decay rate γ and (b) the resonance frequency

ωres of self-sustaining modes in a CuCl film existing in vacuum. In this calculation, I consider the exciton

center-of-mass wavefunction as

gm(z) =

√
2
d

sin(qmz), (1.71)

where d is the film thickness, and qm = mπ/d is the confinement wavenumber of excitons for m =

1, 2, 3, . . .. The bare exciton eigenfrequency is given in line with the effective mass approximation as

ωm = ωT +
~qm

2

2mex
. (1.72)

The other calculation parameters will be explained in Chap. 3. There are many self-sustaining modes

at a particular thickness, and the number of modes is equal to that of exciton center-of-mass motion

states, i.e., the number of atomic layers in the film. As seen in Fig. 1.4(a), the radiative decay rate γ of a

self-sustaining mode has a maximum value at a particular thickness, and the maximum value gradually

increases together with the maximizing thickness. On the other hand, as seen in Fig. 1.4(b), the resonance

frequency ωres of a self-sustaining mode gradually decreases until its maximizing thickness, and it flips

from lower to upper side around its thickness. After that, ωres decreases with increasing the thickness,

and saturates to ωT + ωLT, the band edge frequency of upper branch polariton.

The above behavior of ωres and γ can be understood from the dispersion relation of exciton-polariton as

seen in Fig. 1.5. Solid and dashed lines represent the polariton and bare exciton dispersion in bulk CuCl,

respectively, and self-sustaining modes are plotted with vertical bars. The length of a bar represents

the radiative decay width ~γ of the mode, and the center is the resonance energy. As experimentally

demonstrated by Tang et al. [74], in the case of a CuCl film with a thickness in the order of 10 nm, the
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quantized frequencies [Eq. (1.72)] of confined excitons are observed as dips in the reflection spectrum.

However, even modes (m = 2, 4, 6, . . .) can not be observed, because they are optically forbidden due

to the parity of center-of-mass wavefunctions under the long wavelength approximation (LWA). On the

other hand, for more than a few tens nanometer thickness, we must consider an energy shift of confined

exciton modes due to the interaction with the electromagnetic fields (radiative shift). As seen in Fig. 1.5,

if the confinement wavenumber qm = mπ/d reaches the crossing wavenumber nbgωT/c of the exciton and

photon dispersion curves, the resonance frequency is strongly shifted from the bare exciton frequency, and

the radiative decay rate increases due to the strong exciton-photon coupling. Since qm = mπ/d decreases

with increasing the thickness, ωres and γ of self-sustaining modes behave as seen in Fig. 1.4. Interestingly,

the even modes are not optically forbidden and have finite radiative decay rate as seen in Fig. 1.5, because

the LWA is broken in these film thicknesses, which are in the order of light wavelength in CuCl. Further,

in contrast to the bulk polariton dispersion, one self-sustaining mode exists in the polariton band gap

(ωT < ωres < ωT + ωLT) as seen in 1.5(a). Such modes deviate from the bulk polariton dispersion, and

they are just in the transition from lower to upper frequency side and have a large radiative decay rate

as see in Fig. 1.4(a).

The resonance frequency and radiative decay rate of the self-sustaining modes have been recently

observed in experiments. Syouji et al. observed the large radiative shift of resonance frequency from

the bare exciton one by means of the nondegenerate two-photon excitation scattering in CuCl film with

thickness of 35.3 nm [42], where the first mode feels the positive radiative frequency shift and the second

mode becomes the lowest energy state. On the other hand, Ichimiya et al. observed the quantized
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resonance frequencies by the degenerate four-wave mixing in CuCl film with thicknesses of 187, 260, and

312 nm. Further, they observed a decay time of about 100 fs for 187 nm thickness, and its rapid decay

is considered owing to the size-enhancement of the radiative decay rate as see in Fig. 1.4(a).

However, there remain some theoretical problems for understanding the thickness behavior of the self-

sustaining modes. First, as seen in Fig. 1.4(a), the maximizing thickness for radiative decay rate does

not obey the condition qm = mπ/d = nbgωT/c. This is because a self-sustaining mode consists of some

exciton center-of-mass motion states especially under the strong exciton-photon coupling around the

maximizing thickness, and then the confinement wavenumber cannot be strictly determined. Second,

for more than 500 nm thickness, the maximization of γ becomes divergent, and the transition of ωres

from lower to upper frequency side becomes discontinuous. The reason of this behavior has not been

understood. Last, the crossover condition from the above radiative modification regime to bulk polariton

one was not been completely clarified, although some prospects have been suggested by Ajiki [35].

1.5 Structure of this thesis

One of the main subjects of this thesis is the application of the calculation idea of the microscopic non-

local theory into the QED theory of dispersive and absorptive media, or in other words, the redescription

of the microscopic nonlocal theory in terms of the quantum electrodynamics. The present QED theory

has good correspondences with these two underlying theories, and it will be discussed in Chap. 2.

Another subject is the comprehensive thickness dependence of the self-sustaining modes explained in

Sec. 1.4.4. In the framework of the microscopic nonlocal theory, there remains a task to interpret the

divergent thickness dependence of the self-sustaining modes appearing at the phase-matching thicknesses

larger than, for example, 500 nm under the same condition as Fig. 1.4. This behavior has a close

connection with the crossover of the radiative decay schemes of excitons, which has been discussed for

more than 20 years, and Ajiki have provided an answer for this problem in the framework of the nonlocal

theory. The novelty of the present work is deriving the crossover condition of the radiative decay schemes

explicitly. This work has another subject to construct a calculation method for the resonance frequency

and radiative decay rate of exciton-photon coupled modes in inhomogeneous systems, i.e., a calculation

method for poles in the exciton-photon inhomogeneous systems, which is required to analytically express

the retarded correlation functions of excitons. The details will be discussed in Chap. 3.

The other subject is providing the analytical expression of the retarded correlation functions of exci-

tons in exciton-photon inhomogeneous systems by using the pole information obtained in Chap. 3. As

will be explained in Chap. 2, the present QED theory or the semiclassical microscopic nonlocal theory

provides the correlation functions. Therefore, for the future application of the present theory, their an-

alytical expression should be obtained to derive the time-ordered and thermal correlation functions by

the analytical continuation. I will show a good approximation of the analytical expression in Chap. 4.

In App. A.1, I explain general concepts of retarded correlation functions in relations to linear response

theory, Kramers-Kronig relations, and Langevin equation. In App. B, I show a validity of the QED

theory for dispersive and absorptive media by discussing the vacuum fluctuation of the electromagnetic

fields in its framework. In App. C, I show a direct derivation technique of the Green’s function for the

integro-differential equation, and I show the Green’s function for general multilayer system without the

nonlocality in App. D. Further, I explain the numerical calculation method for poles in App. E, and show

the definitions of Fourier transform, longitudinal and transverse fields in App. F.
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Chapter 2

QED Theory of Excitons

In this chapter, I explain the main result of this thesis: the full quantum theory for the optical process

of excitons (QED theory of excitons) with nonlocal susceptibility originating from their center-of-mass

motion. As explained in Chap. 1, there is growing interest in the QED of elementary excitation in

condensed matter, for example, the generation of entangled photons [1] and single photons [2] from semi-

conductors, and squeezing [4] and BEC [8, 9, 10] of polaritons in semiconductor microcavities. In order

to systematically discuss these topics for actual materials with spatial structure, such as surfaces, sub-

strates, and distributed Bragg reflectors (DBRs) with finite period, we require a QED theory of excitons

applicable to arbitrary-structured 3D systems with considering their center-of-mass motion, radiative and

nonradiative relaxations. While some papers have focused on the same subject previously, the novelty

of the present theory is its practical calculation method applicable to arbitrary-structured 3D systems

including exciton center-of-mass motion. This is owing to that the present theory adopts the calculation

idea of the microscopic nonlocal theory by Kikuo Cho [31], which has been developed in the semiclassical

framework as explained in Sec. 1.4.3. As the result, the present theory shows good correspondences with

the nonlocal theory as well as the series of QED theories for dispersive and absorptive materials, which

is explained in Sec. 1.3 for media with local susceptibility. The contents of this chapter was published in

Ref. 78.

The previously discussed QED theories with the nonlocality is explained in Sec. 2.1. The Hamiltonian

of the present theory is shown in Sec. 2.2, and two fundamental equations of it, the Maxwell wave equation

and motion equations of excitons, are respectively shown in Secs. 2.3 and 2.4. The wave equation with

the nonlocal susceptibility is explained in Sec. 2.5. The present QED theory is explained in Sec. 2.6, and

the Green’s function for the nonlocal wave equation is shown in Sec. 2.7. The validity and usefulness of

the rotating wave approximation (RWA) in the present theory are shown in Sec. 2.8, and the practical

calculation scheme is explained in Sec. 2.9. Finally, the comparison between the present QED theory and

others is discussed in Sec. 2.10.

In this chapter, MKS units and Coulomb gauge are used.

2.1 Previous QED theories with nonlocal susceptibility

The series of QED theories [18] for dispersive and absorptive dielectrics, based on the pioneering work

by Huttner and Barnett [21], enable us to discuss the optical process in arbitrary-structured 3D dielectrics

characterized by a dielectric function ε(r, ω). However, in order to discuss materials with the nonlocal

susceptibility, we must consider more general elementary excitations that cannot be described by the
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localized harmonic oscillators in the classical Hopfield model [19], which were adopted in the Huttner-

Barnett theory.

As a pioneering study on such full quantum theory considering the nonlocality, Jenkins and Mukamel

have discussed molecular crystals in d dimensions (d = 1, 2, 3) [79], where the relative motion of excitons

is localized at a single molecule and the center-of-mass moves between molecules due to the dipole-dipole

interaction. While their theory concentrates on treating the resonant polarization without nonradiative

relaxation, recently, the nonlocality has been introduced into the field quantization in dispersive and

absorptive media [23, 24, 25, 26, 27, 28], and some studies have demonstrated the application of their

theories for specific structures [23, 28]. Stefano et al. discussed excitons with the nonlocality in media

where the spatial translation symmetry is broken along one dimension, and they practically calculated

the spatial and frequency dependences of the vacuum field fluctuation in a semiconductor quantum

well structure [23]. Thereafter, they extended their theory to arbitrary-structured 3D media [24], and

discussed the input-output relations in scattering systems [25]. On the other hand, Bechler performed

the field quantization for homogeneous systems with the nonlocality by using the path-integral method

[26], and Suttorp performed the same for nonlocal, inhomogeneous, and anisotropic systems by using

the diagonalization method [27]. Most recently, Raabe et al. phenomenologically discussed the nonlocal

systems with both dielectric and magnetic properties [28], and they proposed the use of the dielectric

approximation with the surface impedance method for the practical application of their theory.

As seen in the above previous studies, it can be considered that a consistent framework for the field

quantization in dielectrics with the nonlocal susceptibility has already been established. Thus, the issue

of current importance is to establish a general and practical calculation method applicable to arbitrary-

structured 3D systems; this is desired for the actual applications of the above framework, although

interesting applications have already been demonstrated in specific situations by Stefano et al. and Raabe

et al. The essential task for this purpose is the derivation of dyadic Green’s function for the Maxwell

wave equation with the nonlocal susceptibility, as seen in Eq. (1.55). However, it seems a hard task to

solve such integro-differential equation for arbitrary structures.

On the other hand, in the semiclassical framework, such a calculation problem has been resolved

by using the fact that the nonlocal susceptibility is represented as a summation of separable functions

with respect to two positions [Eq. (2.51)], which is known as the ABC-free theory [29], or the micro-

scopic nonlocal theory [30, 31] as explained in Sec. 1.4.3. I adopt the same calculation idea of them

to provide a practical calculation method for the Green’s function for arbitrary structures. Along the

lines of this strategy, the present theory start from the Suttorp-Wubs Hamiltonian [63], which describes

arbitrary-structured 3D isotropic linear media with local susceptibility, and consider the excitons with

finite translational mass and nonradiative damping. In other words, this theory extends the microscopic

nonlocal theory, previously discussed in the semiclassical framework, into the full quantum one. The

present QED theory consists of two equations in ω-representation: the Maxwell wave equation with exci-

tonic polarization and the motion equation of excitons. From these two equations, we can derive a linear

equation set for exciton operators, which corresponds to the self-consistent equation set [Eq. (1.66)] in the

semiclassical framework, instead of the Maxwell wave equation with nonlocal susceptibility [Eq. (1.55)].
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2.2 Hamiltonian

The present theory describes the dielectric materials with resonant contributions from excitons with

center-of-mass motion and nonresonant ones from the background with local dielectric function εbg(r, ω).

This treatment is useful for considering the modification of the background electromagnetic fields in the

practical material structures (with absorption) such as substrate, dielectric multilayer cavity, photonic

crystals, and so on, surrounding the excitonic active regions. The nonresonant background is treated

by the Hamiltonian of Suttorp and Wubs [63], which describes inhomogeneous 3D dielectrics with local

susceptibility, and the optical and nonradiative damping processes of excitons are discussed by considering

the exciton-photon interaction and a reservoir of oscillators interacting with the excitons, respectively.

The Hamiltonian in the whole system was derived in App. B of Ref. 78, and is written as

H = Hem + Hint + Hmat, (2.1)

where Hem describes the electromagnetic fields and the background dielectric medium, Hmat represents

the excitons and the reservoir of oscillators, and Hint is the interaction between Hem and Hmat. In the

following discussion, the detailed representation of Hem is not important, and it is shown in Eq. (B9) of

Ref. 78 or in Eq. (3) of Ref. 63.

On the other hand, the interaction Hamiltonian is represented as

Hint = −
∫

dr

[
Iex(r) · A(r) − 1

2
Nex(r)A2(r)

]
+

∫
dr ϕbg(r)ρex(r) +

1
2

∫
dr ϕex(r)ρex(r). (2.2)

Here, A(r, t) is the vector potential and ϕbg(r, t) is the Coulomb potential induced in the background.

Iex(r) is the excitonic current density without radiation contribution −Nex(r)A(r), i.e., the whole current

density is written as Jex(r) = Iex(r)−Nex(r)A(r) (see App. A of Ref. 78 or Sec. 2.2 of Ref. 31). Further,

ρex(r) is the excitonic charge density and

ϕex(r) ≡
∫

dr′ ρex(r′)
4πε0|r − r′|

(2.3)

is the Coulomb potential. The first and second terms of Eq. (2.2) represent the interaction between the

radiation field and excitons. The third term is the Coulomb interaction between the induced charges

of the excitons and those of the background. The last term represents the interaction between the

excitonic charges themselves, and it is also considered as the dipole-dipole interaction between excitonic

polarizations, or the exchange interaction between electrons and holes [80, 75, 31] (or see App. B of

Ref. 78). Although this term usually belongs to the matter Hamiltonian Hmat, I displace it into Hint

because it can also be considered as the interaction between the longitudinal component of the excitonic

polarization and that of the electric field. This treatment will give us the motion equation of excitons

in a simple form as seen in Eq. (2.37), and will eliminate the explicit consideration of the longitudinal-

transverse (LT) splitting of the exciton eigenenergies, because the last term of Eq. (2.2) is just the origin

of the LT splitting.

With regard to the excitons, they are, in principle, described in electron system with valence and

conduction bands or in electron-hole system, and the Coulomb interactions between electrons and holes

and between themselves are considered. However, as long as we consider the optical processes of excitons

under weak excitation, it is valid to describe the electron system in terms of exciton eigenstates, and put

the nonresonant (background) contributions into Hem. In addition, in order to describe the nonradiative
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damping process of excitons, I consider a reservoir of oscillators interacting with the excitons. In the

present theory, the matter Hamiltonian is represented as

Hmat =
∑

µ

~ωµb†µbµ +
∑

µ

∫ ∞

0

dΩ
{
~Ω d†

µ(Ω)dµ(Ω) +
[
bµ + b†µ

] [
gµ(Ω)dµ(Ω) + g∗µ(Ω)d†

µ(Ω)
]}

. (2.4)

Here, bµ is the annihilation operator of an exciton in eigenstate µ with eigenfrequency ωµ, which does

not include the LT splitting because I displace the exchange interaction between electrons and holes from

Hmat to Hint. The center-of-mass motion of excitons is confined in finite spaces, and index µ represents

the degrees of freedom of not only the relative motion but also the translational one. Instead of evaluating

the commutation relations of bµ from the Fermi’s commutation relations of electrons and holes, I consider

the excitons as pure bosons satisfying

[bµ, b†µ′ ] = δµ,µ′ , (2.5a)

[bµ, bµ′ ] = 0. (2.5b)

On the other hand, in Eq. (2.4), dµ(Ω) is the annihilation operator of an reservoir oscillator with frequency

Ω interacting with the excitons in state µ, and gµ(Ω) is its coupling parameter. The oscillators are

independent of each other and satisfy the following commutation relations:

[dµ(Ω), d†µ′(Ω′)] = δµ,µ′δ(Ω − Ω′), (2.6a)

[dµ(Ω), dµ′(Ω′)] = 0. (2.6b)

The present theory consists of two equations in ω-representation: the motion equation of excitons and

Maxwell wave equation, which are both derived from the Heisenberg equations. Because of the interaction

with the reservoir oscillators, as seen in Sec. 2.4, the motion equation of excitons has fluctuation operators

in the same manner as the Langevin equation (App. A.3). On the other hand, the Maxwell wave equation

also has a fluctuation operator, the noise current density, which originates from the absorption in the

background dielectrics as explained in Sec. 1.3. The quantum mechanical properties of electromagnetic

fields are treated through the commutation relations of these fluctuation operators.

2.3 Maxwell wave equation

Since I consider the interaction Hamiltonian Hint between excitons and electromagnetic fields, the

excitonic polarization is introduced into the Maxwell wave equation with the noise current density, which

was explained in Sec. 1.3.3 for local dielectrics. In this section, I show that modified wave equation,

whose derivation is shown in App. C of Ref. 78.

Since I consider the matter system as a combination of excitons and background medium, the electric

field contains Coulomb potentials ϕex(r) and ϕbg(r) induced by excitons and background, respectively,

and it is represented as

E(r, t) = − ∂

∂t
A(r, t) − ∇ϕbg(r, t) − ∇ϕex(r, t). (2.7)

Because the Coulomb gauge is used in the present theory, the vector potential is a transverse field

satisfying ∇ · A(r) = 0, and the second and third terms represent the longitudinal fields. The Maxwell

wave equation for the electric field is written in ω-representation as

∇ × ∇ × Ê+(r, ω) − ω2

c2
εbg(r, ω)Ê+(r, ω) = iµ0ωĴ0(r, ω) + µ0ω

2P̂ +
ex(r, ω), (2.8)
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where Ê+(r, ω) and P̂ +
ex(r, ω) are the positive-frequency Fourier components of E(r, t) and the excitonic

polarization density P̂ex(r, t), respectively, and they are defined in the same manner as Eq. (1.5). I

represent the Fourier transformed operators with a hat (ˆ) in this chapter. Comparing to Eq. (1.30), the

Maxwell wave equation for local media, Eq. (2.8) has the additional polarization P̂ +
ex(r, ω), which reflects

the matter information as well as the background dielectric function εbg(r, ω). On the other hand, as

compared to the classical electrodynamics, Eq. (2.8) has the noise current density operator Ĵ0(r, ω) on

the RHS, and it satisfies
Ĵ0(r, ω) = {Ĵ0(r,−ω∗)}† (2.9)

as the vector potential satisfies Eq. (1.5), and also the electric field does. Furthermore, as the noise

current density satisfies Eq. (1.31) in the Suttorp-Wubs theory, Ĵ0(r, ω) should also satisfies[
Ĵ0(r, ω), {Ĵ0(r′, ω′∗)}†

]
=

[
Ĵ0(r, ω), Ĵ0(r′,−ω′)

]
= δ(ω − ω′)δ(r − r′)

ε0~ω2

π
Im[εbg(r, ω)]1, (2.10)

where [Ĵ0, {Ĵ0}†] is a 3 × 3 tensor and its (ξ, ξ′) element implies [{Ĵ0}ξ, {Ĵ†
0}ξ′ ] for ξ = x, y, z. Although

Eq. (2.10) is phenomenologically introduced in the present theory, it can be derived through the Laplace

transformation technique of Suttorp and Wubs [63]. However, the validity of Eq. (2.10) can be understood

according to the series of QED theories for dispersive and absorptive media (Sec. 1.3), or the fluctuation

dissipation theorem. In addition, we can verify that Eq. (2.10) provides reasonable commutation relations

of excitons and electric field in the whole system as will discussed in Secs. 2.6 and 2.7.

By using the dyadic Green’s function G0(r, r′, ω) satisfying Eq. (1.59), Eq. (2.8) can be rewritten as

Ê+(r, ω) = Ê+
0 (r, ω) + µ0ω

2

∫
dr′ G0(r, r′, ω) · P̂ +

ex(r
′, ω), (2.11)

where Ê+
0 (r, ω) is considered as the background field, the electric field in Hem system, and defined as

Ê+
0 (r, ω) ≡ iµ0ω

∫
dr′ G0(r, r′, ω) · Ĵ0(r′, ω). (2.12)

In the classical electrodynamics, this is usually introduced as a homogeneous solution satisfying

∇ × ∇ ×
⟨
Ê+

0 (r, ω)
⟩
− ω2

c2
εbg(r, ω)

⟨
Ê+

0 (r, ω)
⟩

= 0, (2.13)

and is considered as an incident field for excitons. On the other hand, since the optical susceptibility is

a response function connecting the electric field and matter polarization, according to Eq. (A.14), the

background dielectric function εbg = 1 + χbg satisfies

εbg(r, ω) = {εbg(r,−ω∗)}∗ = ε∗bg(r,−ω), (2.14)

and also the Green’s function satisfies

G0(r, r′, ω) = {G0(r, r′,−ω∗)}∗ = G∗
0(r, r′,−ω). (2.15)

Therefore, the negative-frequency Fourier component of the electric field is represented as

Ê−(r, ω) = Ê+(r,−ω) = Ê−
0 (r, ω) + µ0ω

2

∫
dr′ G∗

0(r, r′, ω) · P̂−
ex(r

′, ω), (2.16)

and the background field is given as

Ê−
0 (r, ω) ≡ −iµ0ω

∫
dr′ G∗

0(r, r′, ω) · Ĵ0(r′,−ω). (2.17)
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Since Ĵ0(r, ω) satisfies Eq. (2.9), in the same manner as Eq. (1.5), Ê±
0 (r, ω) also satisfies

Ê±
0 (r, ω) = Ê∓

0 (r,−ω) = {Ê±
0 (r,−ω∗)}†. (2.18)

Furthermore, from the commutation relation (2.10) of Ĵ0(r, ω) with Eqs. (1.35) and (1.36), that of

Ê±
0 (r, ω) can be derived as[
Ê+

0 (r, ω), Ê−
0 (r′, ω′)

]
=

[
Ê+

0 (r, ω), Ê+
0 (r′,−ω′)

]
= δ(ω −ω′)

µ0~ω2

i2π
[G0(r, r′, ω)−G∗

0(r, r′, ω)]. (2.19)

This has the same form as Eq. (1.34), and is also interpreted as that the Green’s function G0(r, r′, ω) is

the retarded correlation function of the electric field in the background system:

−µ0ω
2G0(r, r′, ω) =

1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[E0(r, t), E0(r′, t′)]⟩ . (2.20)

This representation actually satisfies Eq. (2.19). Therefore, because of the causality seen in Eq. (2.20),

G0(r, r′, ω) satisfies the Kramers-Kronig relation, and has no pole in the upper half of the complex

ω-plane.

2.4 Motion equation of excitons

The motion equation of the electric field has been obtained as the Maxwell wave equation [Eq. (2.8)]

or Eq. (2.11). On the other hand, there remains a task to derive the motion equation of excitons or the

excitonic polarization P̂ +
ex(r, ω) appearing in the Maxwell equations. As seen in App. A of Ref. 78, the

second-quantized form of the excitonic polarization is represented in terms of the exciton operator set

{bµ} as
Pex(r) =

∑
µ

[
Pµ(r) bµ + P∗

µ(r) b†µ
]
, (2.21)

where the expansion coefficient Pµ(r) is written as

Pµ(r) = PµeµGµ(r). (2.22)

Pµ is the transition dipole moment, eµ is a unit vector in the polarization direction, and Gµ(r) is the

center-of-mass wavefunction in exciton state µ. Under the weak (center-of-mass) confinement regime

of excitons, their relative motion is approximated as that in bulk system, and Pµ is related to the LT

splitting energy as ∆µ
LT = |Pµ|2/ε0εbg.

From the matter Hamiltonian [Eq. (2.4)] and the interaction one [Eq. (2.2)], neglecting the radia-

tion contribution of the current density Nex(r)A2(r)/2 under the assumption of weak excitation, the

Heisenberg equation of exciton operator is derived as

i~
∂

∂t
bµ(t) = ~ωµbµ(t) −

∫
dr

[
I∗

µ(r) · A(r, t) − ρ∗µ(r)ϕbg(r, t) − ρ∗µ(r)ϕex(r, t)
]

+
∫ ∞

0

dΩ
[
gµ(Ω)dµ(Ω, t) + g∗µ(Ω)d†

µ(Ω, t)
]
. (2.23)

Here, Iµ(r) and ρµ(r) are, respectively, the expansion coefficients of Iex(r) and ρex(r) as

Iex(r) =
∑

µ

[
Iµ(r) bµ + I∗

µ(r) b†µ
]
, (2.24)

ρex(r) =
∑

µ

[
ρµ(r) bµ + ρ∗µ(r) b†µ

]
. (2.25)
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Further, from the relations of excitonic polarization under weak excitation

Iex(r) =
∂

∂t
Pex(r) =

1
i~

[Pex(r), H] ≃ 1
i~

[Pex(r),Hex] , (2.26)

ρex(r) = −∇ · Pex(r), (2.27)

the coefficients can be rewritten as

Iµ(r) = −iωµPµ(r), (2.28)

ρµ = −∇ · Pµ(r). (2.29)

On the other hand, the Heisenberg equation of reservoir operator is derived as

i~
∂

∂t
dµ(Ω, t) = ~Ω dµ(Ω, t) + g∗µ(Ω)

[
bµ(t) + b†µ(t)

]
. (2.30)

By the same procedure as deriving the Langevin equation (App. A.3), the motion equation (2.23) of

excitons is rewritten by substituting Eq. (2.30) as

i~
∂

∂t
bµ(t) = ~ωµbµ(t) −

∫
dr

[
I∗

µ(r) · A(r, t) − ρ∗µ(r)ϕbg(r, t) − ρ∗µ(r)ϕex(r, t)
]

−
∫ t

−∞
dt′

iΓµ(t − t′)
2

[
b(t′) + b†(t′)

]
+ Dµ(t), (2.31)

where the coefficient function is defined as

Γµ(t − t′)
2

≡
∫ ∞

0

dΩ
|gµ(Ω)|2

~

[
e−iΩ(t−t′) − eiΩ(t−t′)

]
=

Γ ∗
µ(t′ − t)

2
. (2.32)

Further, the fluctuation operator Dµ(t) is defined as

Dµ(t) ≡
∫ ∞

0

dΩ
[
gµ(Ω)e−iΩ(t−t0)dµ(t0) + g∗µ(Ω)eiΩ(t−t0)d†µ(t0)

]
= D†

µ(t), (2.33)

where t0 → ∞ is the time that the exciton-reservoir interaction is switched on. This operator satisfies[
Dµ(t),D†

µ′(t′)
]

= [Dµ(t),Dµ′(t′)] =
~Γµ(t − t′)

2
. (2.34)

In the present theory, the noise current density Ĵ0(r, ω) and Dµ(t) [or its Fourier transform D̂µ(ω)] are

the fundamental fluctuation operators, whose commutation relations are already known.

Next, I show the ω-Fourier transform of the exciton motion equation. The Fourier transform of exciton

operator is defined as

b̂µ(ω) ≡ 1
2π

∫ ∞

−∞
dt eiωtbµ(t), (2.35a)

b̂†µ(ω) ≡ 1
2π

∫ ∞

−∞
dt eiωtb†µ(t) = {b̂µ(−ω∗)}†. (2.35b)

Since the electric field [Eq. (2.7)] is transformed into

Ê(r, ω) = iωÂ(r, ω) − ∇ϕ̂bg(r, ω) − ∇ϕ̂ex(r, ω), (2.36)

By using Eqs. (2.28) and (2.29) with the partial integration, Eq. (2.31) is rewritten under the resonant

condition ω ≃ ωµ as

[~ωµ − ~ω − iΓµ(ω)/2] b̂µ(ω) + [−iΓµ(ω)/2] {b̂µ(−ω∗)}† =
∫

dr P∗
µ(r) · Ê+(r, ω) + D̂µ(ω), (2.37)
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where Γµ(ω) is the nonradiative damping width defined as

Γµ(ω)
2

≡
∫ ∞

0

dt eiωt Γµ(t)
2

=
∫ ∞

0

dΩ
|gµ(Ω)|2

i~

[
1

Ω − ω − iδ
+

1
Ω + ω + iδ

]
, (2.38)

and it satisfies
Γµ(ω) = −{Γµ(−ω∗)}∗ = −Γ ∗

µ(−ω). (2.39)

In the calculation for analyzing practical materials, we usually give real values {Γµ(ω)} as fitting param-

eters, rather than estimating them from their definition [Eq. (2.38)] for given coefficients {gµ(Ω)}, which

reflect into the present theory only through {Γµ(ω)}. On the other hand, the fluctuation operator D̂µ(ω)

is written in ω-representation as

D̂µ(ω) ≡ 1
2π

∫ ∞

−∞
dt eiωtDµ(t) = {D̂µ(−ω∗)}†, (2.40)

and, by the same procedure as App. A.3, its commutation relation is obtained as[
D̂µ(ω), {D̂µ′(ω′∗)}†

]
=

[
D̂µ(ω), D̂µ′(−ω′)

]
= δµ,µ′δ(ω − ω′)

~
i2π

iΓµ(ω) + iΓ ∗
µ(ω)

2
. (2.41)

Since the origins of D̂µ(ω) and Ĵ0(r, ω) are independent with each other, they should be commutable as[
D̂µ(ω), Ĵ0(r, ω′)

]
=

[
D̂µ(ω), {Ĵ0(r, ω′∗)}†

]
= 0. (2.42)

We can verify the validity of this relation from the fact that the fundamental commutation relations,

Eqs. (2.10), (2.41), and (2.42), provides those of excitons and electric field with reasonable representation

as will seen in Secs. 2.6 and 2.7.

Motion equation (2.37) of excitons is rewritten with its Hermite conjugate as

Sµ(ω)
[

b̂µ(ω)
{b̂µ(−ω∗)}†

]
=

∫
dr

[
P∗

µ(r)
Pµ(r)

]
· Ê+(r, ω) +

[
1
1

]
D̂µ(ω), (2.43)

where the coefficient matrix is defined as

Sµ(ω) =
[
~ωµ − ~ω − iΓµ(ω)/2 −iΓµ(ω)/2

−iΓµ(ω)/2 ~ωµ + ~ω − iΓµ(ω)/2

]
. (2.44)

By introducing the inverse matrix Wµ(ω) ≡ [Sµ(ω)]−1, Eq. (2.43) becomes[
b̂µ(ω)

{b̂µ(−ω∗)}†

]
= Wµ(ω)

∫
dr

[
P∗

µ(r)
Pµ(r)

]
· Ê+(r, ω) + Wµ(ω)

[
1
1

]
D̂µ(ω). (2.45)

Here, it is worth to note that Wµ(ω) can be interpreted as the retarded correlation function of excitons

in Hex system:

−W 11
µ (ω) =

1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[bµ(t), b†µ(t′)]⟩ , (2.46a)

−W 12
µ (ω) =

1
i~

∫ ∞

t′
dt eiω(t−t′)

⟨[
bµ(t), bµ(t′)

]⟩
, (2.46b)

where the exciton operators in the interaction representation is defined as

bµ(t) ≡ eiHext/~ bµ e−iHext/~, (2.47a)

b†µ(t) ≡ eiHext/~ b†µ e−iHext/~. (2.47b)
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This is because, as seen in Eq. (2.37), the interaction Hamiltonian Hint [Eq. (2.2)] can be approximated

under the linear optical process with weak excitation as

Hint ≃ −
∫

dr Pex(r) · E(r) =
∑

µ

∫
dr

[
Pµ(r) bµ + P∗

µ(r) b†µ
]
· E(r), (2.48)

and then, according to the linear response theory, Wµ(ω) is interpreted as the correlation function from

Eq. (2.45).

On the other hand, the ω-representation of the polarization density [Eq. (2.21)] is written as

P̂ +
ex(r, ω) =

∑
µ

[
Pµ(r)b̂µ(ω) + P∗

µ(r){b̂µ(−ω∗)}†
]
, (2.49)

= ε0

∫
dr′ χex(r, r′, ω) · Ê+(r, ω) +

∑
µ

[
Pµ(r)
P∗

µ(r)

]t

Wµ(ω)
[
1
1

]
D̂µ(ω), (2.50)

where the dyadic susceptibility has a nonlocal form as

χex(r, r′, ω) =
1
ε0

∑
µ

[
Pµ(r)
P∗

µ(r)

]t

Wµ(ω)
[
P∗

µ(r′)
Pµ(r′)

]
. (2.51)

Since this function can be directly derived from the motion equation (2.23) of excitons and that (2.30)

of reserver oscillators with maintaining the causality, χex(r, r′, ω) satisfies the Kramers-Kronig relations

and has no pole in the upper half of the ω-plane. Further, it also satisfies

χex(r, r′, ω) = {χex(r, r′,−ω∗)}∗, (2.52)

but does not have the reciprocity relation χex(r, r′, ω) ̸= {χex(r′, r, ω)}t because of the anisotropy of ex-

citons in general. The spatial spreading of the exciton center-of-mass motion, the origin of the nonlocality,

is reflected through the polarization coefficient Pµ(r) or the center-of-mass wave function Gµ(r). On the

other hand, the spatial structure of the background dielectrics is characterized by the dielectric function

εbg(r, ω) in the Maxwell wave equation [Eq. (2.8)] and in commutation relation (2.10). Through these

position-dependent functions, the present theoretical framework can be applied to arbitrary-structured

exciton motions and background dielectrics.

2.5 Maxwell wave equation with nonlocal susceptibility

In order to discuss the optical processes of excitons, we must simultaneously solve the Maxwell wave

equation [Eq. (2.8)] and the motion equation of the excitonic polarization [Eq. (2.50)] for describing the

unknown physical operators Ê+(r, ω) and P̂ +
ex(r, ω) in terms of the fluctuation operators Ĵ0(r, ω) and

D̂µ(ω), whose commutation relations are already known. Substituting Eq. (2.50) into Eq. (2.8), a wave

equation with the nonlocal susceptibility is obtained as

∇ × ∇ × Ê+(r, ω) − ω2

c2
εbg(r, ω)Ê+(r, ω) − ω2

c2

∫
dr′ χex(r, r′, ω) · Ê+(r′, ω) = iµ0ωĴ ′

0(r, ω), (2.53)

where the new noise operator Ĵ ′
0(r, ω) consists of Ĵ0(r, ω) and the second term of Eq. (2.50) as

Ĵ ′
0(r, ω) = Ĵ0(r, ω) − iω

∑
µ

[
Pµ(r)
P∗

µ(r)

]t

Wµ(ω)
[
1
1

]
D̂µ(ω). (2.54)

From Eqs. (2.9), (2.39), and (2.40), this operator also satisfies

Ĵ ′
0(r, ω) = {Ĵ ′

0(r,−ω∗)}†. (2.55)
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From commutation relations (2.10), (2.41), and (2.42), that of Ĵ ′
0(r, ω) is obtained [derivation is shown

in App. E of Ref. 78] as[
Ĵ ′

0(r, ω), {Ĵ ′
0(r

′, ω′∗)}†
]

= δ(ω − ω′)
ε0~ω2

i2π

[
ε(r, r′, ω) − ε∗t(r′, r, ω)

]
, (2.56)

where ε(r, r′, ω) is the dyadic dielectric function defined as

ε(r, r′, ω) = δ(r − r′)εbg(r, ω)1 + χex(r, r′, ω). (2.57)

Wave equation (2.53) and commutation relation (2.56) are just the ones discussed by Savasta et al.

[24, 25], and they also have the same forms as those of Raabe et al. [28]. Further, Eq. (2.56) can be

understood as a natural result from the fluctuation dissipation theorem as discussed in Refs. 24, 25, and

28 (or see Sec. 1.3.2). Along the lines of those works, the problem reduces to finding the dyadic Green’s

function G(r, r′, ω) satisfying

∇×∇×G(r, r′, ω)− ω2

c2
εbg(r, ω)G(r, r′, ω)− ω2

c2

∫
dr′′ χex(r, r′′, ω) ·G(r′′, r′, ω) = δ(r− r′)1. (2.58)

This function renormalizes the linear optical process of excitons with the nonlocality, and enables us to

rewrite Eq. (2.53) as

Ê+(r, ω) = iµ0ω

∫
dr′ G(r, r′, ω) · Ĵ ′

0(r
′, ω). (2.59)

However, it seems very difficult to solve this nonlocal equation in practical problems. However, this

difficulty becomes avoidable by using the fact that the nonlocal susceptibility [Eq. (2.51)] is represented as

a summation of separable functions with respect to r and r′. One scheme is to directly derive G(r, r′, ω)

as discussed in Ref. 81 (or see App. C), and the other is to reduce this integro-differential equation

into a simultaneous linear equation set along the lines of the microscopic nonlocal theory [31] (or see

Sec. 1.4.3). The present QED theory adopts the latter scheme because it provides not only the dyadic

Green’s function of the former but also the retarded correlation function of excitons in inhomogeneous

exciton-photon systems as discussed in the following sections.

2.6 Simultaneous linear equation set for exciton operators

Instead of solving the integro-differential equation [Eq. (2.58)], I reduce the problem into a linear

equation set by using the same technique as the microscopic nonlocal theory developed in the semiclassical

framework [31]. Substituting Eq. (2.11), the electric field represented with Green’s function G0(r, r′, ω),

into Eq. (2.37), the motion equation of excitons, with expanding P̂ +
ex(r, ω) as Eq. (2.49), a linear equation

for exciton operators {b̂µ(ω), {b̂µ(−ω∗)}†} is obtained as∑
µ′

[
S11

µ,µ′(ω)b̂µ′(ω) + S12
µ,µ′(ω){b̂µ′(−ω∗)}†

]
=

∫
dr P∗

µ(r) · Ê+
0 (r, ω) + D̂µ(ω), (2.60)

where the coefficients are defined as

S11
µ,µ′(ω) ≡ [~ωµ − ~ω − iΓµ(ω)/2] δµ,µ′ + Σµ,µ′(ω), (2.61a)

S12
µ,µ′(ω) ≡ [−iΓµ(ω)/2] δµ,µ′ + Σ′

µ,µ′(ω). (2.61b)

The first term on the RHS of Eq. (2.60) can be interpreted as the exciton amplitude directly induced

by the background electric field. Here, the word “directly” means that this term does not include the
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diffusion of the exciton amplitude via the electromagnetic fields. Instead, such an effect is reflected

through the correction terms appearing in Eqs. (2.61):

Σµ,µ′(ω) = −µ0ω
2

∫
dr

∫
dr′ P∗

µ(r) · G0(r, r′, ω) · Pµ′(r′), (2.62a)

Σ′
µ,µ′(ω) = −µ0ω

2

∫
dr

∫
dr′ P∗

µ(r) · G0(r, r′, ω) · P∗
µ′(r′). (2.62b)

These can be interpreted as that the polarization at r′ induces an electric field, and then it induces

another polarization at r later. The interaction between the transverse fields is the retarded interaction,

and the one between the longitudinal fields is interpreted as the Coulomb interaction between induced

charges. The latter is just the exchange interaction between electrons and holes, which is displaced from

Hmat to Hint, and gives the LT splitting as a correction to exciton eigenenergies.

From Eq. (2.60) and its Hermite conjugate, a simultaneous linear equation set for {b̂µ(ω), {b̂µ(−ω∗)}†}
is obtained as∑

µ′

[
S11

µ,µ′(ω) S12
µ,µ′(ω)

S12∗
µ,µ′(−ω) S11∗

µ,µ′(−ω)

] [
b̂µ′(ω)

{b̂µ′(−ω∗)}†

]
=

∫
dr

[
P∗

µ(r)
Pµ(r)

]
· Ê+

0 (r, ω) +
[
1
1

]
D̂µ(ω). (2.63)

This equation has the same form as Eq. (1.66) in the semiclassical microscopic nonlocal theory, except

for the fluctuation operator D̂µ(ω) on the RHS of Eq. (2.63). Further, the background field Ê+
0 (r, ω)

satisfies commutation relation (2.19), and then we can discuss the vacuum fluctuation of electromagnetic

fields. By calculating the inverse of the coefficient matrix as W(ω) = [S(ω)]−1, Eq. (2.63) is rewritten as[
b̂µ(ω)

{b̂µ(−ω∗)}†

]
=

∑
µ′

[
W 11

µ,µ′(ω) W 12
µ,µ′(ω)

W 12∗
µ,µ′(−ω) W 11∗

µ,µ′(−ω)

]{∫
dr

[
P∗

µ′(r)
Pµ′(r)

]
· Ê+

0 (r, ω) +
[
1
1

]
D̂µ′(ω)

}
, (2.64)

where I consider that the inverse matrix should have the same symmetry as the original one. In the same

manner as the exciton correlation function in Hex system appearing in Eq. (2.45), W(ω) is interpreted

as the Fourier transform of the retarded correlation functions of excitons in the whole system:

−W 11
µ,µ′(ω) =

1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[bµ(t), b†µ′(t′)]⟩ , (2.65a)

−W 12
µ,µ′(ω) =

1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[bµ(t), bµ′(t′)]⟩ . (2.65b)

Therefore, from the calculation scheme of the microscopic nonlocal theory [31], the exciton retarded cor-

relation functions renormalizing the exciton-photon interaction can be obtained by the matrix inversion.

On the other hand, in App. E of Ref. 78, the commutation relations of excitons were calculated from

those of Ê±
0 (r, ω) and D̂µ(ω) [Eqs. (2.19), (2.41), and (2.42)]. As the result, they are represented by the

elements of W(ω) as [
b̂µ(ω), {b̂µ′(ω′∗)}†

]
= δ(ω − ω′)

~
i2π

[
W 11

µ,µ′(ω) − W 11∗
µ′,µ(ω)

]
, (2.66a)[

b̂µ(ω), b̂µ′(−ω′)
]

= δ(ω − ω′)
~

i2π

[
W 12

µ,µ′(ω) − W 12
µ′,µ(−ω)

]
. (2.66b)

These are reasonable results that can be derived from Eq. (2.65).

2.7 Green’s function for nonlocal wave equation

Since the exciton operators are represented in terms of fluctuation operators as seen in Eq. (2.64), the

other physical variables can also be described in terms of them and Ê±
0 (r, ω) in the present theory. For
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example, the excitonic polarization is written as Eq. (2.49), and the electric field [Eq. (2.11)] as

Ê+(r, ω) = Ê+
0 (r, ω) +

∑
µ

[Eµ(r, ω)b̂µ(ω) − E∗
µ(r,−ω){b̂µ(−ω∗)}†], (2.67)

where the coefficients are defined as

Eµ(r, ω) ≡ µ0ω
2

∫
dr′ G0(r, r′, ω) · Pµ(r′), (2.68a)

Fµ(r, ω) ≡ µ0ω
2

∫
dr′ G0(r, r′, ω) · P∗

µ(r′), (2.68b)

and, from Eq. (2.15), they have the relation as

Eµ(r, ω) = F∗
µ(r,−ω) = {Fµ(r,−ω∗)}∗. (2.69)

Here, from Eq. (2.67), the commutation relation of the electric field operator is obtained (derivation is

shown in App. E of Ref. 78) as[
Ê+(r, ω), Ê−(r′, ω′)

]
=

[
Ê+(r, ω), Ê+(r′,−ω′)

]
= δ(ω − ω′)

µ0~ω2

i2π

[
G(r, r′, ω) − G∗t(r′, r, ω)

]
,

(2.70)

where the dyadic function G(r, r′, ω) is defined as

G(r, r′, ω) = G0(r, r′, ω) +
1

µ0ω2

∑
µ,µ′

{
Eµ(r, ω)W 11

µ,µ′(ω)Fµ′(r′, ω) + Eµ(r, ω)W 12
µ,µ′(ω)Eµ′(r′, ω)

+ E∗
µ(r,−ω)W 11∗

µ,µ′(−ω)F∗
µ′(r′,−ω) + E∗

µ(r,−ω)W 12∗
µ,µ′(−ω)E∗

µ′(r′,−ω)
}
. (2.71)

In the same manner as the discussion in Sec. 1.3.2, this function corresponds to the Fourier transform of

the retarded correlation function of the electric field in the whole system as

−µ0ω
2G(r, r′, ω) =

1
i~

∫ ∞

t′
dt eiω(t−t′) ⟨[E(r, t), E(r′, t′)]⟩ . (2.72)

Actually, as verified in App. F of Ref. 78, G(r, r′, ω) satisfies Eq. (2.58), the wave equation with nonlocal

susceptibility. On the other hand, this function satisfies

G(r, r′, ω) = {G(r, r′,−ω∗)}∗ = G∗(r, r′,−ω), (2.73)

but does not satisfy the reciprocity relation G(r, r′, ω) ̸= {G(r′, r, ω)}t because of the anisotropic sus-

ceptibility tensor (2.51) of the excitonic polarization. In this way, the dyadic Green’s function satisfying

Eq. (2.58), the nonlocal wave equation, is obtained for arbitrary-structured 3D systems in the present

theory.

2.8 Under rotating-wave approximation

In the semiclassical framework, the microscopic nonlocal theory has mostly been discussed under the

rotating wave approximation (RWA) for its practical applications. The RWA is valid for most of the

excitonic systems, and also the self-consistent equation set [Eq. (2.63)] becomes simple under the RWA.

In this section, I show the validity and usefulness of the RWA in the present QED theory.

The RWA means that nonresonant terms proportional to (ω + ωµ)−1 are negligible as compared to

resonant terms (ω − ωµ)−1. In discussing the resonant optical processes of elementary excitations in
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condensed matter and also in atoms and molecules, the RWA is usually considered to be a valid approx-

imation, because the width of the energy range of interest is usually sufficiently small as compared to

the eigenenergies of the elementary excitations. In particular, in the case of excitons, the width is of

the order of LT splitting, center-of-mass kinetic energy, or radiative and nonradiative relaxation widths,

which are usually more than three orders of magnitude smaller than the excitons’ eigenenergies. Since

the nonlocality becomes essential only under resonance conditions, the RWA does not impose any signif-

icant restriction on the present theory for discussing nonlocal systems. In the following paragraphs, the

RWA will be applied to the excitons’ motion, and simplified equations and commutation relations will be

derived.

Under the RWA, i.e., ω ∼ ωµ, the excitons’ motion equation, Eq. (2.37), can be approximated as

[~ωµ − ~ω − iΓµ(ω)/2] b̂µ(ω) =
∫

dr P∗
µ(r) · Ê+(r, ω) + D̂µ(ω), (2.74)

because the contribution from {b̂µ(−ω∗)}† = b̂†µ(ω) is negligible as compared to that of b̂µ(ω). For the

same reason, the excitonic polarization [Eq. (2.49)] is also rewritten as

P̂ +
ex(r, ω) =

∑
µ

Pµ(r)b̂µ(ω). (2.75)

Substituting Eq. (2.74) into this equation, the excitonic polarization is written, instead of Eq. (2.50), as

P̂ +
ex(r, ω) = ε0

∫
dr′ χ̃ex(r, r′, ω) · Ê+(r, ω) +

∑
µ

Pµ(r)D̂µ(ω)
~ωµ − ~ω − iΓµ(ω)/2

, (2.76)

where the susceptibility tensor, Eq. (2.51), is simplified as

χ̃ex(r, r′, ω) =
1
ε0

∑
µ

Pµ(r)P∗
µ(r′)

~ωµ − ~ω − iΓµ(ω)/2
. (2.77)

This function also satisfies the Kramers-Kronig relation and has no pole in the upper of the complex

ω-plane, because it is also derived from Eqs. (2.23) and (2.30), the motion equations of excitons and of

reservoir oscillators under the RWA. However, while the susceptibility (2.51) satisfies Eq. (2.52) without

the RWA, Eq. (2.77) obeys χ̃ex(r, r′, ω) ̸= {χ̃ex(r, r′−ω∗)}∗ because the focusing frequency is only under

ω ∼ ωµ.

Substituting Eq. (2.76) into the Maxwell wave equation [Eq. (2.8)], a new wave equation is obtained,

instead of Eq. (2.53), as

∇ × ∇ × Ê+(r, ω) − ω2

c2
εbg(r, ω)Ê+(r, ω) − ω2

c2

∫
dr′ χ̃ex(r, r′, ω) · Ê+(r′, ω) = iµ0ωĴ ′′

0 (r, ω), (2.78)

where the noise current density [Eq. (2.54)] is rewritten as

Ĵ ′′
0 (r, ω) = Ĵ0(r, ω) − iω

∑
µ

Pµ(r)D̂µ(ω)
~ωµ − ~ω − iΓµ(ω)/2

. (2.79)

From commutation relations (2.10), (2.41), and (2.42), that of Ĵ ′′
0 (r, ω) is obtained as[

Ĵ ′′
0 (r, ω), {Ĵ ′′

0 (r′, ω′∗)}†
]

= δ(ω − ω′)
ε0~ω2

i2π
[
ε̃(r, r′, ω) − ε̃∗t(r′, r, ω)

]
, (2.80)

where the nonlocal dielectric tensor is represented as

ε̃(r, r′, ω) = δ(r − r′)εbg(r, ω)1 + χ̃ex(r, r′, ω). (2.81)
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In this way, even under the RWA, the commutation relation has the the same form as the original one

[Eq. (2.56)], which is represented by the nonlocal dielectric tensor ε(r, r′, ω) [Eq. (2.57)].

On the other hand, substituting Eq. (2.11), the representation of the electric field, into Eq. (2.74), the

approximated motion equation of excitons, with expanding P̂ +
ex(r, ω) as the approximated form (2.75), a

linear equation set with respect to only {b̂µ(ω)} is obtained, instead of Eq. (2.60), as∑
µ′

S11
µ,µ′(ω)b̂µ′(ω) =

∫
dr P∗

µ(r) · Ê+
0 (r, ω) + D̂µ(ω). (2.82)

By calculating the inverse matrix W̃(ω) = [S11(ω)]−1, on the basis of the exciton eigenstates, the exciton

operators are represented as

b̂µ(ω) =
∑
µ′

W̃µ,µ′(ω)
[∫

dr P∗
µ′(r) · Ê+

0 (r, ω) + D̂µ′(ω)
]
. (2.83)

From commutation relations (2.19), (2.41), and (2.42), those of excitons are derived under the RWA as[
b̂µ(ω), {b̂µ′(ω′∗)}†

]
= δ(ω − ω′)

~
i2π

[
W̃µ,µ′(ω) − W̃ ∗

µ′,µ(ω)
]
, (2.84a)[

b̂µ(ω), b̂µ′(−ω′)
]

= 0. (2.84b)

Here, from the relation W̃µ,µ′(−ω) ≪ W̃µ,µ′(ω) obtained under ω ∼ ω′ ∼ ωµ > 0, Eq. (2.84b) can be

approximated to be zero. In addition, the relations W 11
µ,µ′(ω) ≫ W 12

µ,µ′(ω) and W 11
µ,µ′(ω) ≃ W̃µ,µ′(ω) are

obtained under the RWA. Therefore, commutation relations (2.84) can be considered as approximations

of Eqs. (2.66), which are derived without the RWA.

On the other hand, instead of Eq. (2.67), the electric field is written under the RWA as

Ê+(r, ω) = Ê+
0 (r, ω) +

∑
µ

Eµ(r, ω)b̂µ(ω). (2.85)

From commutation relations (2.19) and (2.84), those of the electric field are obtained in the same form

as Eq. (2.70) as [
Ê+(r, ω), Ê−(r′, ω′)

]
= δ(ω − ω′)

µ0~ω2

i2π

[
G̃(r, r′, ω) − G̃

∗t
(r′, r, ω)

]
, (2.86)

where the dyadic Green’s function G̃(r, r′, ω) is represented, instead of Eq. (2.71), as

G̃(r, r′, ω) = G0(r, r′, ω) +
1

µ0ω2

∑
µ,µ′

Eµ(r, ω)W̃µ,µ′(ω)Fµ′(r′, ω). (2.87)

Since W 11
µ,µ′(ω) ≫ W 12

µ,µ′(ω) and W 11
µ,µ′(ω) ≫ W 11∗

µ,µ′(−ω), G̃(r, r′, ω) can be considered as an approxima-

tion of Eq. (2.71). Further, instead of Eq. (2.58), this function also satisfies

∇×∇× G̃(r, r′, ω)− ω2

c2
εbg(r, ω)G̃(r, r′, ω)− ω2

c2

∫
dr′′ χ̃ex(r, r′′, ω) · G̃(r′′, r′, ω) = δ(r− r′)1. (2.88)

However, Eq. (2.73) is not maintained under the RWA as G̃(r, r′, ω) ̸= {G̃(r, r′,−ω∗)}∗.
From Eqs. (2.83) and (2.88), under the RWA, W̃µ,µ′(ω) and G̃(r, r′, ω) can also be considered as

retarded correlation functions of excitons and electric field, respectively. This can also be verified from

the fact that the commutation relations of them, Eqs. (2.84) and (2.86), maintain their forms from the

general ones. Furthermore, since those correlation functions functions are considered as approximations

of the general ones, it is safe to say that the RWA is valid in the present QED theory, and it is useful in the

practical application from the viewpoint of the simplicity of the self-consistent equation set [Eq. (2.82)]

and the dyadic Green’s function [Eq. (2.87)].
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2.9 For practical calculations

In this section, I explicitly show a calculation scheme for practical applications of the present theory.

First, the practical materials should be described in terms of the parameters of the present theory,

i.e., background dielectric function εbg(r, ω), excitons’ eigenfrequencies {ωµ}, transition dipole moments

{Pµ}, polarization direction {eµ}, center-of-mass wave functions {Gµ(r)}, and nonradiative relaxation

widths {Γµ}. Usually, {ωµ} and {Gµ(r)} are determined from boundary conditions for the exciton center-

of-mass motion. The absolute value of Pµ is determined by the LT splitting energy ∆µ
LT = |Pµ|2/ε0εbg

in bulk system, and {Γµ} and the phase differences of {Pµ} between different relative-motion states are

treated as fitting parameters for experimental results. However, it is sufficient to consider only the lowest

relative motion of excitons, when the eigenfrequencies of higher states are far from the frequency region

of interest. In such a case, the phase of Pµ does not appear in the calculation of observables under the

RWA, and only {Γµ} remain as fitting parameters.

Next, the dyadic Green’s function G0(r, r′, ω), which satisfies Eq. (1.59) and is uniquely determined

for given εbg(r, ω), should be derived. The form of G0(r, r′, ω) has already been known for various

structures with high symmetry [65], and it can also be numerically calculated for arbitrary 3D structures

[66]. Therefore, the integrations appearing in Σµ,µ′(ω), Σ′
µ,µ′(ω), Eµ(r, ω), and Fµ(r, ω) [Eqs. (2.62a),

(2.62b), (2.68a), and (2.68b)] can be performed, and then the inverse of the coefficient matrix of the self-

consistent equation set [Eq. (2.63) or Eq. (2.82) under the RWA] is numerically calculated. The dyadic

Green’s function G(r, r′, ω) satisfying Eq. (2.58) is obtained as Eq. (2.71) [or G̃(r, r′, ω) as Eq. (2.87)

under the RWA].

The size of the coefficient matrix is 2N × 2N (or N × N under the RWA), where N is the number

of exciton states to be considered in the calculation. The above numerical calculation has been per-

formed for semiconductor quantum dots, films, multilayers, and so on in the semiclassical framework

[31]. Furthermore, the present QED theory with the RWA has already been applied to the analysis of

the entangled-photon generation from a semiconductor film with thickness of a few hundreds nanometers

[46]. In this numerical calculation, 200 exciton center-of-mass motion states were considered. In this way,

the present QED theory is definitely feasible for practical applications.

2.10 Discussion

In this chapter, based on the framework of QED for dispersive and absorptive media [21, 18, 63] and the

calculation idea of the microscopic nonlocal theory [31], a QED theory for excitons in arbitrary-structured

3D dielectrics has been constructed with considering the nonlocal susceptibility and the nonradiative

damping of excitons. This theory maintains good correspondences with both the two underlying theories.

On the other hand, as mentioned in Sec. 2.1, the QED of nonlocal media has already been discussed in a

few studies. From the viewpoint of practical applications, I compare the present theory with the studies

of Stefano et al. [23, 24, 25] and Raabe et al. [28].

Stefano et al. have discussed the quantum-well structures of dispersive and absorptive dielectrics with

the nonlocality in Ref. 23, and their theory is generalized to enable the consideration of arbitrary struc-

tures in Refs. 24 and 25. However, there still remains a problem in deriving the dyadic Green’s function

for the generalized wave equation, as shown in Eq. (2.58) in this thesis. On the other hand, the present
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theory gives a solution to this problem by providing a definite calculation method based on a linear

equation set, which is derived in the same line as the microscopic nonlocal theory [31], i.e., by using the

Green’s function G0(r, r′, ω) and the fact that the nonlocal susceptibility is represented as a summation of

separable functions with respect to two positions, as seen in Eq. (2.51). In the present theory, the Green’s

function required in Ref. 25 can be obtained as Eq. (2.71), which can be applied to arbitrary-structured

excitonic polarization and background dielectrics.

On the other hand, Raabe et al. proposed the use of the dielectric approximation with the surface

impedance method for the practical calculation of the dyadic Green’s function for the wave equation with

nonlocal susceptibility. In the dielectric approximation, the characteristic length of spatial dispersion

(the spatial spreading of the excitons’ center-of-mass motion) is assumed to be small as compared to the

spatial length of materials, and the information outside of a focusing region is compressed to integrations

of the electromagnetic fields at the interfaces. The Green’s function can be derived using the surface

impedance method for a given surface impedance or admittance, which includes the outside information.

In contrast, the present theory provides the Green’s function, without any significant approximations,

for given εbg(r, ω) and microscopic information of excitons.

As mentioned in Chap. 1, there is a growing interest in the QED of elementary excitations in condensed

matters. For example, theoretical studies on entangled-photon generation via biexcitons have already

been performed by Savasta et al. [44, 45] (although the nonlocality was not sufficiently considered in

these calculations). Further, by extending the present QED theory, the same kind of study has also been

performed for the excitonic system weakly confined in nano-structures [46], which are known to exhibit

anomalous nonlinear optical phenomena [32, 40, 34, 41, 37]. In addition, Scheel and Welsch have discussed

the QED of nonlinear media with absorption and dispersion (but without the nonlocality) [59, 60].

When we discuss the nonlinear processes of excitons with the nonlocality, we must self-consistently treat

their nonlinear motion equation and the Maxwell equations. Based on the self-consistent equation set

[Eq. (2.63) or (2.82)], as discussed in this thesis, the new objective is to solve the equation set with

nonlinear terms originating from nonlinear processes, as performed in Ref. 46. On the other hand, based

on the Maxwell wave equation [Eq. (2.53)] with the nonlocal susceptibility as discussed in the previously

discussed QED theories [23, 24, 25, 26, 27, 28], we must solve the wave equation with nonlinear and

nonlocal susceptibility. Both approaches can be performed by applying some techniques such as successive

approximation, and the expectation values of observables are calculated based on commutation relations

(2.66) of excitons and that (2.70) of the electric field [Eqs. (2.84) and (2.86) under the RWA] that are

described in terms of W 11
µ,µ′(ω), W 12

µ,µ′(ω), and G(r, r′, ω) derived in this thesis. However, such calculations

are usually difficult, and then more detailed and systematic calculations should be performed by using

the Feynman diagram technique with the time-ordered correlation functions, which identifies with the

retarded correlation functions under the RWA and also derived by the analytic continuation from the

retarded ones. In this sense, the present scheme will be a powerful tool to discuss the nonlinear processes

of elementary excitations in condensed matter with the nonlocality, and also nonclassical light emitted

from such processes.
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Chapter 3

Crossover of Radiative Relaxation of Excitons

According to Fermi’s golden rule, the radiative decay rate of excitons increases together with the crystal

size because of the increment of the interaction volume between the excitons and the radiation field. This

is called exciton superradiance. On the other hand, in thick film where the exciton-polariton picture

is valid, the radiative decay time should be proportional to the time of flight (film thickness divided

by polariton group velocity). Therefore, the radiative decay rate is inversely proportional to the film

thickness in contrast to the exciton superradiance scheme. The subject of this chapter is to elucidate the

crossover condition between the two radiative decay schemes based on the theoretical framework of the

microscopic nonlocal theory, which continuously describes weakly confined excitons to bulk-like system

and can connect the two decay schemes.

3.1 Background

In order to obtain a strong and coherent response from nonlinear optical process in condensed matter,

the radiative decay of elementary excitations should generally be rapid as compared to dephasing processes

at their resonance conditions. The dephasings can usually be suppressed in low dimensional systems owing

to the quantization of the excitation and phonon states. Especially in quantum-dot systems, very long

dephasing times of subnanosecond [82, 83] and more [84, 85] have been experimentally observed. On the

other hand, there is an attempt to enhance the radiative decay due to the strong coupling between the

elementally excitation and the radiation field. In particular, the exciton superradiance, a size enhancement

of the radiative decay rate of excitons, has been studied theoretically and experimentally for more than

20 years [86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 35, 77]. In a crystal where the exciton center-of-mass

motion is confined, their radiative decay rate gets larger with increasing the crystal size because of the

expansion of interaction volume between the exciton and the radiation field [86, 87, 88, 89, 90, 91, 92, 93].

The same kind of enhancement occurs with respect to the oscillator strength and nonlinearity of excitons

[87, 88, 89, 96]. In the case of a semiconductor film, the radiative decay rate of the lowest exciton center-

of-mass motion state gets larger with increasing thickness until about a half light wavelength at the

resonance frequency, but after that it reversely decreases. The origin of this superradiance suppression is

the phase mismatch between the center-of-mass motion and the radiation field [92, 93, 95]. In the same

manner, the decay rate of the higher center-of-mass motion state is maximized at each phase-matching

thickness, and the maximum value becomes larger with increasing thickness [94, 97, 35, 36, 77] in line

with the exciton superradiance. Further, the resonance frequency of the exciton state is also shifted

due to the exciton-photon interaction [94, 95, 97, 35, 36, 77], and its anomalous frequency shift has
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been experimentally observed in the nondegenerate two-photon excitation scattering in a CuCl film with

thickness of several tens nanometers [42]. On the other hand, in addition to the frequency shift, a rapid

decay time about 100 fs has recently been observed in the degenerate four-wave mixing in a CuCl film

with thickness of a few hundred nanometers [43], and it is considered as a radiative decay enhanced by

the exciton superradiance. Although it is usually considered that the size enhancement of the radiative

decay rate is suppressed due to the dephasing processes of excitons, its suppression picture is broken if the

radiative decay rate is enhanced beyond any dephasing processes in a single crystal with little impurities

and defects as the samples used in Ref. 43. Therefore, there should be another mechanism to suppress

the exciton superradiance without considering any dephasing processes.

As an answer for this question, Knoester [92] predicted and Björk et al. [94] theoretically demonstrated

that the exciton superradiance is only maintained until a particular film thickness, and thereafter the

radiative decay rate of the phase-matching exciton is inversely proportional to the thickness in the same

manner as the radiative decay scheme of polaritons, where the decay time is proportional to the time

of flight (thickness divided by group velocity) [98, 95, 99]. Further, Björk et al. also showed that the

superradiance suppression can be interpreted as a crossover of the exciton-photon coupled modes from

exciton-like (superradiant) and photon-like modes to the upper and lower branch polaritons. This is

similar to the case of the cavity quantum electrodynamics (QED) [100]. In the weak coupling regime

between an excitation and a cavity mode, the spontaneous emission rate is larger than the coupling

strength, and these modes are slightly modified from the bare states and almost independent. On the

other hand, in the strong coupling regime, the coupling strength is larger than the emission rate, and

the energies of the coupled modes split into upper and lower sides (Rabi splitting). In the discussion

of the exciton superradiance, the exciton- and photon-like modes are considered in the weak-coupling

regime, and a photon created by the exciton-photon recombination can go outside of the film without

the reabsorption, and then the radiative decay rate is enhanced obeying Fermi’s golden rule. On the

other hand, the polariton modes are in the strong coupling regime, and the photon is reabsorbed in the

material because of the strong coupling. Therefore, the exciton and photon behave as a polariton, and

the radiative decay rate is inversely proportional to the film thickness.

However, in the calculation by Björk et al. [94], they considered the retarded interaction (interaction via

electromagnetic fields) between the same exciton states but not between the different states. Therefore,

their crossover thickness may be different from the correct one, because the inter-state retarded interaction

must be considered under the strong exciton-photon coupling at the crossover. On the other hand, the

inter-state retarded interaction has been considered in works by Agranovich et al. [95] and by Ajiki [35].

Agranovich et al. properly considered the wavenumber uncertainty originating from the translational

symmetry breaking perpendicular to the surface, and demonstrated the smooth thickness dependence of

radiative decay rate after the phase-matching thickness instead of the oscillating behavior, which is a

result of neglecting the inter-state retarded interaction [94, 97]. Further, the authors showed a correct

expression of the radiative decay rate in the polariton scheme as seen in Eqs. (3.48) and (3.45) of the

present thesis. On the other hand, Ajiki discussed the crossover in a spherical semiconductor with a size

of from quantum dot to bulk limit, and showed that the radiative decay rate decreases with increasing

the crystal size if the crystal becomes larger than a particular size. However, in these two studies, the

crossover condition from exciton-/photon-like modes to polariton ones has not been completely clarified.

The subject of this chapter is to elucidate the crossover condition by means of a rigorous calculation

method connecting the two radiative decay schemes.
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3.2 Calculation method

I consider a material where the translational symmetry is broken in the z direction, and discuss the

radiative decay of s-polarized exciton whose center-of-mass is confined in a finite region. I suppose

a background system characterized by dielectric function εbg(z, ω), and a resonant contribution from

excitons inducing a polarization P (z, ω). The Maxwell wave equation for the electric field E(z, ω) is

represented as [
(∂2/∂z2) + q2(z, ω)

]
E(z, ω) = −µ0ω

2P (z, ω), (3.1)

where q2(z, ω) = εbg(z, ω)ω2/c2 − k∥
2 and k∥ is the in-plane wavenumber. This wave equation can be

rewritten as
E(z, ω) = E0(z, ω) − µ0ω

2

∫
dz′ G(z, z′, ω) P (z′, ω), (3.2)

where E0(z, ω) is the homogeneous solution of Eq. (3.1), and G(z, z′, ω) is the Green’s function satisfying[
(∂2/∂z2) + q2(z, ω)

]
G(z, z′, ω) = δ(z − z′). (3.3)

On the other hand, I consider the Hamiltonian of the whole system as

Ĥ = Ĥrad + Ĥex + Ĥint. (3.4)

Here, Ĥrad represents the radiation field and the background dielectric medium, and it provides the

Maxwell wave equation with quantum fluctuation as discussed in the QED of dispersive and absorptive

media [21, 18] (or see Sec. 1.3). On the other hand, Ĥex describes the resonant contribution from excitons,

and Ĥint represents the interaction between the exciton and the radiation field as

Ĥint = −
∫

dz Ê(z)P̂ (z). (3.5)

Since the expectation value E = ⟨Ê⟩ of the vector potential is given in the same form as Eq. (3.2)

according to the linear response theory, G(z, z′, ω) is interpreted as the retarded correlation function of

Ê in Ĥrad system as discussed in chap. 6 of Ref. 53:

µ0ω
2G(z, z′, ω) =

1
i~

∫ ∞

0

dt eiωt ⟨[Ê0(z, t), Ê0(z′, 0)]⟩rad , (3.6)

where the time representation of the electric field is defined as

Ê0(z, t) ≡ eiĤradt/~Ê(z)e−iĤradt/~. (3.7)

Furthermore, under the rotating wave approximation (RWA), G(z, z′, ω) also corresponds to the time-

ordered correlation function of Â:

µ0ω
2G(z, z′, ω) ≃ 1

i~

∫ ∞

−∞
dt eiωt ⟨TÊ0(z, t)Ê0(z′, 0)⟩rad , (3.8)

where T is the time-ordering operator. Therefore, under the RWA, the correlation function of Ê in the

background system can be obtained by finding the Green function satisfying Eq. (3.3), which has already

been known for general multilayer systems [65].

Next, I discuss the time-ordered correlation functions of exciton. For simplicity, I consider only one

relative exciton motion with eigenfrequency ωT, and denote the center-of-mass motion by index m, its
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annihilation operator by b̂m, and its eigenfrequency by Ωm, which includes the center-of-mass kinetic

energy. In this chapter, I simply consider that the exciton is a pure boson, and the system is linear as

Ĥex =
∑
m

~Ωmb̂†mb̂m. (3.9)

In this situation, the exciton correlation function in Ĥex system is derived as

G
(0)
m,m′(ω) = −i

∫ ∞

−∞
dt eiωt ⟨Tb̂(0)

m (t)b̂(0)†
m′ (0)⟩ex =

δm,m′

ω − Ωm + iδ
, (3.10)

where the time representation is defined as

b̂(0)
m (t) ≡ eiĤext/~b̂me−iĤext/~, (3.11a)

b̂(0)†
m (t) ≡ eiĤext/~b̂†me−iĤext/~. (3.11b)

On the other hand, the excitonic polarization appearing in Eq. (3.5), the interaction Hamiltonian, is

quantized as
P̂ (z) = P

∑
m

gm(z) b̂m + H.c., (3.12)

where gm(z) is the exciton center-of-mass wavefunction in state m, and the absolute value of the coefficient

P can be estimated by the longitudinal-transverse (LT) splitting energy of excitons as ~ωLT = |P|2/εbgε0.

Under the RWA, according to the linear response theory, the excitonic component of the optical suscep-

tibility is obtained as a nonlocal from [31, 78]:

χ(z, z′, ω) =
−1
i~ε0

∫ ∞

0

dt eiωt ⟨[P̂0(z, t), P̂0(z′, 0)]⟩ex ≃ εbgωLT

∑
m

gm(z)g∗m(z′)
Ωm − ω − iδ

, (3.13)

which characterizes P̂ (z, ω) at position z induced by Ê(z′, ω) at the other position z′ as

P̂ (z, ω) = ε0

∫ ∞

−∞
dz′ χ(z, z′, ω)Ê(z′, ω). (3.14)

Here, in the case of bulk system, we can consider the exciton center-of-mass wavefunction as gm =

eikmz/
√

L, where L is the normalization length and km = 2πm/L for m = 0, ±1, ±2, . . . In this

situation, the nonlocal susceptibility, Eq. (3.13), is diagonal in the k-space, but it depends not only on ω

but also on k due to the nonlocality as

χ(k, k′, ω) =
1
L

∫ ∞

−∞
dz

∫ ∞

−∞
dz′ e−ikzχ(z, z′, ω)eik′z′

= δk,k′
εbgωLT

Ω(k) − ω − iδ
= δk,k′χ(k, ω). (3.15)

Substituting Eqs. (3.14) and (3.15) into the Maxwell wave equation, Eq. (3.1), the polariton dispersion

relation in bulk system is obtained as

c2(k∥
2 + k2)
ω2

= εbg(ω) + χ(k, ω). (3.16)

On the other hand, in the general case, the self-energy tensor Σ(ω) of exciton states is derived from the

interaction Hamiltonian [Eq. (3.5)] as

Σm,m′(ω) = εbgωLT(ω/c)2
∫ ∞

−∞
dz

∫ ∞

−∞
dz′ g∗m(z)G(z, z′, ω)gm′(z′), (3.17)

which describes the retarded interaction not only between the same exciton states (m = m′) but also

between the different states (m ̸= m′). Further, the time-ordered correlation function tensor G(ω) of
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exciton states in the whole system is derived from the Dyson equation, i.e., it is obtained as the inverse

of the matrix whose elements are given as

[G−1(ω)]m,m′ = (ω − Ωm)δm,m′ − Σm,m′(ω). (3.18)

The resonance frequency ωres and the radiative decay rate γ of exciton-photon coupled modes are respec-

tively obtained from the real and imaginary parts of poles ω̃ = ωres− iγ of the exciton correlation function

tensor. The calculation of these poles is just identical to that of the self-sustaining modes discussed under

the microscopic nonlocal theory in the semiclassical framework [35, 36, 77, 31, 38] (or see Sec. 1.4.4).

The above calculation method can consider the inter-state retarded interaction through the self-energy

tensor, Eq. (3.17). Further, in this chapter, I numerically calculate the poles without any pole approxi-

mations in contrast to Ref. 35. With regard to the RWA, it can be considered as a good approximation,

because neither the frequency shift nor the radiative decay rate reaches only a few percent of the bare

exciton frequency ωT even at the maximum in the calculation.

I consider a CuCl film with thickness d, and suppose the background dielectric constant εbg = nbg
2 =

5.59 inside of the film. In the case that the background is a homogeneous medium [εbg(z) = εbg], the

Green function satisfying Eq. (3.3) is derived as

G(z, z′, ω) =
eiq|z−z′|

i2q
. (3.19)

On the other hand, as shown in Ref. 65 (or see App. D), in general multilayer systems, the Green function

from a focusing layer to the same one is written as

i2qG(z, z′, ω)

= eiq|z−z′| + eiqzR̃L

[
eiqz′

+ eiqdR̃Reiq(d−z′)
]
M̃

+ e−iq(z−d)R̃R

[
eiq(d−z′) + eiqdR̃Leiqz′

]
M̃, (3.20)

where I consider that the left-hand interface of the focusing layer is at z = 0, and the right-hand at z = d.

In Eq. (3.20), R̃L/R is the generalized reflection coefficient [65] (App. D) from the focusing layer to the

left-/right-hand interface, and M̃ = [1 − R̃LR̃Rei2qd]−1. In the case of a three-layer system where the

background dielectric constants are respectively given as εL, εbg, and εR, when we focus on the middle

layer, R̃L/R is simply represented as the Fresnel reflection coefficient:

R̃L/R =
q − kL/R

q + kL/R
, (3.21)

where kL/R is the wavenumber in the left-/right-hand region:

kL/R =
[
εL/Rω2/c2 − k∥

2
]1/2

. (3.22)

In this chapter, I discuss only the modes perpendicular to the layers, i.e., k∥ = 0, and I consider the

wavefunctions of the exciton center-of-mass motion as sinusoidal functions whose amplitudes are zero at

the interfaces of the focusing layer:

gm(z) =

{√
2/d sin(kmz) 0 < z < d

0 otherwise
(3.23)

where km = mπ/d and m = 1, 2, . . .. The exciton translational mass is mex = 2.3m0, where m0 is the free

electron mass. The bare exciton frequencies are given as ~ωT = 3.2022 eV and Ωm = ωT + ~km
2/2mex.

The LT splitting energy is ~ωLT = 5.7 meV.
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Figure 3.1: Thickness dependence of (a) (b) radiative decay rates and (c) (d) resonance frequencies of exciton-

photon coupled modes in a CuCl film. Outside of the film is εL = εR = εbg. 200 states of exciton center-of-mass

motion are considered.

3.3 Thickness dependence

First I discuss the thickness dependence of the exciton-photon coupled modes in the case of homo-

geneous background, εL = εR = εbg. The calculation algorithm is explained in App. E. In Fig. 3.1, I

plot the radiative decay rate γ and resonance frequency ωres of the exciton-photon coupled modes with

continuously changing thickness d. As seen in Fig. 3.1(a), γ of the lowest mode is maximized at thickness

about 50 nm. Although this thickness should be approximately equal to λ/2 = πc/nbgωT ≃ 80 nm, a half

light wavelength at frequency ωT in the background medium, there is a mismatch due to the deviation

of the lowest exciton center-of-mass motion from a continuous wave. On the other hand, in the case of

the higher modes, the phase-matching condition, km = mπ/d = nbgωT/c or d = mλ/2 ≃ m × 80 nm, is

gradually satisfied with increasing the mode number because of increasing the wavefunction continuity.

Further, increasing the mode number, the maximum value of γ also increases in line with the exciton

superradiance. As theoretically demonstrated by Agranovich et al. [95], we can find no oscillation in the

thickness dependence of γ after the phase-matching thickness owing to the consideration of the inter-state

retarded interaction. With regard to the resonance frequency ωres as seen in Fig. 3.1(c), when we fo-

cus on a particular mode, ωres gradually decreases with increasing d until the phase-matching thickness,

but it flips to the higher side around its thickness. After that, ωres gradually decreases and saturate

to ωT + ωLT, the band edge of the upper polariton. This behavior can be understood by considering

the polariton dispersion relation [95, 42] and the decrease of wavenumber km = mπ/d with increasing

thickness as will seen in Fig. 3.3(a).

On the other hand, as seen in Fig. 3.1(b), the exciton superradiance is suppressed at thickness over
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about 2 µm, although any dephasing processes are not considered in the calculation. Further, the

behavior becomes discontinuous at the peak, and the peak value cannot be found in this numerical

calculation. As seen in Fig. 3.1(d), the thickness dependence of ωres also becomes discontinuous after

the crossover thickness, so that ωres suddenly flips to the higher frequency side at the phase-matching

thickness. According to the work by Björk et al. [94], this behavior just reflects the crossover from

exciton-/photon-like modes to polariton ones. In other words, the discontinuity reflects the frequency

splitting of upper and lower polaritons at the phase-matching wavenumber k = nbgωT/c in bulk system

as will seen in Fig. 3.4(a). In order to elucidate this crossover condition, I calculate γ and ωres by another

calculation method discussed in the next two sections.

3.4 Dispersion relation

The calculation of the previous section is based on the exciton correlation function tensor renormalizing

the exciton-photon interaction. However, this method is relatively complicated to analyze the superra-

diance suppression. In this section, I approximate the self-energy tensor, Eq. (3.17), and try to derive

a simplified equation for the complex frequency of the exciton-photon coupled modes by introducing a

complex wavenumber, whose imaginary part represents the wavenumber uncertainty in finite systems.

In the homogeneous background medium, εbg(z, ω) = εbg(ω), the Green’s function satisfying Eq. (3.3)

is diagonal with respect to the wavenumber as

Gk,k′(ω) =
1
L

∫ ∞

−∞
dz

∫ ∞

−∞
dz′ e−ikz G(z, z′, ω) eik′z′

=
δk,k′

(q + iδ)2 − k2
, (3.24)

where L is the normalization length. Eq. (3.19) can be obtained by transforming this equation into the

real space. Substituting Eq. (3.24) into Eq. (3.17), the self-energy tensor, I obtain

Σm,m′(ω) = ωLT q0
2
∑

k

g∗m,k gm′,k

(q + iδ)2 − k2
, (3.25)

where q0
2 ≡ εbgω

2/c2, and gm,k is the Fourier transform of the exciton center-of-mass wavefunction:

gm,k =
1√
L

∫ ∞

−∞
dz e−ikzgm(z). (3.26)

In contrast to the infinitesimal interval 2π/L between the neighboring k, the interval of qm is much large

as π/d. Therefore, the base-transformation between m and k is not unitary in the case of a film with

finite thickness. This means that the transform coefficient set {gm,k} satisfies the orthogonality as∑
k

g∗m,k gm′,k =
∫ ∞

−∞
dz gm(z) g∗m′(z) = δm,m′ , (3.27)

but it does not satisfy the completeness:

∑
m

g∗m,kgm,k′ =
1
L

∫ d/2

−d/2

dz ei(k−k′)z =
d

L

sin[(k − k′)d/2]
(k − k′)d/2

, (3.28)

where I consider that the exciton center-of-mass motion is confined in −d/2 < z < d/2. Therefore, the

self-energy, Eq. (3.25), becomes diagonal with respect to k only in infinite systems.
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In order to obtain a simple equation for a smooth analysis of the crossover condition, I consider the

following approximation to quasi-diagonalize the self-energy, Eq. (3.25). The function sin(x)/x appearing

in Eq. (3.28) can be approximated as sin(x)/x ≃ 1 under the condition |x| ≪ 1. Therefore, by relaxing

the identical condition of k as |k − k′| ≪ d−1, Eq. (3.28) can be approximated as

(L/d)
∑
m

g∗m,kgm,k ≃ δk,k′ , (3.29)

and then {gm,k} has a quasi-completeness. Here, since I admit an uncertainty of k in the order of

d−1, the wavenumber should have an imaginary part as k → k − iα/d, and the summation becomes∑
k → (L/d)

∑
k. The physical meaning of the nondimensional value α will be discussed later. As the

result of the above approximation, the self-energy, Eq. (3.25), becomes quasi-diagonal as

Σk,k′(ω) =
∑

m,m′

gm,k Σm,m′(ω) g∗m′,k′ ≃
d

L
δk,k′

ωLT q0
2

(q + iδ)2 − (k − iα/d)2
. (3.30)

In the same manner, the diagonal part of the correlation function, Eq. (3.18), is rewritten as∑
m

gm,k(Ωm − ω)g∗m,k′ ≃ δk,k′
d

L
[Ω(k − iα/d) − ω] , (3.31)

where the bare exciton frequency is written as

Ω(k − iα/d) = ωT +
~

2mex

[
k∥

2 +
(
k − i

α

d

)2
]

. (3.32)

Therefore, the exciton correlation function can be obtained as a diagonal form as

[G−1(ω)]k,k′ =
∑

m,m′

gm,k[G−1(ω)]m,m′g∗m′,k′ ≃ δk,k′
d

L

[
ω − Ω(k − iα/d) − ωLT q0

2

(q + iδ)2 − (k − iα/d)2

]
,

(3.33)

and the pole ω̃ = ωres − iγ is obtained for a given complex wavenumber k̃ = k − iα/d from

ω̃ = Ω(k̃) +
ωLTεbg(ω̃/c)2

εbg(ω̃/c)2 − k∥
2 − k̃2

. (3.34)

Here, we can rewrite this into the dispersion relation

c2(k∥
2 + k̃2)
ω̃2

= εbg +
εbgωLT

Ω(k̃) − ω̃
= εbg + χ(k̃, ω̃), (3.35)

which has the same form as Eq. (3.16) obtained in the bulk system. However, there remains a task to

determine the nondimensional value α and the k-selection rule that governs the discrete k values for a

finite thickness.

3.5 Self-sustaining condition

In order to determine the complex wavenumber k̃ = k − iα/d, I consider a self-sustaining condition of

exciton-photon coupled modes in a film with polariton dispersion. If the translational mass of exciton

is assumed to be infinite, there is only a single polariton mode satisfying dispersion relation (3.34) for a

given frequency ω̃, and the self-sustaining condition is simply considered as

rL rR ei2k̃d = 1, (3.36)
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Figure 3.2: Schematic view of polariton and photon fields to calculate the reflection coefficients from inside of

the film.

where rL/R is the Fresnel reflection coefficient at the left-/right-hand interface:

rL/R =
k̃ − k̃L/R

k̃ + k̃L/R

, (3.37)

and k̃L/R is the outside wavenumber defined in Eq. (3.22) by replacing ω with ω̃ = ωres − iγ. The

self-sustaining condition, Eq. (3.36), means that there is neither amplitude decay nor phase shift after a

round trip inside of the film. Actually, this intuitive method consisting the dispersion and self-sustaining

condition provides the complex wavenumber set {ω̃λ} obtained in the matrix method. However, if we

consider the exciton center-of-mass kinetic energy with finite translational mass, we must consider an

additional boundary condition (ABC) [67] besides the Maxwell boundary conditions, because there are

two wavenumbers k̃1 and k̃2 satisfying dispersion relation (3.34) for a given ω̃.

As seen in Fig. 3.2, I consider forward (A1 and A2) and backward fields (B1 and B2) for each polariton,

and two outward fields (CL and CR) from the film. In order to derive the reflection coefficients for

polariton 1 from inside of the film, I consider an incident field F1 from inside to the left interface. The

electric fields in the left-hand side, polariton 1, 2, and right-hand side are respectively written as follows:

EL(z) = CLe−ik̃Lz, (3.38a)

E1(z) = A1eik̃1(z−d) + B1e−ik̃1z(+F1e−ik̃1z only at z = 0), (3.38b)

E2(z) = A2eik̃2(z−d) + B2e−ik̃2z, (3.38c)

ER(z) = CReik̃Rz. (3.38d)

Here, I define the phase origins of the polariton modes as opposite as usual in order to avoid a numerical

divergence caused by Im[k̃i] < 0. From Eqs. (3.38), I obtain four Maxwell boundary conditions at z = 0

and z = d as

F1 + A1e−ik̃1d + B1 + A2e−ik̃2d + B2 = CL, (3.39a)

A1 + B1e−ik̃1d + A2 + B2e−ik̃2d = CR, (3.39b)

−k1(−F1 + A1e−ik̃1d − B1) − k2(A2e−ik̃2d − B2) = k̃LCL, (3.39c)

k1(A1 − B1e−ik̃1d) + k2(A2 − B2e−ik̃2d) = k̃RCR. (3.39d)
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In addition, since I consider the exciton center-of-mass wavefunction, Eq. (3.23), whose amplitudes are

zero at the interfaces, the following Pekar’s ABCs are required [67, 70]:

χ1(F1 + A1e−ik̃1d + B1) + χ2(A2e−ik̃2d + B2) = 0, (3.39e)

χ1(A1 + B1e−ik̃1d) + χ2(A2 + B2e−ik̃2d) = 0, (3.39f)

where the susceptibilities χ1 and χ2 are written as

χi =
(ck̃i)2 + (ck∥)2

ω̃2
− εbg. (3.40)

Usually, we cannot define the reflectance from inside of the film with multiple polariton modes, because

the amplitude of one mode is also transferred to the other modes after the reflection, and it also go back

to the original mode after another reflection. In order to derive the appropriate self-sustaining condition,

I consider that, as a result of the multiple reflections inside of the film, B1/F1 should be represented by

a product of the two reflection coefficients, r′L and r′R, as

B1/F1 =
∞∑

n=1

(r′Lr′R ei2k̃1d)n. (3.41)

From this relation, by solving the boundary problem [Eq. (3.39)], r′Lr′R should be represented as

r′Lr′R =
(B1/F1)e−i2k̃1d

1 + (B1/F1)
, (3.42)

and, comparing with Eq. (3.36), the self-sustaining condition for the multimode system is obtained as

r′Lr′R ei2k̃1d =
(B1/F1)

1 + (B1/F1)
= 1. (3.43)

Although this equation is satisfied only in the limit of |B1/F1| → ∞, I renew k̃1 as

k̃1 :=
−1
i2d

ln(r′L r′R) =
−1
i2d

ln
(B1/F1)e−i2k̃1d

1 + (B1/F1)
. (3.44)

in the numerical successive calculation. Actually, by simultaneously solving Eqs. (3.34) and (3.44), I can

reproduce {ωres − iγ} obtained by the correlation function method in Sec. 3.2. The calculation algorithm

is explained in App. E.

3.6 Polariton scheme

In Fig. 3.3, I show (a) dispersion relation and (b) frequency dependence of γ at thicknesses of 50,

200, and 500 nm. The poles of the exciton correlation function tensor are plotted with symbols, and

k̃ = k − iα is calculated from dispersion relation (3.34) for each ω̃ = ωres − iγ. On the other hand, the

lines are calculated by the intuitive method discussed in the previous two sections. However, the ABC

and k-selection rule are not considered in the self-sustaining condition [Eq. (3.43)] in order to show the

continuous k-dependence. This means that, instead of Eq. (3.44), I consider only the relation between α

and ω̃ for a given real k as

α =
1
4

ln
1

|rLrR|2
, (3.45)
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Figure 3.3: (a) Dispersion relation and frequency dependence of (b) radiative decay rate γ, (c) α, and (d)

apparent propagation speed γdeff at thicknesses of 50, 200, and 500 nm. The lines are calculated by solving

Eqs. (3.34) and (3.45) for a given real wavenumber k. The symbols are the poles of the exciton correlation

functions. εL = εR = εbg.

where rL/R is the reflection coefficient without the ABC, i.e., the Fresnel coefficient [Eq. (3.37)].

Eqs. (3.34) and (3.45) give solutions for arbitrary k as seen in Fig. 3.3. However, if the ABC is

considered, the solutions are obtained only for particular k satisfying self-sustaining condition (3.43).

Since dispersion relation (3.34) is rewritten as a third-order polynomial equation for ω̃ as

[ω̃ − Ω(k̃)][εbg(ω̃/c)2 − k∥
2 − k̃2] = ωLTεbg(ω̃/c)2, (3.46)

there are three solutions for a given k̃. One is an unphysical solution with negative frequency, and the

other two satisfying Eq. (3.45) are plotted in Fig. 3.3 for a given real k. One solution has an exciton-like

frequency ωres ≃ ωT with small γ, and the other has a photon-like frequency ωres ≃ ck/nbg with large

γ. These exciton-like and photon-like modes are slightly modified from the bare exciton and photon

states, respectively, because of the relatively weak exciton-photon coupling. As seen in Figs. 3.3(a) and

(b), increasing the thickness, the deviation of ωres of the exciton-like mode from ωT increases at the

phase-matching condition k ≃ nbgωT/c, and γ also increases in line with the exciton superradiance. By

using the correlation function method, only the exciton-like modes are numerically obtained, because the

photon-like modes are divergent solutions for finding the poles of the exciton correlation function tensor

[Eq. (3.18)]. This can be understood by rewriting dispersion relation (3.34) as

ω̃ − Ω(k̃) − ωLTεbg(ω̃/c)2

εbg(ω̃/c)2 − k∥
2 − k̃2

= f(ω̃, k̃) = 0. (3.47)

It is difficult to numerically find the zero points of function f(ω̃, k̃) for the photon-like solutions (k ≃
nbgωres/c), because the last term of the left-hand side (LHS) is divergent. This is the reason of the

discontinuity in Figs. 3.1(b) and (d). On the other hand, although we can find good agreements between

symbols and lines in the dispersion relation [Fig. 3.3(a)], there are some deviations of γ in Fig. 3.3(b),

especially for thickness of 50 nm and for k larger than 10 × nbgωT/c. This is because of the neglect of

ABC in the intuitive calculation method. By considering the ABC, I can obtain the exact agreement

between the two calculations under the numerical precision.

As discussed by Agranovich et al. [95], Eq. (3.45), the representation of α, is also obtained along the

calculation of radiative decay rate in the polariton scheme, which provides the radiative decay rate as

γ = αvg/d. (3.48)
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On the other hand, in the present intuitive calculation method, Eq. (3.45) is obtained from the self-

sustaining condition, and Eq. (3.48) can be obtained from dispersion relation (3.34) in particular situa-

tions. When the radiative decay rate is much smaller than the resonance frequency as γ ≪ ωres, and the

uncertainty of the wavenumber is much small as α/d ≪ k, Eq. (3.34) can be approximated as

ω = ωT +
~k2

2mex
+

ωLT q0
2

q0
2 − k∥

2 − k2
, (3.49)

γ =
~k

mex

α

d
+

2ωLTq0
2[kα/d − (k∥

2 + k2)γ/ω]

(q0
2 − k∥

2 − k2)2
. (3.50)

Here, Eq. (3.49) is just the dispersion relation in bulk system [Eq. (3.16)] under the RWA, and it gives

the group velocity as

vg =
dω

dk
=

(q0
2 − k∥

2 − k2)2~k/mex + 2ωLTq0
2k

(q0
2 − k∥

2 − k2)2 + 2εbgωLTω(k∥
2 + k2)/c2

. (3.51)

From this representation of vg, Eq. (3.48) can be obtained by rewriting Eq. (3.50) without any information

outside of the excitonic medium, which is described by self-sustaining condition (3.36) or (3.43). Although

Eq. (3.48) cannot be applied to superradiant excitons, I define an effective thickness of an exciton-photon

coupled mode as
deff = α/d = −Im[k̃]−1, (3.52)

which gives γ = vg/deff in the polariton scheme. Further, I define an apparent propagation speed of the

coupled modes as γdeff, the effective thickness divided by the radiative decay time, and it agrees with vg

in the polariton scheme.

In Fig. 3.3(c) and (d), I respectively plot the frequency dependence of α and γdeff, and also I plot

the polariton group velocity vg with bold solid lines in Fig. 3.3(d). Although γdeff of superradiant

excitons (k ≃ nbgωT/c and ωres ≃ ωT) gets larger with increasing thickness, we can find that γdeff of the

other exciton-like modes agree with vg. In other words, all the exciton-like modes without the phase-

matching condition obey the polariton scheme even at small thickness where the exciton superradiance is

maintained. This is because that the above conditions γ ≪ ωres and α/d ≪ k, which are used to derive
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Eq. (3.50), are satisfied even for those phase-mismatching modes. On the other hand, we can find that

γdeff of photon-like modes agree with c/nbg, the light speed in the background medium because of the

relatively weak exciton-photon coupling at the small thickness. As seen in Fig. 3.3(c), there are some

deviations of α between the two calculation methods for large wavenumber and for small thickness. This

is because α is determined by self-sustaining condition (3.36) or (3.44) as discussed above. On the other

hand, γdeff of the two are well agreed even for large wavenumber, because Eq. (3.48) is obtained only

from dispersion relation (3.34).

Fig. 3.4 shows the dispersion relation and frequency dependence of γ, α, and γdeff at large thicknesses

of 1.6, 2, and 3 µm. For thickness of 1.6 µm, where the exciton superradiance is maintained, γ and γdeff of

the superradiant modes are much larger than those of Fig. 3.3 obeying the exciton superradiance. On the

other hand, γdeff of photon-like modes decrease from c/nbg because of the relatively strong exciton-photon

coupling. In this thickness region near the crossover, increasing the thickness, γdeff of the superradiant

and photon-like modes gradually close to each other, and after the crossover of exciton-photon coupled

modes, the two solutions of the intuitive method split into the upper and lower branches as seen in

Fig. 3.4(a). After that, the phase-matching modes disappear from the polariton band gap, and then the

exciton superradiance is suppressed. On the other hand, the frequency dependence of γ also splits into

upper and lower branches, and γdeff gradually saturates to the polariton group velocity vg even at the

phase-matching condition. Therefore, all the modes obey the polariton scheme after the crossover. This

is the suppression mechanism of the exciton superradiance as discussed by Björk et al. [94].

3.7 Crossover condition

The crossover condition between the exciton/photon-like modes and the polariton ones can be obtained

from dispersion relation (3.34). At the phase-matching condition k∥
2 + k2 = εbgωT

2/c2, the real part of

Eq. (3.46) is written as

(ω − ωT)(ω2 − γ2 − ωT
2 + β2) − 2γ [ωγ − (ck/nbg)β] = ωLTω2, (3.53)

where β = cα/nbgd. Further, at small thickness where the exciton superradiance is maintained, the

resonance frequency obeys ωres ≃ ωT as seen in Fig. 3.3(a), and the first bracket in the LHS of Eq. (3.53)

is negligible:
γ2 − η(cα/nbgd)γ + ωTωLT/2 = 0, (3.54)

where η = ck/nbgωT is the perpendicular component of the propagation direction. When the film is thin

enough compared to the crossover thickness, the two solutions of Eq. (3.54) are obtained as

γ = (nbgωTωLT/2ηc)deff (3.55)

for the exciton-like (superradiant) mode, and

γ = η(c/nbg)/deff (3.56)

for the photon-like mode. Here, we can find that the propagation speed of the latter is the light speed

η(c/nbg) perpendicular to the layer in the background medium, and it is verified in Fig. 3.3(d), where

k∥ = 0 and then η = ck/nbgωT = 1. Since Eq. (3.55) is proportional to d and Eq. (3.56) is to d−1, these

values gradually close to each other with increasing the thickness, and they finally reach to

γdeff = ηc/2nbg, (3.57)
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which is the degenerate solution of Eq. (3.54). This is the crossover condition between exciton-/photon-

like modes and polariton ones, and it is roughly verified in Fig. 3.4(d). Since c/2nbg is the polariton

group velocity at the phase-matching condition, Eq. (3.57) means that the crossover occurs when the

apparent propagation speed γdeff of superradiant exciton reaches the group velocity c/2nbg of polariton.

Therefore, the photon created by the electron-hole recombination cannot go outside of the film without

reabsorption, when its propagation speed looks beyond the group velocity.

Fig. 3.5 shows the thickness dependence of γdeff. The solid lines are calculated by the correlation

function method, and the effective thickness deff is derived from dispersion relation (3.34) for each ω̃ =

ω − iγ. On the other hand, dashed lines are calculated by the intuitive method with ABC, i.e., by

simultaneously solving dispersion relation (3.34) and self-sustaining condition (3.44). We can verify that

the crossover occurs when γdeff of superradiant exciton reaches c/2nbg. On the other hand, Fig. 3.6

shows the frequency dependence of γdeff with continuously changing the thickness, which is calculated

by simultaneously solving Eqs. (3.34) and (3.44). When we focus on a particular mode with relatively

small mode number, ωres shifts to the lower side and γ gets larger with increasing d until its phase-

matching thickness, and around its thickness, ωres flips to the higher side with maximizing γ. After that,

ωres decreases to the band edge ωT + ωLT of the upper branch, and γ monotonally decreases. Although

the maximum value of γ gradually increases together with d in line with the exciton superradiance, it is

suppressed when γdeff reaches c/2nbg as discussed above. After the crossover, the exciton-photon coupled

modes split into upper and lower branches, and γdeff gradually decreases and saturate to the polariton

group velocity vg when we focus on a particular frequency. On the other hand, as seen in Fig. 3.6(b), γdeff

of the phase-mismatching modes agree with vg even at small thickness where the exciton superradiance

is maintained.
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This is calculated by the intuitive method with ABC.

3.8 General properties

It is worth to note that the breakdown condition, Eq. (3.57), may be applied to general situations,

for example, a excitonic layer in cavity, multiple layers separated by a transparent layer, a sphere as

discussed by Ajiki [35], and photonic crystal structures. This is because Eq. (3.57) is simply derived

from the dispersion relation, Eq. (3.34), which includes no information outside of the excitonic medium.

For a demonstration of the generality, I verify the breakdown condition for a CuCl film in vacuum,

i.e., εL = εR = 1. Fig. 3.7 shows the thickness dependence of (a) γdeff and (b) γ. The former is

calculated by the intuitive method with ABC, and the latter is by the correlation function method. As

the result of the multiple reflections inside of the film, the size enhancement of γ becomes more rapid

and the crossover thickness becomes smaller compared to Fig. 3.1, where the outside dielectric constant

is εL = εR = εbg. In other words, deff = d/α is enhanced by the multiple reflections obeying Eq. (3.45).

However, we can find that the breakdown also occurs when γdeff reaches c/2nbg as seen in Fig. 3.7(a).

On the other hand, Fig. 3.8 shows the frequency dependence of γdeff, and it also reflects the crossover

from the exciton-/photon-like modes to polariton ones as discussed above.

For a large thickness where the polariton scheme is valid, at the phase-matching condition k = nbgωT/c,

the resonance frequency has the same value as bulk polariton as

ω ≃ ωT ± ωT

√
ωLT

2ωT
, (3.58)

which is approximately obtained from Eq. (3.49). On the other hand, the crossover thickness is obtained

from the condition that Eq. (3.54) has the degenerate solution:

d/α =
c

nbg

√
2ωTωLT

=
λ

2π

√
ωT

2ωLT
, (3.59)
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where λ = 2πc/nbgωT. Therefore, the maximum value of γ of the superradiant mode is derived as

γ =
c/2nbg

d/α
= ωT

√
ωLT

2ωT
. (3.60)

This is just the frequency shift of bulk polariton at k = nbgωT/c as seen in Eq. (3.58). For the CuCl

crystal, the frequency shift is about 80 meV as seen in Fig. 3.4(a), and Eq. (3.60) can be verified in

Fig. 3.1(b) and Fig. 3.7(b), although more large γ is obtained for polariton modes just after the crossover,

and also much larger γ is obtained for photon-like modes at small thickness. However, in order to obtain

a strong and rapid nonlinear optical response, we must also consider the ratio of exciton component in

these exciton-photon coupled modes, and discuss the most suitable thickness that gives both the large

exciton nonlinearity and the rapid radiative decay.

3.9 Summary

I calculate the resonance frequency and radiative decay rate of exciton-photon coupled modes in a

film with finite thickness from weak- to strong-coupling scheme or from the exciton superradiance to the

polariton regime. One of the calculation methods is based on the exciton correlation function tensor

renormalizing the exciton-photon interaction in finite system, and I show that the exciton superradiance

is suppressed after a particular thickness, which reflects the crossover of exciton-photon coupled modes

from exciton-/photon-like to polariton ones as indicated by Björk et al. [94]. In order to elucidate the

crossover condition, I use another calculation method based on the dispersion relation in excitonic medium

and the self-sustaining condition for the complex frequency and wavenumber. In addition to reproducing

the calculation results of the former method, this method also provides the photon-like modes for all

thickness from weak- to strong-coupling scheme. By analyzing the dispersion relation, I obtain the

crossover condition, Eq. (3.57), of the exciton-photon coupled modes. This condition means that the

crossover occurs when the apparent propagation speed of superradiant exciton reaches the group velocity

of polariton. In other words, the photon emitted by electron-hole recombination cannot propagate beyond

the group velocity without the reabsorption. Further, this crossover condition may be a general condition

because its derivation needs no information outside of the excitonic medium.
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Chapter 4

Correlation Functions in Exciton-Photon

Inhomogeneous System

One of the main achievements of the QED theory for excitons explained in Chap. 2 (or the semiclassical

microscopic nonlocal theory [31]) is providing the retarded correlation functions of excitons in exciton-

photon inhomogeneous system. While it is a powerful tool for discussing nano-structured materials where

exciton center-of-mass motion is confined, its calculation method is not suited for macroscopic materials

because we must consider much number of center-of-mass motion states of excitons. On the other hand,

in the traditional calculation method connecting the electromagnetic fields in different media by the

Maxwell boundary conditions and some additional boundary conditions (ABCs), there are usually only

a few variables to be determined, and the number of unknowns is fixed regardless of the material size.

The subject of this chapter is to derive the analytical expression of the exciton correlation functions from

the information of the exciton-photon coupled modes discussed in Chap. 3, whose complex frequencies

and wavenumbers are calculated from the dispersion relation and the resonance condition described by a

boundary problem with ABCs.

4.1 Introduction

It is well known that the classical electromagnetism is completely described by the Maxwell equations

together with the Lorentz force law. However, in boundary problems for connecting the electromagnetic

fields between different media, we sometimes require additional boundary conditions (ABCs; see Ref. 22

or Sec. 1.4.2 in this thesis) in addition to the Maxwell boundary conditions, which are derived from the

Maxwell equations. This ABC problem emerges when we consider the materials that have multiple light

modes for a given frequency. The ABC problem was first pointed out by Pekar [67] for exciton-polariton

systems with exciton center-of-mass kinetic energy, and the subsequent studies have elucidated that ABCs

are uniquely obtained for the exciton center-of-mass wavefunctions that microscopically determined in

finite system with interfaces [70, 71, 72, 101], although ABCs are frequently introduced for analyzing

experimental results by phenomenological calculations. However, only a few ABCs have been derived

by such first-principle calculations, and a calculation method for deriving ABCs for general boundary

problems has not been established. On the other hand, some calculation methods without deriving ABCs

have already been established, and they are called ABC-Free theory [29] or microscopic nonlocal theory

[30, 31]. Based on the same idea of these theories, I have constructed a quantum electrodynamics (QED)

theory for excitons in inhomogeneous systems (see Ref. 78 or Chap. 2). These nonlocal theories can
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be applied to general problems for given set of elementary excitations in finite system, and a boundary

problem is reduced to a simultaneous linear equation set.

However, in other words, the present QED theory and the semiclassical microscopic nonlocal theory

require the complete set of elementary excitations in excitonic materials in principle, and, in order to

derive exciton correlation functions renormalizing the interaction with the electromagnetic fields, we must

calculate the inverse of a large matrix whose size is the number of all excitation states. One method for

reducing the matrix size is describing the contribution from non-resonant excitations, such as phonons and

higher excitons, by the background dielectric function in the Maxwell equations as ε = εbg+χex. However,

even by using this technique, we must consider large number of exciton center-of-mass motion states in

order to discuss macroscopic materials in contrast to the ABC method, where only a few unknowns are

considered regardless of the material size. Here, we should pay attention to the fact that, in Chap. 3,

the exciton-photon coupled modes could be calculated by the intuitive method based on the dispersion

relation in excitonic medium and the resonance condition described by a boundary problem with ABCs.

This intuitive method actually provided the calculation results obtained by the matrix method of the

microscopic nonlocal theory, and has a few unknown variables to be considered. Therefore, there should

be a simple calculation technique providing the same information as obtained by the microscopic nonlocal

theory, especially the retarded correlation functions of excitons, from the calculation results of boundary

problems with ABCs.

As such works connecting the two calculation frameworks, i.e., ABC theory and microscopic nonlocal

theory (ABC-free theory), the equivalent expressions of the electric field were derived from the two

frameworks for semi-infinite and slab systems in Refs. 29 and 102, respectively. Further, in the case of

spherical semiconductor nanocrystal, spectra of its cross section were calculated by ABC theory and by

the microscopic nonlocal theory in Refs. 76 and 77, and a good agreement between the two results has

been verified. The subject of this chapter is to derive the analytical expression of the exciton correlation

functions in exciton-photon inhomogeneous systems from the calculation results of boundary problem with

ABCs, which do not require the complicated calculation of large matrices. The analytical expression is

applicable to deriving the time-ordered and thermal correlation functions by the analytical continuation

with the retarded ones. Therefore, the calculation method of this chapter is useful not only for reducing

the calculation time but also for the perturbation technique based on the Feynman diagrams. However, we

should pay attention the fact that, in the boundary problem, we must use the ABC properly determined

from the exciton center-of-mass wavefunctions. In other words, if the ABC cannot be derived from

considering set of elementary excitations, the correlation functions cannot be calculated by the present

method explained in the following sections. In this chapter, the exciton center-of-mass wavefunctions are

assumed as sinusoidal functions whose amplitude is zero at interfaces. Therefore, I can use Pekar’s ABC

[67] for the boundary problem according to the discussion in Ref. 72.

4.2 Bare correlation functions

I consider a material where the translational symmetry is broken in the z direction, and s-polarized

excitons are weakly confined in a finite region. For simplicity, I consider only one relative exciton state

with eigenfrequency ωT, and denote the center-of-mass motion by index m. In the present paper, I simply
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consider that the exciton is a pure boson, and the system is linear as

Ĥex =
∑
m

~Ωmb̂†mb̂m, (4.1)

where b̂m is the annihilation operator of an exciton in state m, and Ωm is the eigenfrequency including

the center-of-mass kinetic energy. On the other hand, I consider the interaction between the excitons and

the electromagnetic fields as

Ĥint = −
∫

dz Ê(z)P̂ (z), (4.2)

where Ê(z) is the electric field and

P̂ (z) =
∑
m

Pgm(z)b̂m + H.c., (4.3)

is the excitonic polarization density. The coefficient P has the relation with the longitudinal-transverse

(LT) splitting energy of excitons as ~ωLT = |P|2/εbgε0, and gm(z) is the exciton center-of-mass wave-

function. The whole Hamiltonian is written as

Ĥ = Ĥex + Ĥint + Ĥem, (4.4)

and Ĥem describes the electromagnetic fields and the background dielectrics as treated in the QED

theory of excitons (see Chap. 2), and it provides the Maxwell wave equation with quantum fluctuation

as discussed in the QED theory of dispersive and absorptive media [21, 18].

I suppose a background system characterized by dielectric function εbg(z, ω) and a resonant contribution

from excitons inducing polarization P (z, ω). The Maxwell wave equation for Ê(z, ω) is represented as[
(∂2/∂z2) + q2(z, ω)

]
E(z, ω) = −µ0ω

2P (z, ω), (4.5)

where q2(z, ω) = εbg(z, ω)ω2/c2 − k∥
2 and k∥ is the in-plane wavenumber. This wave equation can be

rewritten as
E(z, ω) = E0(z, ω) − µ0ω

2

∫
dz′ G(z, z′, ω)P (z′, ω), (4.6)

where E0(z, ω) is the homogeneous solution of Eq. (4.5), and G(z, z′, ω) is the Green function satisfying[
(∂2/∂z2) + q2(z, ω)

]
G(z, z′, ω) = δ(z − z′). (4.7)

On the other hand, since the expectation value E = ⟨Ê⟩ of the electric field is given in the same form

as Eq. (4.6) according to the linear response theory, the retarded correlation function of Ê in the Ĥem

system corresponds to the Green’s function satisfying Eq. (4.7) as discussed in Chap. 6 of Ref. 53:

µ0ω
2G(z, z′, ω) =

∫ ∞

0

dt
eiωt

i~
⟨[Ê0(z, t), Ê0(z′, 0)]⟩em , (4.8)

where the time representation of the electric field is defined as

Ê0(z, t) ≡ eiĤemt/~Ê(z)e−iĤemt/~. (4.9)

Furthermore, under the rotating wave approximation (RWA), G(z, z′, ω) is also equal to the time-ordered

correlation function of Ê:

µ0ω
2G(z, z′, ω) ≃

∫ ∞

−∞
dt

eiωt

i~
⟨TÊ0(z, t)Ê0(z′, 0)⟩em , (4.10)
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where T is the time-ordering operator. Therefore, under the RWA, the correlation function of Ê in the

background system can be obtained by finding the Green function satisfying Eq. (4.7), which has already

been known for general multilayer systems [65] (or see App. D).

Next, I discuss the correlation functions of exciton. The exciton correlation function in Ĥex system is

derived as

G
R(0)
m,m′(ω) =

1
i~

∫ ∞

0

dt eiωt ⟨[b̂(0)
m (t), b̂(0)†

m′ (0)]⟩ex

=
δm,m′

~(ω − Ωm + iδ)
, (4.11)

where the time representation is written as

b̂(0)
m (t) ≡ eiĤext/~b̂me−iĤext/~, (4.12a)

b̂(0)†
m (t) ≡ eiĤext/~b̂†me−iĤext/~. (4.12b)

This function is identical to the time-ordered exciton correlation function as long as we do not consider

the interaction with the electromagnetic fields:

G
R(0)
m,m′(ω) = G

(0)
m,m′(ω) =

∫ ∞

−∞
dt

eiωt

i~
⟨[b̂(0)

m (t), b̂(0)†
m′ (0)]⟩ex . (4.13)

According to the linear response theory, the excitonic contribution in the optical susceptibility is derived

as a nonlocal from as [31, 78]

χ(z, z′, ω) =
−1
i~ε0

∫ ∞

0

dt eiωt ⟨[P̂0(z, t), P̂0(z′, 0)]⟩ex ,

= εbgωLT

∑
m

[
gm(z)g∗m(z′)
Ωm − ω − iδ

+
g∗m(z)gm(z′)
Ωm + ω + iδ

]
. (4.14)

This susceptibility characterizes P̂ (z, ω) at position z induced by Ê(z′, ω) at another position z′ as

P (z, ω) = ε0

∫ ∞

−∞
dz′ χ(z, z′, ω)E(z′, ω). (4.15)

Here, in the case of bulk system, we can consider the exciton center-of-mass wavefunction as gm =

eikmz/
√

L, where L is the normalization length and km = 2πm/L for m = 0, ±1, ±2, . . .. In this

situation, the nonlocal susceptibility [Eq. (4.14)] is diagonal in the k-space, but it depends not only on ω

but also on k due to the nonlocality as

χ(k, k′, ω) =
1
L

∫ ∞

−∞
dz

∫ ∞

−∞
dz′ e−ikzχ(z, z′, ω)eik′z′

= δk,k′
2εbgωLTΩ(k)

Ω(k)2 − (ω + iδ)2
= δk,k′χ(k, ω), (4.16)

where I suppose Ω(k) = Ω(−k) for simplicity. Substituting Eqs. (4.15) and (4.16) into the Maxwell wave

equation [Eq. (4.5)], we can obtain the polariton dispersion relation in bulk system as

c2(k∥
2 + k2)
ω2

= εbg + χ(k, ω). (4.17)
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4.3 Correlation functions in homogeneous system

First, I discuss the exciton correlation functions in the homogeneous exciton-photon system, i.e., in

the infinite system. Due to the translational symmetry in the z direction, the wavenumber k is a good

quantum number as well as the one in x-y plane, and the exciton center-of-mass motion should be

represented as a plane wave as gk(z) = eikz/
√

L. Therefore, it is convenient to describe all the physical

quantities in the k-space as

Êk ≡
∫ ∞

−∞
dz

e−ikz

√
L

Ê(z), (4.18)

P̂k ≡
∫ ∞

−∞
dz

e−ikz

√
L

P̂ (z) = P b̂k + P∗b̂†−k. (4.19)

Further, the interaction Hamiltonian, Eq. (4.2), is rewritten as

Ĥint = −
∑

k

P̂kÊ−k, (4.20)

and also the exciton Hamiltonian, Eq. (4.1), is represented as

Ĥex =
∑

k

~Ω(k) b̂†k b̂k. (4.21)

From these Hamiltonians, the Heisenberg equation of excitons is derived as

i~
∂

∂t
b̂k(t) = ~Ω(k)b̂k(t) − P∗Êk(t), (4.22)

and the ω-representation of the expectation ⟨b̂k(t)⟩ is obtained as

[Ω(k) − ω − iδ] ⟨b̂k(ω)⟩ = P∗Ek(ω)/~, (4.23)

where δ means the infinitesimal damping and its fluctuation operator disappears by taking the expec-

tation. On the other hand, in the homogeneous case, εbg(z) = εbg, the Green’s function G(z, z′, ω)

satisfying Eq. (4.7) is diagonal in the k-space, and easily derived as

Gk,k′(ω) ≡ 1
L

∫ ∞

−∞
dz

∫ ∞

−∞
dz′ e−ikzG(z, z′, ω)eik′z′

=
δk,k′

(q + iδ)2 − k2
. (4.24)

Therefore, Eq. (4.6) is rewritten as

Ek(ω) = E0(k, ω) − µ0ω
2
P ⟨b̂k(ω)⟩ + P∗ ⟨b̂†−k(ω)⟩

(q + iδ)2 − k2
. (4.25)

Substituting this into Eq. (4.23), the self-consistent equation for the exciton amplitude is obtained as

[Ω(k) + Σk(ω) − ω − iδ] ⟨b̂k(ω)⟩ + e−i2θΣk(ω) ⟨b̂†−k(ω)⟩ = P∗E0(k, ω)/~, (4.26)

where θ is the phase of P, and the self-energy Σk(ω) is represented as

Σk(ω) =
ωLTω2

(ω + iδ)2 − v2k2
, (4.27)

where v ≡ c/
√

εbg is the light speed in the background medium. Further, together with the equation for

b̂†−k(ω) = {b̂−k(−ω∗)}†, this equation is rewritten as[
Ω(k) + Σk(ω) − ω − iδ e−i2θΣk(ω)

ei2θΣk(ω) Ω(k) + Σk(ω) + ω + iδ

] [
⟨b̂k(ω)⟩
⟨b̂†−k(ω)⟩

]
=

[
P∗

P

]
E0(k, ω)/~, (4.28)
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and, according to the linear response theory, the retarded correlation functions of excitons are obtained

as the inverse of the coefficient matrix as[
GR

11,k(ω) GR
12,k(ω)

GR
21,k(ω) GR

22,k(ω)

]
=

−1/~
Ω(k)2 − (ω + iδ)2 + 2Ω(k)Σk(ω)

×
[
Ω(k) + Σk(ω) + ω + iδ −e−i2θΣk(ω)

−ei2θΣk(ω) Ω(k) + Σk(ω) − ω − iδ

]
, (4.29)

where these correlation functions are defined as

i~GR
11,k(t − t′) ≡ θ(t − t′) ⟨[b̂k(t), b̂†k(t′)]⟩ , (4.30a)

i~GR
12,k(t − t′) ≡ θ(t − t′) ⟨[b̂k(t), b̂−k(t′)]⟩ , (4.30b)

i~GR
21,k(t − t′) ≡ θ(t − t′) ⟨[b̂†−k(t), b̂†k(t′)]⟩ , (4.30c)

i~GR
22,k(t − t′) ≡ θ(t − t′) ⟨[b̂†−k(t), b̂−k(t′)]⟩ . (4.30d)

4.4 Correlation functions in inhomogeneous system

Next, I discuss the correlation functions in exciton-photon inhomogeneous system. Due to the interac-

tion with the electromagnetic fields, the bare center-of-mass motion states of excitons are not diagonalized

in such systems, although the wavenumber is a good quantum number in homogeneous system as dis-

cussed in the previous section. Therefore, I represent the correlation function as the matrix form GR
ij(ω)

on basis of the center-of-mass motion states, where i, j = {1, 2} are the indices used in Eqs. (4.30). As the

result of Ref. 78, the retarded correlation functions in inhomogeneous system is obtained by the matrix

inversion as [
GR

11(ω) GR
12(ω)

GR
21(ω) GR

22(ω)

]−1

= −~
[

S(ω) Σ′(ω)
{Σ′(−ω∗)}∗ {S(−ω∗)}∗

]
(4.31)

the matrix S(ω) is defined as

Sm,m′ ≡ (Ωm − ω − iδ)δm,m′ + Σm,m′(ω). (4.32)

Further, the self-energy tensors Σ(ω) and Σ′(ω) are derived as

Σm,m′(ω) = εbgωLT(ω/c)2
∫ ∞

−∞
dz

∫ ∞

−∞
dz′ g∗m(z)G(z, z′, ω)gm′(z′), (4.33a)

Σ′
m,m′(ω) = e−i2θεbgωLT(ω/c)2

∫ ∞

−∞
dz

∫ ∞

−∞
dz′ g∗m(z)G(z, z′, ω)g∗m′(z′). (4.33b)

These describe the retarded interaction not only between the same exciton states (m = m′) but also

between the different states (m ̸= m′).

In a numerical demonstration, I consider a CuCl film with thickness d, and suppose the background

dielectric constant εbg = nbg
2 = 5.59 inside of the film. In the case that the background is a homogeneous

medium, εbg(z) = εbg, the Green’s function satisfying Eq. (4.7) is obtained by the Fourier transform of

Eq. (4.24) as

G(z, z′, ω) =
eiq|z−z′|

i2q
. (4.34)

On the other hand, as discussed in Ref. 65 (or in App. D), in general multilayer systems, the Green’s

function from a focusing layer to the same one is written as

i2qG(z, z′, ω) = eiq|z−z′| + eiqzR̃L

[
eiqz′

+ eiqdR̃Reiq(d−z′)
]
M̃

+ e−iq(z−d)R̃R

[
eiq(d−z′) + eiqdR̃Leiqz′

]
M̃, (4.35)
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where I consider that the left interface of the focusing layer is at z = 0, and right at z = d. In Eq. (4.35),

R̃L/R is the generalized reflection coefficient [65] from the focusing layer to the left-/right-hand interface,

and M̃ = [1−R̃LR̃Rei2qd]−1. In the case of three-layer systems where the background dielectric constants

are respectively given as εL, εbg, and εR, when we focus on the middle layer, R̃L/R is simply expressed

as the Fresnel reflection coefficient:

R̃L/R =
q − kL/R

q + kL/R
, (4.36)

where kL/R is the wavenumber in the left/right region:

kL/R =
[
εL/R(ω/c)2 − k∥

2
]1/2

. (4.37)

In this chapter, I discuss only the fields perpendicular to the layers, i.e., k∥ = 0, and I consider the

wavefunctions of the exciton center-of-mass motion as sinusoidal functions whose amplitudes are zero at

the interfaces of the focusing layer:

gm(z) =

{√
2/d sin(kmz) 0 < z < d

0 otherwise
(4.38)

where km = mπ/d, m = 1, 2, . . .. The exciton translational mass is mex = 2.3m0, where m0 is the free

electron mass. The bare exciton frequencies are given as ~ωT = 3.2022 eV and Ωm = ωT + ~km
2/2mex.

The LT splitting energy is ~ωLT = 5.7 meV.

4.5 Analytical expression of correlation functions

As explained in Sec. 4.1, in principle, the nonlocal theory requires the complete set of elementary

excitations in excitonic materials, and, in order to derive the exciton correlation functions, we must

numerically calculate the inverse of a large matrix whose size is the number of all excitation states.

Therefore, even by using the technique describing nonresonant contributions as background media, a

large number of exciton center-of-mass motion states must be considered in order to discuss macroscopic

materials. For example, in the case of CuCl film with 1 µm thickness, about 500 states of exciton

center-of-mass motion must be considered for good numerical precision. The required number of states

is doubled, if we double the film thickness. On the other hand, as discussed in Chap. 3, the poles of the

correlation functions can be calculated from the dispersion relation and self-sustaining condition with

ABC, which do not require the numerical calculation of large matrices.

As seen in Eq. (4.29), the divergence condition of the correlation function in bulk system is written

as Ω(k)2 − (ω + iδ)2 + 2Ω(k)Σk(ω) = 0, and we can find that it is just identical to Eq. (4.17), the

dispersion relation of bulk polaritons. Therefore, the pole ω̃ = ωres − iγ of correlation functions in

inhomogeneous system can be reflected by replacing k with the complex wavenumber k̃ = k − ideff
−1,

which satisfies Eq. (4.17) together with ω̃. This means that the exciton correlation function GR
ij,mm′(ω)

in inhomogeneous system could be represented with that in homogeneous system [GR
ij(k, ω), Eq. (4.29)]

as
GR

ij,mm′(ω) =
∑

λ

GR
ij(k̃λ,1, ω)Cλv∗

m({k̃λ,i})vm′({k̃λ,i}), (4.39)

where λ denotes an exciton-photon coupled mode, Cλ is the weight of exciton component in state λ, and

vm({k̃λ,i}) is the base transformation coefficient from λ to a exciton center-of-mass motion state m. In
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the limit of infinite system, the coefficient should become vk({k̃λ,i}) = δkλ,k, and then Eq. (4.39) becomes

GR
ij,kk′(ω) = δk,k′GR

ij(k, ω)[CUBP + CLBP], (4.40)

where CUBP and CLBP are the exciton components of upper and lower branch polariton states, respec-

tively. When we consider CUBP/LBP as the Hopfield coefficient [19], CUBP + CLBP = 1 is obtained, and

then Eq. (4.40) becomes identical to the bulk one.

From Eq. (3.38), the field representation in the ABC problem of self-sustaining condition, the polariton

field of an exciton-photon coupled mode λ should be written as

P ({k̃λ,i}, z) =
2∑

i=1

χλ,i

[
Aλ,ieik̃λ,i(z−d) + Bλ,ie−ik̃λ,iz

]
. (4.41)

Therefore, the transformation coefficient vm({k̃λ,i}) is obtained as

vm({k̃λ,i}) =
1

Nλ

∫ d

0

dz P ({k̃λ,i}, z)g∗m(z), (4.42)

where Nλ is the factor for the normalization condition (without the orthogonality)∑
m

vm({k̃λ,i})v∗m({k̃λ,i}) = 1. (4.43)

Since I consider the exciton center-of-mass wavefunction as Eq. (4.38) , the coefficient is represented as

vm({k̃λ,i}) =
2∑

i=1

χλ,i

Nλ

√
2
d

∫ d

0

dz
[
Aλ,ieik̃λ,i(z−d) + Bλ,ie−ik̃λ,iz

]
sin(qmz)

=
2∑

i=1

χλ,i

Nλ

√
2
d

[(−1)mAλ,i − Bλ,i]
qm

k̃λ,i
2 − qm

2

[
e−i(k̃λ,i−qm)d − 1

]
, (4.44a)

v∗m({k̃λ,i}) =
2∑

i=1

χλ,i

Nλ

√
2
d

[(−1)mAλ,i − Bλ,i]
qm

k̃λ,i
2 − qm

2

[
ei(k̃λ,i−qm)d − 1

]
. (4.44b)

Here, it is worth to note that we must not use the conjugate of the complex wavenumber k̃λ,i in the latter

representation, and also χλ,i, Aλ,i, and Bλ,i are not changed, because they are determined by k̃λ,i and ω̃λ.

Further, the normalization factor Nλ is determined from these representations for satisfying Eq. (4.43).

4.6 Numerical verification

As demonstrations, I numerically calculated the exciton correlation function GR
11,mm′(ω) by the matrix

inversion method and from the phenomenologically introduced analytical expression, Eq. (4.39). Figs. 4.1

- 4.6 show the comparison of the two calculation results. In these calculations, I used Eq. (4.38) as the

exciton center-of-mass wavefunction, and considered that the CuCl film is existing in vacuum. As seen

in these figures, it can be said that Eq. (4.39) provides a good approximation of the exciton correlation

functions for nano- to macro-scale thicknesses. However, as seen in Fig. 4.5, there are some deviations

between the two calculation results. Although the deviations are five orders of magnitude smaller than the

maximum value (about 10000 in Fig. 4.5), the deviation significantly modifies the spectra of correlation

functions for nonresonant exciton states (m = 3, 12, and 61 are the resonant exciton states for d = 100,

1000, and 5000 nm, respectively). In the application of the analytical expression into the nonlinear and

thermal processes of excitons in inhomogeneous systems, these deviations may significantly affect the

calculation results.
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Figure 4.1: Imaginary part of exciton correlation

function. d = 100 nm, m = 1, m′ = 1.
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Figure 4.2: Imaginary part of exciton correlation

function. d = 1000 nm, m = 12, m′ = 12.
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Figure 4.3: Imaginary part of exciton correlation

function. d = 100 nm, m = 1, m′ = 3.
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Figure 4.4: Imaginary part of exciton correlation

function. d = 1000 nm, m = 12, m′ = 10.
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Figure 4.5: Imaginary part of exciton correlation

function. d = 100 nm, m = 3, m′ = 3.
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Figure 4.6: Imaginary part of exciton correlation

function. d = 5000 nm, m = 61, m′ = 61.
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4.7 Discussion

In the matrix inversion method, the calculation time is proportional to the third power of the number of

considered exciton states. In contrast, in the analytical method based on the poles of correlation functions,

the calculation time is linearly proportional to the number of states when we calculate the poles {ω̃λ}
(or complex wavenumber {k̃λ,i}) from the dispersion relation and the self-sustaining condition. However,

there remains a little deviation from the results of the matrix inversion method. In order to remove the

deviation, the analytical expression of the correlation functions should be systematically derived from

Eq. (4.31), the strict expression, although Eq. (4.39) has been intuitively introduced in this thesis.

As part of the derivation of the analytical expression represented with the poles {ω̃λ} or the complex

wavenumbers {k̃λ,i}, in Chap. 3, I numerically verified the equivalence between the correlation function

method for calculating {ω̃λ} and the intuitive method for the poles, which is based on the dispersion

relation and the self-sustaining condition. The derivation of the analytical expression has close connections

with the discussion of the microscopic derivation of ABCs [70, 71, 72] and also with the equivalence

between ABC theory and ABC-Free theory (microscopic nonlocal theory) [29, 102]. From the detailed

analytical calculations in these previous works, the equivalence of the two calculation methods for poles

would be verified systematically, and also the analytical expression of correlation functions would be

derived precisely. These tasks are essential for the perturbation calculations based on the correlation

functions obtained in the present QED theory.

Although Pekar’s ABC [67] was used for the actual calculations in this chapter, other ABCs can also

be treated in the self-sustaining condition, if the ABCs have been properly derived from the microscopic

viewpoint. In other words, in order to apply the present analytical method into practical problems in the

future, the general derivation method of ABCs from given exciton center-of-mass wavefunctions should

be established. Further, in addition to the excitonic layer considered in this chapter, the present method

can be applied to other structures, such as multilayers, spheres, photonic crystals, and so on. If the

analytical expression of the retarded correlation functions of excitons is properly obtained, the time-

ordered and temperature correlation functions would be derived by the analytic continuation, and then

the present method could be applied to the discussions of nonlinear and thermal processes in exciton-

photon inhomogeneous systems.
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Chapter 5

Conclusion

In the present thesis, for the future discussions of nonclassical light generation from condensed mat-

ters and of nonclassical states of exciton-polaritons, I have constructed (1) QED theory of excitons in

inhomogeneous systems. Although I discussed the present QED theory only under the linear response

scheme, this theory would extended to a calculation method applicable to general perturbation in the

exciton-photon inhomogeneous systems, because the retarded correlation functions of excitons can be ob-

tained by the present QED theory. In order to derive time-ordered and thermal correlation functions by

the analytical continuation from the retarded ones, I tried to obtain the poles of the retarded correlation

functions in the exciton-photon inhomogeneous system. A pole is characterized by a resonance frequency

and a radiative decay rate, and, as a part of the discussion of the poles, I have explicitly elucidated the

condition of (2) crossover of radiative decay schemes of excitons. Last, from the obtained information

of the poles, I discussed (3) analytical expression of exciton correlation functions in the exciton-photon

inhomogeneous systems for the future development of general perturbation theory. I summarize these

topics in Sec. 5.1, and finally I suggest the remaining problems and the future perspectives in Sec. 5.2.

5.1 Summary

From the following three research works in this thesis, it can be said that a QED theory for excitons with

center-of-mass motion and nonradiative damping in arbitrary-structured 3D systems has been established

including the actual calculation method for practical materials. Further, although the present thesis

concentrated on only the linear optical process of excitons, the present QED theory has already been

applied to the theoretical study of entangled-photon generation from nano-structures [46], and also has

a potential to provide a systematic calculation method for general perturbation in the exciton-photon

inhomogeneous systems, because the exciton correlation functions can be obtained in the present theory.

(1) QED theory of excitons in inhomogeneous systems

I have constructed a QED theory for excitons whose center-of-mass motion is confined in arbitrary-

structured 3D dielectrics, and therefore it can be applied to optical processes of excitons from nano-

structures to bulk-like systems. This theory is based on the two theoretical frameworks: the series of

QED theories for dispersive and absorptive dielectrics [21, 18], and the semiclassical microscopic nonlocal

theory [31]. In the same line as the former, the present theory has a good correspondence with the

fluctuation dissipation theorem, and it provides the retarded correlation functions of excitons and of

electromagnetic fields in the inhomogeneous systems. Further, in the same line as the nonlocal theory,



60 Chapter 5 Conclusion

the present theory reduces the problem into a linear equation set, although the previous QED theories

[23, 24, 25, 26, 27, 28] for spatially-dispersive media are based on the Maxwell wave equations with

nonlocal susceptibility, which is an integro-differential equation. Compared to the semiclassical nonlocal

theory [31], the present theory considers the fluctuation operators due to the exciton and background

nonradiative damping, which do not appear in the semiclassical framework.

(2) Crossover of radiative decay schemes of excitons

According to Fermi’s golden rule, the radiative decay rate of excitons increases together with the crystal

size (exciton superradiance). However, in a thick film where the exciton-polariton picture is suited, the

decay rate is inversely proportional to the thickness, because the decay time should be proportional to

the time of flight of polaritons. The present thesis explicitly provides the crossover condition between

these two radiative decay schemes. The condition means that the crossover occurs when an apparent

propagation speed of superradiant excitons reaches the group velocity of polaritons. In other words, the

photon emitted by the electron-hole recombination cannot go outside of the film without reabsorption,

when the propagation speed looks beyond the polariton group velocity. I used two methods to calculate

the thickness dependence of the radiative decay rate and resonance frequency of exciton-photon coupled

modes. One method is calculating the poles of exciton correlation functions, which are obtained by the

present QED theory in Topic (1). The other is an intuitive method based on the dispersion relation

and self-sustaining condition for the exciton-photon coupled mode, which is characterized by a complex

frequency and a complex wavenumber. I verify that the latter method actually reproduces results of the

former, and the crossover condition has been obtained by analyzing the dispersion relation of the latter.

(3) Correlation functions in exciton-photon inhomogeneous systems

While the retarded correlation functions of excitons are evaluated by matrix inversion in the present

QED theory, I have shown an analytical expression of it, which is represented with the complex wavenum-

bers and wavefunctions of polariton fields obtained in Topic (2). The calculation of the poles can be

performed in a finite time regardless of the crystal size, although, in the matrix inversion method, the

calculation time increases together with the crystal size. I have numerically demonstrated that the an-

alytical expression shows good agreement with the strict correlation functions calculated by the matrix

inversion method. However, there remains a little deviation from the strict results. By deriving the

precise analytical expression and obtaining time-ordered and thermal correlation functions, we can apply

the present QED theory into nonlinear, relaxation, emission processes of excitons or exciton-polaritons in

inhomogeneous systems. It is worth to note that the calculation method of poles is based on a boundary

problem with ABCs, although ABCs are not required in the microscopic nonlocal theory in principle.

This means that we must use proper ABCs corresponding to the considering center-of-mass wavefunctions

in the pole calculation.

5.2 Remaining problems and future perspectives

As seen in Chap. 2, the present QED theory considers the excitons as pure bosons, and describes

only its linear optical process under the discussion in the present thesis. In order to apply this theory

into nonlinear or relaxation processes, we must introduce exciton-exciton interactions as performed in
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the semiclassical framework [34, 37, 31] or in Ref. 46, where the entangled-photon generation from nano-

structures has been discussed by using the present QED theory. While the phenomenological introduction

of the exciton-exciton interactions is useful for simplicity and qualitative discussions, the representation

of the interaction should also be derived from the non-bosonic property of excitons by considering a

general electron-hole system as discussed in Refs. 103, 104, and 105. Although the exciton correlation

functions obtained in the present QED theory is useful for discussing nonlinear and relaxation processes

if the representation of the exciton-exciton interaction is properly obtained, the nonlinearity may not be

described as the exciton-exciton interaction in particular problems. In such situations, we must rediscuss

the present QED theory for non-bosonic excitons, and derive the correlation functions under the first-

order perturbation in the exciton-photon interaction.

There is another problem whether the exciton-photon interaction should be represented as the product

of current density and vector potential J(r) ·A(r) or the one of polarization and electric field P (r) ·E(r).

As explained in Chap. 2, the latter representation includes the exchange interaction between electrons

and holes or the dipole-dipole interaction, which is the origin of the exciton LT splitting. The present

QED theory does not consider the second term of Eq. (2.2), which is proportional to the square of A(r),

in deriving the motion equation of excitons. As the result of this approximation, I assume ω ≃ ωµ in

deriving Eq. (2.37), and the polariton dispersion relation [Eq. (3.34)] cannot be properly derived if only

J(r) · A(r) is considered. On the other hand, although representation P (r) · E(r) correctly provides

Eq. (3.34), its representation is only an approximation under the resonant linear optical process. This

problem concerning the interaction representation should be discussed in detail by considering the gauge

transformation as discussed in Ref. 16, or by considering A(r)2 term as in Refs. 19 and 31.

As seen in Chap. 3, the method based on the dispersion relation and the self-sustaining condition

was intuitively introduced, although it exactly provides the same complex frequencies as calculated by

the correlation function method in numerical precision. The equivalence of the two methods should be

systematically verified by a detailed analysis of the correlation function method. Further, such analysis

will provide a precise expression of the retarded correlation functions of excitons, while only its approxi-

mation was intuitively proposed in Chap. 4. In these analytical discussions, some calculation ideas would

be obtained from the previous studies about the first-principle derivations of ABCs [70, 71, 72] and the

equivalence between ABC theory and ABC-free theory (microscopic nonlocal theory) [29, 102]. Although,

in the self-sustaining condition, we must use additional boundary conditions (ABCs) properly determined

from the exciton eigenstates, only a few ABCs have been derived from the first-principle calculations.

The general ABC derivation method should also be developed for the future applications.

From the precise expression of the retarded functions, the time-ordered and thermal ones are derived

by the analytic continuation. The former can be applied to discussing general nonlinear processes by

using the Feynman diagram technique, while the retarded and time-ordered correlation functions are

identical under the rotating-wave approximation. On the other hand, the thermal correlation functions

can be applied to, for example, the discussion of BEC of excitons or polaritons including the exciton-

photon interaction in inhomogeneous systems. However, for such discussions, we must consider the

quasi-thermal equilibrium state, where only the excitonic system is in equilibrium and the radiation one

is not. When we simply connect to the thermal correlation function from the retarded one analytically, it

represents the full equilibrium state including the radiation system, i.e., the thermal radiation. Therefore,

the analytical continuation to the thermal correlation function in the quasi-equilibrium should also be

developed for the future applications.
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Appendix A

Retarded Correlation Function

Retarded correlation (Green’s) function is an essential concept not only in this thesis but also in general

physics. In this appendix, I explain its basic knowledge, i.e., the relation with the linear response theory,

Kramers-Kronig relations, and Langevin equation.

A.1 Linear response theory

The linear response theory is the first-order perturbation theory providing physical quantities modu-

lated by perturbation, and their coefficients are represented by the retarded correlation functions. More

detailed discussions are shown in Chap. 5 of Ref. 106, Appendix 2 of Ref. 107, and many other textbooks.

I consider a perturbation H ′, an unperturbed system H0, and the density matrix ρ0 in thermal equi-

librium of H0 system. In the interaction representation, H ′ and the density matrix ρ(t) in whole system

are written as
H̃ ′(t) = eiH0t/~H ′e−iH0t/~, (A.1)

ρ̃int(t) = eiH0t/~ρ(t)e−iH0t/~, (A.2)

and the density matrix is modulated by the perturbation as

i~
∂ρ̃int(t)

∂t
=

[
H̃ ′(t), ρ̃int(t)

]
(A.3)

ρ̃int(t) = ρ0 +
1
i~

∫ t

−∞
dt′

[
H̃ ′(t′), ρ̃int(t′)

]
(A.4)

= ρ0 +
1
i~

∫ t

−∞
dt′

[
H̃ ′(t′), ρ0

]
+ O(H ′2). (A.5)

Therefore, when we suppose the perturbation as the product of external field f and internal quantity B

as
H ′ = Bf(t), (A.6)



64 Appendix A Retarded Correlation Function

the expectation value of quantity A is derived in the first-order perturbation as

⟨A(t)⟩ ≃ ⟨A⟩0 +
1
i~

∫ t

−∞
dt′ tr

{[
H̃ ′(t′), ρ0

]
Ã(t)

}
(A.7)

= ⟨A⟩0 +
1
i~

∫ t

−∞
dt′

⟨[
Ã(t), H̃ ′(t′)

]⟩
0

(A.8)

= ⟨A⟩0 +
1
i~

∫ t

−∞
dt′

⟨[
Ã(t), B̃(t′)

]⟩
0
f(t′) (A.9)

=
∫ ∞

−∞
dt′ GR(t − t′)f(t′), (A.10)

where GR(t − t′) is the retarded correlation function between A and B:

GR(t − t′) =
θ(t − t′)

i~

⟨[
Ã(t), B̃(t′)

]⟩
0
. (A.11)

Further, the Fourier transform of A(t) is written as∫ ∞

−∞
dt

eiωt

2π
⟨A(t)⟩ = ⟨A(ω)⟩ ≃ GR(ω)f(ω) = GR(ω)

∫ ∞

−∞
dt

eiωt

2π
f(t), (A.12)

where the ω-representation of the retarded correlation function is defined as

GR(ω) ≡
∫ ∞

−∞
dt eiω(t−t′)GR(t − t′) =

1
i~

∫ ∞

t′
dt eiω(t−t′)

⟨[
Ã(t), B̃(t′)

]⟩
0
. (A.13)

We should pay attention to the fact that the factor (2π)−1 does not appear in this definition in contrast

to Eq. (A.12).

In this way, according to the linear response theory, by calculating the retarded correlation function

(A.11) or (A.13), the expectation value of physical quantity A can be directly obtained from external

field f as Eq. (A.10) or (A.12).

A.2 Kramers-Kronig Relations

As explained in the previous section, a retarded correlation function plays as a response function

having the causality (providing a finite value only for t > t′). In this section, I explain the Kramers-

Kronig relations, which is derived by the causality of response functions. More detailed discussions are

shown in Sec. 7.10 of Ref. 68, Chap. XII of Ref. 50, and many other textbooks.

I consider the above response relations (A.10) and (A.12). First, if the response function GR(t) is a

real function, we obtain the following equation:

GR(ω) = {GR(−ω∗)}∗ = GR∗
(−ω). (A.14)

Further, when the frequency is complex as ω = ω1 +iω2, GR(ω) [(A.13)] is a regular function for ω2 > 0 if

GR(t) is real and continuous, although GR(ω) diverges for ω2 < 0. This is because the real and imaginary

parts of GR(ω) = GR
1 (ω) + iGR

2 (ω) are written as

GR
1 (ω) =

∫ ∞

0

dt cos(ω1t)e−ω2tGR(t), (A.15a)

GR
2 (ω) =

∫ ∞

0

dt sin(ω1t)e−ω2tGR(t), (A.15b)
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and then they satisfy the Cauchy-Riemann equations

∂GR
1

∂ω1
=

∂GR
2

∂ω2
, (A.16a)

∂GR
1

∂ω2
= −∂GR

2

∂ω1
. (A.16b)

On the other hand, from the physical viewpoint, the response function GR(t) should vanish in the limit

of t → ∞. Further, I consider GR(t) is differentiable at t = 0+. In this situation, by partially integrating

Eq. (A.13), GR(ω) is written as

GR(ω) =
[
iGR(t)

ω
+

1
ω2

dGR(t)
dt

+ · · ·
]

t→0+

. (A.17)

Since the response function gives GR(0−) = 0 for the causality, we obtain GR(0+) = 0 owing to the

continuity. Therefore, the first term of (A.17) is zero, and we obtain for enoughly large ω as

GR
1 (ω) = O(ω−2), (A.18a)

GR
2 (ω) = O(ω−3). (A.18b)

As the result, GR(ω) vanishes in the limit of |ω| → ∞.

Since GR(ω) is regular for ω2 > 0 and vanishes at ω → ∞, we obtain the equation as

1
iπ

∫ ∞

−∞
dω′ GR(ω)

ω′ − ω + i0
= 0. (A.19)

Here, by using the equality
1

x ± i0
= P

1
x
∓ iπδ(x), (A.20)

we can derive the following relation

P
iπ

∫ ∞

−∞
dω′ GR(ω)

ω′ − ω
− GR(ω) = 0 (A.21)

P
π

∫ ∞

−∞
dω′ GR

2 (ω) − iGR
1 (ω)

ω′ − ω
= GR

1 (ω) + iGR
2 (ω), (A.22)

where P means the primitive integration. Therefore, we can obtain the Kramers-Kronig relations:

GR
1 (ω) =

P
π

∫ ∞

−∞
dω′ GR

2 (ω′)
ω′ − ω

, (A.23a)

GR
2 (ω) = −P

π

∫ ∞

−∞
dω′ GR

1 (ω′)
ω′ − ω

. (A.23b)

These relations are derived from the causality of the response function.

A.3 Langevin equation

Last, I discuss the response relation of dispersive systems, which have tight connection with the QED

theory for dielectrics. In order to discuss such systems, we must consider the Langevin equation, and its

detailed explanation is shown in Chap. 15 of Ref. 108, Ref. 109, or other textbooks.

In this section, I consider boson operator â with eigenfrequency Ω, and it interacts with reservoir of

oscillators b̂j with frequency ωj . The unperturbed Hamiltonian is written as

H0 = ~Ωâ†â +
∑

j

~ωj b̂
†
j b̂j + ~

∑
j

(
gj â

†b̂j + g∗j b̂†j â
)

. (A.24)
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The Heisenberg equations are derived as

∂

∂t
â(t) = −iΩâ(t) − i

∑
j

gj b̂j(t), (A.25a)

∂

∂t
b̂j(t) = −iωj b̂j(t) − ig∗j â(t). (A.25b)

The latter differential equation is solved as

b̂j(t) = b̂j(t0)e−iωj(t−t0) − ig∗j

∫ t

t0

dt′ e−iωj(t−t′)â(t′), (A.26)

and, by substituting it into the former equation, we obtain

∂

∂t
â(t) = −iΩâ(t) −

∫ t

t0

dt′
γ(t − t′)

2
â(t′) + f̂(t), (A.27)

where γ(t − t′) and f̂(t) are respectively defined as

γ(t − t′)
2

≡
∑

j

|gj |2e−iωj(t−t′) =
γ∗(t′ − t)

2
, (A.28)

f̂(t) ≡ −i
∑

j

gj b̂j(t0)e−iωj(t−t0). (A.29)

The commutation relation of f̂(t) is derived as[
f̂(t), f̂†(t′)

]
=

γ(t − t′)
2

. (A.30)

Here, for a simple example, I suppose that γ(t − t′) has no value except for t = t′ as

γ(t − t′)
2

= Γδ(t − t′). (A.31)

This treatment is called the Markov approximation, and Eq. (A.27) is rewritten as

∂

∂t
â(t) = −iΩâ(t) − Γ

2
â(t) + f̂(t). (A.32)

The Markov approximation means that â does not keep its previous memory, and its amplitude does not

return to â. Therefore, the amplitude monochromatically decreases. Eq. (A.32) is called the Langevin

equation, and f̂ is the fluctuation operator. Here, Eq. (A.32) is solved as

â(t) = â e−i(Ω−iΓ/2)(t−t0) +
∫ t

t0

dt′ e−i(Ω−iΓ/2)(t−t′)f̂(t′), (A.33)

and then, for t > t′, the commutation relation between â(t) and â†(f ′) is derived as

[â(t), â†(t′)] = e−iΩ(t−t′)−Γ (t+t′−2t0)/2 + Γ

∫ t

t0

ds

∫ t′

t0

ds′ e−i(Ω−iΓ/2)(t−s)ei(Ω+iΓ/2)(t′−s′)δ(s − s′)

= e−iΩ(t−t′)−Γ (t+t′−2t0)/2 + Γ e−iΩ(t−t′)−Γ (t+t′)/2

∫ t′

t0

ds eΓs

= e−iΩ(t−t′)−Γ (t−t′)/2. (A.34)

We can see that this correctly provides the equal-time commutation relation [â(t), â†(t)] = 1, which

must identical to that in the Schrödinger representation. On the other hand, it is worth to note that, if



A.3 Langevin equation 67

the Langevin equation (A.32) does not have the fluctuation operator f̂(t), the equal-time commutation

relation does not match with the Schrödinger one. From Eq. (A.34), the retarded correlation function of

â is obtained as

GR(t − t′) ≡ θ(t − t′)
i~

⟨[
â(t), â†(t′)

]⟩
0

=
θ(t − t′)

i~
e−iΩ(t−t′)−Γ (t−t′)/2, (A.35)

GR(ω) =
1

~(ω − Ω + iΓ/2)
(A.36)

As discussed in the previous section, this function has the extreme value Ω − iΓ/2 in the lower half side

of the complex ω-plane, because Eq. (A.28) provides a real positive value for t = t′.

Last, I show the ω Fourier transform of the Langevin equation (A.32). By defining the Fourier trans-

forms of â(t) and f̂(t) as

â(ω) ≡ 1
2π

∫ ∞

−∞
dt eiωtâ(t) (A.37)

f̂(ω) ≡ 1
2π

∫ ∞

−∞
dt eiωtf̂(t), (A.38)

Eq. (A.32) is rewritten as

â(ω) =
f̂(ω)

iΩ + γ(ω)/2 − iω
, (A.39)

where I consider that the interaction between â and b̂ initially exists as t0 → ∞, and γ(ω) is defined as

γ(ω) =
∫ t

−∞
dt′ eiω(t−t′)γ(t − t′) =

∫ ∞

0

dt eiωtγ(t). (A.40)

From Eq. (A.28), we obtain the relation

γ∗(ω) =
∫ ∞

0

dt e−iωtγ∗(t) =
∫ ∞

0

dt e−iωtγ(−t) =
∫ 0

−∞
dt eiωtγ(t), (A.41)

and the the commutation relation of f̂(ω) is obtained as[
f̂(ω), f̂†(ω′)

]
= δ(ω − ω′)

1
2π

∫ ∞

−∞
dt eiωt γ(t)

2
= δ(ω − ω′)

1
2π

γ(ω) + γ∗(ω)
2

. (A.42)
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Appendix B

Vacuum Fluctuation in QED of Dielectrics

In this appendix, I discuss the source of the vacuum fluctuation in the QED theory for dispersive

and absorptive dielectrics established in the pioneering work by Huttner and Barnett [21]. As seen in

Eq. (1.11) or (1.26), the commutator of noise operator ĴNT(z, ω) vanishes in the limit of zero absorption

Im[ε(ω)] → 0. However, as see in Eq. (1.27), the commutator of the vector potential Â(z, ω) does not

vanish in the same limit, and then we must take the zero absorption limit after expectation values of

focusing observables are obtained. Although this result reflects the existence of the vacuum fluctuation in

the electromagnetic fields, the noise operator ĴNT(z, ω) should describe only the fluctuation originating

from the absorption in dielectrics. Therefore, there is a following question: What describes the vacuum

fluctuation in the series of QED theories?

I consider a homogeneous medium with dielectric function ε(ω), and discuss transverse fields propa-

gating in the z direction. The Maxwell wave equation for the vector potential Â(z, ω) is represented in

Eq. (1.20) with noise operator ĴNT(z, ω). This operator satisfies commutation relation (1.26), and the

one of Â(z, ω) is derived as Eq. (1.27). Since the Green’s function G0(z, z′, ω) satisfying Eq. (1.24) is

represented as Eq. (1.25), the vector potential is written from Eq. (1.23) as

Â+(z, ω) =
1

i2κ

∫ ∞

−∞
dz′ ĴNT(z′, ω) eiκ|z−z′| = Â+

>(z, ω) + Â+
<(z, ω), (B.1)

where κ =
√

ε(ω)ω/c and I define forward and backward fields as follows:

Â+
>(z, ω) =

1
i2κ

∫ z

−∞
dz′ ĴNT(z′, ω) eiκ(z−z′), (B.2a)

Â+
<(z, ω) =

1
i2κ

∫ ∞

z

dz′ ĴNT(z′, ω) eiκ(z′−z). (B.2b)

These fields are also represented with the fields at another position z1 as

Â+
>(z, ω) = eiκ(z−z1)Â+

>(z1, ω) +
1

i2κ

∫ z

z1

dz′ ĴNT(z′, ω) eiκ(z−z′), (B.3a)

Â+
<(z, ω) = eiκ(z1−z)Â+

<(z1, ω) +
1

i2κ

∫ z1

z

dz′ ĴNT(z′, ω) eiκ(z′−z). (B.3b)

The former relation means that Â+
>(z1, ω) feels phase shift iRe[κ](z−z1) and amplitude decay e−Im[κ](z−z1)

during the propagation from z1 to z, and also is affected by the fluctuation ĴNT(z′, ω) in z1 < z′ < z.

The latter relation is also interpreted in the same way.

Next, I discuss commutation relations between the forward and backward fields. As seen in Eq. (1.26),

the noise operator ĴNT(z, ω) has a correlation with itself only at the save position. Therefore, forward
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field Â+
>(z, ω) and backward field Â+

<(z′, ω) have a correlation only in the case of z > z′:[
Â+

>(z, ω), Â−
<(z′, ω′)

]
=

1
4κκ′∗

∫ z

−∞
dx

∫ ∞

z′
dx′ eiκ(z−x)

[
ĴNT(x, ω), {ĴNT(x′, ω′∗)}†

]
e−iκ′∗(x′−z′)

= δ(ω − ω′) θ(z − z′)
iµ0~ω2 Im[ε(ω)]

4πc2|κ|2S
eiRe[κ](z′−z) − eiRe[κ](z−z′)

2Re[κ]
e−Im[κ](z−z′)

= δ(ω − ω′) θ(z − z′)
iµ0~ Im[κ]
4π|κ|2S

[
eiRe[κ](z′−z) − eiRe[κ](z−z′)

]
e−Im[κ](z−z′), (B.4)

where θ(z−z′) is the step function providing unity only for z > z′, and I used the relation Im[ε(ω)](ω/c)2 =

2 Re[κ] Im[κ] to derive the above equations. On the other hand, the commutator between Â+
>(z, ω) and

itself is derived as[
Â+

>(z, ω), Â−
>(z′, ω′)

]
=

1
4κκ′∗

∫ z

−∞
dx

∫ z′

−∞
dx′

[
ĴNT(x, ω), {ĴNT(x′, ω′∗)}†

]
eiκ(z−x) e−iκ′∗(z′−x′)

= δ(ω − ω′)
1

4|κ|2
µ0~ω2 Im[ε(ω)]

πc2S
eiRe[κ](z−z′) e−Im[κ](z+z′)

∫ z

−∞
dx

∫ z′

−∞
dx′ δ(x − x′) e2Im[κ]x. (B.5)

Here, since the integrations with respect to x and x′ are performed as∫ z

−∞
dx

∫ z′

−∞
dx′ δ(x − x′) e2Im[κ]x = θ(z − z′)

∫ z′

−∞
dx e2Im[κ]x + θ(z′ − z)

∫ z

−∞
dx e2Im[κ]x

=
θ(z − z′)e2Im[κ]z′

2Im[κ]
+

θ(z′ − z)e2Im[κ]z

2Im[κ]
, (B.6)

I obtain

e−Im[κ](z+z′)

∫ z

−∞
dx

∫ z′

−∞
dx′ δ(x − x′) e2Im[κ]x =

θ(z − z′)e−Im[κ](z−z′)

2Im[κ]
+

θ(z′ − z)e−Im[κ](z′−z)

2Im[κ]

=
e−Im[κ]|z−z′|

2Im[κ]
. (B.7)

Therefore, Eq. (B.5) becomes[
Â+

>(z, ω), Â−
>(z′, ω′)

]
= δ(ω − ω′)

µ0~ Re[κ]
4π|κ|2S

eiRe[κ](z−z′) e−Im[κ]|z−z′|, (B.8)

and this commutator has a finite value even in the limit of Im[κ] → 0. On the other hand, by the same

procedure, the commutation relation between Â+
<(z, ω) and itself is obtained as[

Â+
<(z, ω), Â−

<(z′, ω′)
]

= δ(ω − ω′)
µ0~ Re[κ]
4π|κ|2S

eiRe[κ](z′−z) e−Im[κ]|z′−z|. (B.9)

This also has a finite value in the zero absorption limit.

Next, I describe Â+
>(z, ω) by using Â+

>(z′, ω) at different position z′ < z as

Â+
>(z, ω) = eiκ(z−z′)Â+

>(z′, ω) +
1

i2κ

∫ z

z′
dx ĴNT(x, ω) eiκ(z−x). (B.10)

In this situation, Eq. (B.8) is also written as[
Â+

>(z, ω), Â−
>(z′, ω′)

]
= eiκ(z−z′)

[
Â+

>(z′, ω), Â−
>(z′, ω′)

]
+

1
i2κ

∫ z

z′
dx

[
ĵ(x, ω), Â−

>(z′, ω′)
]
eiκ(z−x), (B.11)
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and we can find that Eq. (B.8) is obtained from only the first term, and the second term provides no

contribution. This is because Â+
>(z′, ω) is described by ĴNT(x, ω) only in −∞ < x < z′, and then it

has no correlation with ĴNT(x, ω) in z′ < x < z. On the other hand, by introducing another position

z′′ < z, z′, Eq. (B.8) is rewritten as[
Â+

>(z, ω), Â−
>(z′, ω′)

]
= eiκ(z−z′′) e−iκ′∗(z′−z′′)

[
Â+

>(z′′, ω), Â−
>(z′′, ω′)

]
+

1
4κκ′∗

∫ z

z′′
dx

∫ z′

z′′
dx′

[
ĵ(x, ω), ĵ†(x′, ω′)

]
eiκ(z−x) e−iκ′∗(z′−x′), (B.12)

where I neglect the commutators between ĴNT(x, ω) and Â±(z, ω) for the same reason as in the above

discussion. From the first term of Eq. (B.12), we obtain

δ(ω − ω′)
µ0~ Re[κ]
4π|κ|2S

eiRe[κ](z−z′) e−Im[κ](z+z′−2z′′), (B.13)

and the second term becomes

δ(ω − ω′)
µ0~ Re[κ]
4π|κ|2S

eiRe[κ](z−z′)
[
e−Im[κ]|z−z′| − e−Im[κ](z+z′−2z′′)

]
. (B.14)

Here, we can find that the second term vanishes in the limit of Im[κ] → 0, although the first term has a

finite value. Therefore, the vacuum fluctuation comes from the noise operator ĴNT(x, ω) in −∞ < x < z′′

for arbitrary z′′, and we can conclude that the vacuum fluctuation is described by ĴNT(x, ω) at the infinite

distance x → ∞ in the series of QED theories for dispersive and absorptive dielectrics and also in the

present QED theory for excitons.
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Appendix C

Direct Derivation of Green’s Function for

Integro-Differential Equation

In this appendix, I show a direct derivation of the Green’s function satisfying Eq. (2.88), the integro-

differential equation or the wave equation with the nonlocal susceptibility under the RWA. The Green’s

function satisfying Eq. (2.58) without the RWA can be also derived directly by the same procedure. The

calculation is based on the fact that the nonlocal susceptibility is represented as a summation of separable

functions with respect to the two positions. Actually, the radiation Green’s function for a quantum well

system with DBR cavity has already been derived in Ref. 81.

I explain the general calculation idea in Sec. C.1, and the Green’s function satisfying Eq. (2.88) is

derived in Sec. C.2.

C.1 General calculation idea

I consider an arbitrary operator Ô, and suppose that its Green’s function g(x, x′) is already known and

satisfies Ôg(x, x′) = δ(x − x′). From this Green’s function, I try to derive the Green’s function G(x, x′)

satisfying

ÔG(x, x′) +
∑
m

Am(x)
∫

dy Bm(y)G(y, x′) = δ(x − x′). (C.1)

First, by operating on this equation from the left with Ô−1, I obtain

G(x, x′) +
∑
m

[∫
dy′ g(x, y′)Am(y′)

]
Hm(x′) = g(x, x′), (C.2)

where Hm(x′) is defined as

Hn(x′) ≡
∫

dy Bn(y)G(y, x′). (C.3)

Next, by multiplying both sides of Eq. (C.2) by Bn(x) and integrating with respect to x, I obtain

Hn(x′) +
∑
m

[∫
dx

∫
dy′ Bn(x)g(x, y′)Am(y′)

]
Hm(x′) = hn(x′), (C.4)

where hn(x′) is defined as

hn(x′) ≡
∫

dx Bn(x)g(x, x′). (C.5)

Next, I express the coefficient appearing in the second term of Eq. (C.4) by

Cn,m ≡
∫

dx

∫
dy Bn(x)g(x, y′)Am(y′), (C.6)
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and then Eq. (C.4) is rewritten as

Hn(x′) +
∑
m

Cn,mHm(x′) = hn(x′). (C.7)

Therefore, by calculating the inverse matrix of the coefficient as D = (1+C)−1, Eq. (C.7) is rewritten as

Hm(x′) =
∑

n

Dm,nhn(x′). (C.8)

Substituting this into Eq. (C.2), I obtain the representation of the Green’s function as

G(x, x′) = g(x, x′) −
∑
m,n

h′
m(x)Dm,nhn(x′), (C.9)

where h′
m(x) is defined as

h′
m(x) ≡

∫
dy′ g(x, y′)Am(y′). (C.10)

C.2 Green’s function for nonlocal media

Along the same line as the previous section, I derive the Green’s function satisfying Eq. (2.88), the

wave equation with the nonlocal susceptibility under the RWA. First, I suppose that the Green’s function

G0(r, r′, ω) satisfying Eq. (1.59), the wave equation with local dielectric function εbg(r, ω), is already

known. By substituting Eq. (2.77) into Eq. (2.88), I obtain the equation to be solved as

∇ × ∇ × G(r, r′, ω) − ω2

c2
εbg(r, ω)G(r, r′, ω)

−
∑

µ

µ0ω
2Pµ(r)

~ωµ − ~ω − iΓµ(ω)/2

∫
dr′′ P∗

µ(r′′) · G(r′′, r′, ω) = δ(r − r′)1. (C.11)

Here, we can consider that the functions and variables appearing in the previous section correspond as

follows:

G(x, x′) → G(r, r′, ω), (C.12)

g(x, x′) → G0(r, r′, ω), (C.13)

hµ(x′) →
∫

dr P∗
µ(r) · G0(r, r′, ω) =

{Fµ(r′, ω)}t

µ0ω2
, (C.14)

h′
µ(x) → − µ0ω

2

~ωµ − ~ω

∫
dr′ G0(r, r′, ω) · Pµ(r′) = − Eµ(r, ω)

~ωµ − ~ω − iΓµ(ω)/2
, (C.15)

Cµ,µ′ → − µ0ω
2

~ωµ′ − ~ω − iΓµ′(ω)/2

∫
dr

∫
dr′ P∗

µ(r) · G0(r, r′, ω) · Pµ′(r′) =
Σµ,µ′(ω)

~ωµ′ − ~ω − iΓµ′(ω)/2
,

(C.16)

where Σµ,µ′(ω), Eµ(r, ω), and Fµ(r, ω) are defined as Eqs. (2.62a), (2.68a), and (2.68b), respectively.

Since the elements of 1 + C correspond to S11
µ,µ′(ω) [Eq. (2.61a)] as

[1 + C]µ,µ′ →
S11

µ,µ′(ω)
~ωµ′ − ~ω − iΓµ′(ω)/2

, (C.17)

the inverse matrix D corresponds to W̃(ω) = [S11(ω)]−1 as

Dµ,µ′ → [~ωµ − ~ω − iΓµ(ω)/2] W̃µ,µ′(ω). (C.18)

Therefore, from Eq. (C.9) and the above relations, the Green’s function satisfying Eq. (2.88) is derived

as Eq. (2.87).
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Appendix D

Green’s Function for Multilayer System

In this appendix, I show and derive the expression of the Green’s function G(z, z′, ω) satisfying Eq. (3.3)

in the case of multilayer system. The details and the Green’s function for other structures with high

symmetry are discussed in Ref. 65.

First, I show the expression of G(z, z′, ω) in Sec. D.1. The general reflection and transmission coefficients

appearing in the expression are discussed in Sec. D.2, and the derivation of G(z, z′, ω) is explained in

Sec. D.3.

D.1 Expression of Green’s function

I consider general multilayer system shown in Fig. D.1. Layer i has a thickness di and a dielectric

function εi(ω). I suppose the in-plane wavenumber as k∥, and the wavenumber in the z direction is

written as
ki =

√
εi(ω)ω2/c2 − k∥

2. (D.1)

When we consider that z and z′ are in layers j and i, respectively, the Green’s function satisfying Eq. (3.3)

is represented as

G(z, z′, ω) =
1

i2ki
Gj,i(z, z′), (D.2)

where Gj,i is the propagator represented as follows. In case i = j, the propagator is written as

Gi,i(z, z′) = eiki|z−z′| + eiki(z−zi−1)R̃i−1,i

[
e−iki(zi−1−z′) + eikidiR̃i+1,ieiki(zi−z′)

]
M̃i

+ e−iki(z−zi)R̃i+1,i

[
eiki(zi−z′) + eikidiR̃i−1,ie−iki(zi−1−z′)

]
M̃i. (D.3)

Figure D.1: Schematic view of considering multilayer system.
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Here, R̃j,i is the general reflection coefficient from layer i to the interface with layer j, which is discussed

in Sec. D.2, and the factor M̃i is defined as

M̃i =
[
1 − R̃i−1,iR̃i+1,iei2kidi

]−1

. (D.4)

In case j > i, the propagator is represented as

Gj,i(z, z′) =
[
eikj(z−zj−1) + eikjdj R̃j+1,je−ikj(z−zj)

]
T̃j,i

[
eiki(zi−z′) + eikidiR̃i−1,ie−iki(zi−1−z′)

]
M̃i,

(D.5)

and, especially in case j = N + 1, it is written as

GN+1,i(z, z′) = eikN+1(z−zN )T̃N+1,i

[
eiki(zi−z′) + eikidiR̃i−1,ie−iki(zi−1−z′)

]
M̃i. (D.6)

Here, T̃j,i is the general transmission coefficient from layer i to layer j discussed in Sec. D.2, and it is

represented with the ones connecting neighboring layers as

T̃j,i = T̃j,j−1 eikj−1dj−1 T̃j−1,j−2 · · · T̃i+2,i+1 eiki+1di+1 T̃i+1,i. (D.7)

On the other hand, in case j < i, the propagator is represented as

Gj,i(z, z′) =
[
e−ikj(z−zj) + eikjdj R̃j−1,jeikj(z−zj−1)

]
T̃j,i

[
e−iki(zi−1−z′) + eikidiR̃i+1,ieiki(zi−z′)

]
M̃i,

(D.8)

and, especially in case i = 0, it is written as

G0,i(z, z′) = e−ik0(z−z0)T̃0,i

[
e−iki(zi−1−z′) + eikidiR̃i+1,ieiki(zi−z′)

]
M̃i. (D.9)

The general transmission coefficient has the relation

T̃j,i = T̃j,j+1 eikj+1dj+1 T̃j+1,j+2 · · · T̃i−2,i−1 eiki−1di−1 T̃i−1,i. (D.10)

As seen in the above representations, the Green’s function has the reciprocal relation

G(z, z′, ω) =
Gj,i(z, z′)

i2ki
=

Gi,j(z′, z)
i2kj

= G(z′, z, ω), (D.11)

because of the reciprocity of Eq. (3.3). The dyadic Green’s function satisfying Eq. (1.59) for general

multilayer system is shown in Sec. 7.4 of Ref. 65.

D.2 General reflection and transmission coefficients

In this section, I derive general reflection and transmission coefficients including the effect of multiple

reflections in multilayer structure. I also consider the system shown in Fig. D.1. I denote the electric field

Ei(z) in layer i = 1, . . . , N as a sum of the forward propagating field Fi(z) and backward one Bi(z) as

Ei(z) = Fi(z) + Bi(z), (D.12)

and I define the amplitudes F̃i and B̃i of these fields as

Fi(z) = eiki(z−zi−1) F̃i, (D.13a)

Bi(z) = e−iki(z−zi) B̃i. (D.13b)

On the other hand, the electric field in layers 0 and N + 1 are respectively written as

E0(z) = EL eik0(z−z0) + B0(z), (D.14)

EN+1(z) = FN+1(z) + ER e−ikN+1(z−zN ), (D.15)

where I consider that the incident fields EL and ER are given.
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D.2.1 For incident field only from left

First, I consider that the field is incident on the system only from the left-hand side (EL ̸= 0, ER = 0).

In this situation, the fields in layers N and N + 1 have the following relations at interface z = zN :

FN+1(zN ) = TN+1,N FN (zN ), (D.16)

BN (zN ) = RN+1,N FN (zN ), (D.17)

where RN+1,N and TN+1,N are Fresnel reflection and transmission coefficients from layer N to layer

N + 1, respectively, and they are represented for j = i ± 1 as

Rj,i =
ki − kj

ki + kj
, (D.18a)

Tj,i =
2ki

ki + kj
. (D.18b)

In the following paragraph, I derive the general reflection and transmission coefficients R̃i+1,i and T̃i+1,i

providing the relations at interface z = zi as

Fi+1(zi) = T̃i+1,i Fi(zi), (D.19)

Bi(zi) = R̃i+1,i Fi(zi). (D.20)

Here, I rewrite (D.20) by using Eqs. (D.13) as

B̃i = R̃i+1,i eikidi F̃i, (D.21)

and consider that B̃i is already known. On the other hand, by using the Fresnel coefficients, the boundary

conditions at z = zi−1 are obtained as

Fi(zi−1) = Ti,i−1 Fi−1(zi−1) + Ri−1,i Bi(zi−1), (D.22)

Bi−1(zi−1) = Ti−1,i Bi(zi−1) + Ri,i−1 Fi−1(zi−1), (D.23)

and they are rewritten as

F̃i = Ti,i−1 Fi−1(zi−1) + Ri−1,i eikidi B̃i, (D.24)

Bi−1(zi−1) = Ti−1,i eikidi B̃i + Ri,i−1 Fi−1(zi−1). (D.25)

Substituting Eq. (D.21) into Eq. (D.24), the following relation is obtained:

Fi(zi−1) = F̃i = T̃i,i−1 Fi−1(zi−1), (D.26)

where the general transmission coefficient T̃i,i−1 is represented with the general reflection coefficient R̃i+1,i

as
T̃i,i−1 =

Ti,i−1

1 − Ri−1,i R̃i+1,i ei2kidi
. (D.27)

Further, substituting Eq. (D.26) into Eq. (D.21), we obtain

B̃i = R̃i+1,i eikidi T̃i,i−1 Fi−1(zi−1), (D.28)

and, substituting this into Eq. (D.25), the following relation is obtained:

Bi−1(zi−1) = R̃i,i−1 Fi−1(zi−1), (D.29)
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where the general reflection coefficient R̃i,i−1 is represented as

R̃i,i−1 = Ri,i−1 +
Ti−1,i eikidi R̃i+1,i eikidi Ti,i−1

1 − Ri−1,i R̃i+1,i ei2kidi
. (D.30)

Therefore, R̃i,i−1 is obtained from R̃i+1,i, and then all R̃i,i−1 (i = N, . . . , 1) are obtained from R̃N+1,N =

RN+1,N . Further, T̃i,i−1 (i = N, . . . , 1) is obtained from the derived R̃i+i,i by using Eq. (D.27), and

T̃N+1,N = TN+1,N .

Next, I denote the electric field in each layer by the incident field EL. The forward field in layer 1 is

written as
F̃1 = T̃1,0 EL. (D.31)

By rewriting Eq. (D.26) as
F̃i = T̃i,i−1 eiki−1di−1 F̃i−1, (D.32)

the forward field in layer i is represented as

F̃i = T̃i,i−1 eiki−1di−1 F̃i−1 = T̃i,0 EL (i = 1, . . . , N + 1), (D.33)

where the transmission coefficient from layer 0 to i is written as

T̃i,0 = T̃i,i−1

i−1∏
j=1

eikjdj T̃j,j−1

 . (D.34)

Further, the transmission coefficient of the whole multilayer is obtained as T̃N+1,0. On the other hand,

since the backward field is represented as Eq. (D.21), the backward field in layer i is represented as

B̃i = R̃i+1,i eikidi F̃i = R̃i+1,i eikidi T̃i,0 EL (i = 1, . . . , N), (D.35)

and the one in layer 0 is written as
B̃0 = R̃1,0 EL. (D.36)

D.2.2 For incident field only from right

Next, I discuss the case that the incident field propagates from the right-hand side (EL = 0, ER ̸= 0).

In the same manner as the previous subsection, the forward field in layer 1 is represented by the Fresnel

reflection coefficient R0,1 as

F̃1 = F1(z0) = R0,1 B1(z0) = R0,1 eik1d1 B̃1, (D.37)

and I try to derive the general reflection coefficient R̃i−1,i providing

F̃i = R̃i−1,i eikidi B̃i. (D.38)

From the boundary conditions at z = zi, I obtain

Fi+1(zi) = Ti+1,i Fi(zi) + Ri,i+1 Bi+1(zi) = Ti+1,i eikidi F̃i + Ri,i+1 Bi+1(zi), (D.39)

B̃i = Bi(zi) = Ti,i+1 Bi+1(zi) + Ri+1,i Fi(zi) = Ti,i+1 Bi+1(zi) + Ri+1,i eikidi F̃i. (D.40)

Substituting Eq. (D.38) into Eq. (D.40), the general transmission coefficient T̃i,i+1 providing

B̃i = Bi(zi) = T̃i,i+1 Bi+1(zi) (D.41)
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is represented with R̃i−1,i as

T̃i,i+1 =
Ti,i+1

1 − Ri+1,i R̃i−1,i ei2kidi
. (D.42)

Substituting this into Eq. (D.38), I obtain

F̃i = R̃i−1,i eikidi T̃i,i+1 Bi+1(zi), (D.43)

and then, substituting this into Eq. (D.39), the general reflection coefficient R̃i,i+1 providing

Fi+1(zi) = R̃i,i+1 Bi+1(zi) (D.44)

is obtained as

R̃i,i+1 = Ri,i+1 +
Ti+1,i eikidi R̃i−1,i eikidi Ti,i+1

1 − Ri+1,i R̃i−1,i ei2kidi
. (D.45)

Therefore R̃i,i+1 is obtained from R̃i−1,i, and all the reflection coefficients is derived from R̃0,1 = R0,1.

Next, I try to describe the forward and backward fields by ER. The backward field in layer N is written

as
B̃N = T̃N,N+1 ER, (D.46)

and then the backward field in layer i is represented as

B̃i = T̃i,i+1 eiki+1di+1 B̃i+1 = T̃i,N+1 ER, (D.47)

where the transmission coefficient T̃i,N+1 from N + 1 to i is written as

T̃i,N+1 = T̃i,i+1

 N∏
j=i+1

eikjdj T̃j,j+1

 . (D.48)

The transmission coefficients of the whole multilayer is T̃0,N+1, and it should be identical to T̃N+1,0

obtained in the previous subsection. On the other hand, the backward field in layer i is represented as

F̃i = R̃i−1,i eikidi B̃i = R̃i−1,i eikidi T̃i,N+1 ER (i = 1, . . . , N), (D.49)

and the one in layer N + 1 is
F̃N+1 = R̃N,N+1 ER. (D.50)

D.3 Derivation of Green’s function

First, I consider the case of j = i. The propagator Gi,i(z, z′) should be written as

Gi,i(z, z′) = eiki|z−z′| + eiki(z−zi−1)Fi,i(z′) + e−iki(z−zi)Bi,i(z′), (D.51)

where functions Fi,i(z′) and Bi,i(z′) are unknowns to be determined. From Eq. (D.38) at interface

z = zi−1, I obtain
Fi,i(z′) = R̃i−1,i

[
eiki(zi−z′) + eikidiBi,i(z′)

]
, (D.52)

and the following relation is also obtained from Eq. (D.20) at z = zi:

Bi,i(z′) = R̃i+1,i

[
eiki(zi−z′) + eikidiFi,i(z′)

]
. (D.53)
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Solving these two equations, the two unknown functions are determined as

Fi,i(z′) = R̃i−1,i

[
e−iki(zi−1−z′) + eikidiR̃i+1,ieiki(zi−z′)

]
M̃i, (D.54)

Bi,i(z′) = R̃i+1,i

[
eiki(zi−z′) + eikidiR̃i−1,ie−iki(zi−1−z′)

]
M̃i, (D.55)

and then we obtain Eq. (D.3).

Next, I consider the case of j > i. The propagator Gj,i(z, z′) should be written as

Gj,i(z, z′) = eikj(z−zj−1)Fj,i(z′) + e−ikj(z−zj)Bj,i(z′), (D.56)

and the two unknown functions Fj,i(z′) and Bj,i(z′) are determined as follows. From Eq. (D.20) at z = zj ,

I obtain
Bj,i(z′) = R̃j+1,jeikjdj Fj,i(z′). (D.57)

On the other hand, from Eq. (D.19) at z = zj−1, Fj,i(z′) is represented as

Fj,i(z′) = T̃j,j−1eikj−1dj−1Fj−1,i(z′)

= T̃j,i

[
eiki(zi−z′) + eikidiFi,i(z′)

]
= T̃j,i

Bi,i(z′)
R̃i+1,i

= T̃j,i

[
eiki(zi−z′) + eikidiR̃i−1,ie−iki(zi−1−z′)

]
M̃i. (D.58)

Therefore, Gj,i(z, z′) is represented as Eq. (D.5). The propagator in the case of j > i is also obtained by

the same procedure.
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Appendix E

Numerical Calculation of Poles

For calculating the poles for exciton-photon inhomogeneous systems as discussed in Chap. 3, we should

use proper algorithm to correctly obtain the poles. Especially, in order to reproduce the retarded corre-

lation functions of excitons, we must calculate all the poles of the system. I show the algorithm of the

matrix method in Sec. E.1, and the one of the intuitive method in Sec. E.2.

E.1 Matrix method

When we calculate the poles of exciton correlation functions by the matrix method, in the previous

studies based on the microscopic nonlocal theory [33, 35, 38], the poles have been calculated under the

condition that the determinant of the coefficient matrix [Eq. (3.18)] of the linear equation set is zero for

a trial complex frequency ω̃. However, this calculation algorithm cannot provide the poles at a large film

thickness, for example, thicker than 300 nm in the case of CuCl film. Therefore, this algorithm is not

applicable to the crossover discussion between the two radiative decay schemes.

On the other hand, I used another algorithm and succeeded to calculate the poles for micrometer-order

thickness. This algorithm is as follows.

1. I calculate complex eigenvalues of the coefficient matrix for a initial frequency. The number of

eigenvalues is equal to the number of exciton states considered in the matrix calculation. Usually,

these eigenvalues are approximately equal to the strict frequencies of the poles. Therefore, for all

obtained eigenvalues, I perform the following processes by considering one of the eigenvalues as a

trial frequency.

2. For a given trial frequency, I calculate the eigenvalues of the coefficient matrix.

3. Among the obtained eigenvalues, I select a value mostly close to the trial frequency.

4. If the difference between the selected value and the trial one is sufficiently close to each other,

I consider the calculated value is the complex frequency characterizing a pole of the correlation

functions. Otherwise, I perform processes 2, 3, and 4 by considering the selected value as the new

trial frequency.

In the actual calculation for CuCl film, I used ~ω − ~ωT = 0, 6, 100, and -100 meVas initial frequencies.

These frequency approximately correspond to the band edge of bare exciton dispersion, band edge of

upper polariton branch, eigenenergies of upper and lower polaritons at the phase-matching wavenumber

k = √
εbgωT/c, respectively. By using these four initial values, when I consider 200 states of exciton

center-of-mass motion, 200 values are obtained for most thicknesses. However, only 199 or 198 values
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were obtained at particular thicknesses, because the exciton-photon coupled modes with much photon

component cannot be numerically calculated in this matrix method as explained in Chap. 3. In order to

obtain such photon-like modes, we must use the intuitive method explained in the next section.

E.2 Intuitive method

In the intuitive method based on the dispersion relation and the self-sustaining condition, we can

obtain infinite number of poles regardless of the crystal size. This is because I used the effective mass

approximation for the exciton center-of-mass kinetic energy, although the dispersion relation of excitons

is actually periodic by shifting the wavenumber by the unit of reciprocal lattice vector. Therefore, we

should consider the first Brillouin zone as the range of the wavenumber in the actual calculation, and

then the number of wavenumbers are equal to the number of atomic layers in the considering film.

In actual calculation for poles in a film with thickness d, I used the following algorithm.

1. I consider an positive integer n = 1, 2, . . . , and use k = nπ/d as an initial wavenumber. Further, I

consider a small quantity (10−8) as the initial value of α. For all integers smaller than the number

of atomic layers, I perform the following processes in the exciton-like case and in the photon-like

one, independently.

2. For a trial complex wavenumber k̃ = k − iα/d, I obtain two complex frequencies with positive real

parts satisfying Eq. (3.34), the dispersion relation. In the exciton-like case, I select the frequency

with smaller imaginary absolute, and select the other in the photon-like case.

3. From the selected complex frequency, I obtain two complex wavenumbers satisfying Eq. (3.34), and

one of them should be equal to the trial wavenumber.

4. Considering the trial wavenumber as k̃1 and the other as k̃2, I solve the ABC problem [Eqs. (3.39)],

and then obtain B1/F1.

5. Using B1/F1, I renew the trial wavenumber k̃ as Eq. (3.44). Here, it is worth to note that the

real part of the renewed wavenumber is not determined uniquely, because k̃ + mπ/d also satisfies

Eq. (3.43) for arbitrary integer m. Therefore, I define the range of the real part of k̃ as (n −
1/2)π/d < k < (n + 1/2)π/d or (n − 1)π/d < k < nπ/d. We should independently consider both

of the ranges to obtain all the poles in the system.

6. If the renewed k̃ and the trial complex wavenumber are sufficiently close to each other, I consider the

obtained value as the wavenumber of a pole, and corresponding frequency is the pole. Otherwise,

I perform processes 2–5 again.

When we want to categorize the poles as upper and lower branches instead of exciton- and photon-like

modes, we should select the frequency with larger real part part as the upper branch, and the other as

the lower branch in process 2.
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Appendix F

Definitions of Fourier Transform and

Longitudinal & Transverse Fields

I explain the definition of Fourier transform and that of longitudinal and transverse fields discussed in

this thesis. I show the definition of the spatial Fourier transform in Sec. F.1, and the temporal one in

Sec. F.2. I explain the definition of longitudinal and transverse fields in Sec. F.3.

F.1 Spatial Fourier transform

I define the Fourier transform of function f between spatial position r and wavevector k as

f(r) =
1

(2π)3/2

∫
dk f(k) eik·r, (F.1a)

f(k) =
1

(2π)3/2

∫
dr f(r) e−ik·r. (F.1b)

On the other hand, in a finite system with volume V , the wavenumber is discrete, and I denote the

function in the k-space as

fk =
(2π)3/2

√
V

f(k). (F.2)

For this definition, the Fourier transform is represented as

f(r) =
1√
V

∑
k

fk eik·r, (F.3a)

fk =
1√
V

∫
dr f(r) e−ik·r. (F.3b)

Further, when we consider r as a discrete position in a lattice consisting of N unit cells with volume Ω,

I denote the function in the real space as

fr =
√

Ωf(r). (F.4)

In this case, the Fourier transform is represented as

fr =
1√
N

∑
k

fk eik·r, (F.5a)

fk =
1√
N

∑
r

fr e−ik·r. (F.5b)
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On the other hand, when I consider a function G(r, r′) connecting two functions f(r) and g(r) as

g(r) =
∫

dr G(r, r′)f(r′), (F.6)

I define the Fourier transform of G(r, r′) as

G(r, r′) =
1

(2π)3

∫
dk

∫
dk′ eik·r G(k, k′) e−ik′·r′

, (F.7a)

G(k, k′) =
1

(2π)3

∫
dr

∫
dr′ e−ik·r G(r, r′) eik′·r′

. (F.7b)

The definitions for finite and discrete systems are the same as mentioned above.

F.2 Temporal Fourier transform

I define the Fourier transform of function f between time t and frequency ω as

f(t) =
∫ ∞

−∞
dω f(ω) e−iωt, (F.8a)

f(ω) =
1
2π

∫ ∞

−∞
dt f(t) eiωt. (F.8b)

Especially in the case that f(t) is a real function, I define positive- and negative-frequency Fourier

components of f(t) for ω > 0 as

f+(ω) =
1
2π

∫ ∞

−∞
dt f(t) eiωt, (F.9a)

f−(ω) =
1
2π

∫ ∞

−∞
dt f(t) e−iωt, (F.9b)

respectively. These functions have a relation as{
f+(ω∗)

}∗ = f−(ω), (F.10)

and the time representation is represented as

f(t) =
∫ ∞

0

dω
[
f+(ω) e−iωt + f−(ω) eiωt

]
. (F.11)

On the other hand, for correlation functions appearing in the linear response theory discussed in

Sec. A.1, I define the temporal Fourier transform as

G(t) =
1
2π

∫ ∞

−∞
dω G(ω) e−iωt, (F.12a)

G(ω) =
∫ ∞

−∞
dt G(t) eiωt. (F.12b)

This definition or Eq. (A.13) is suitable for simplifying the representation as seen in Eq. (A.12).

F.3 Longitudinal and transverse fields

I define that a vector function X(r) satisfying

∇ · X(r) = 0 (F.13)
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is transverse, and a vector function satisfying

∇ × X(r) = 0 (F.14)

is longitudinal. The reason of these definitions is as follows. By expanding X(r) by plane waves as

X(r) =
1

(2π)3/2

∫
dk X(k) eik·r, (F.15)

its divergence and rotation are represented as

∇ · X(r) =
1

(2π)3/2

∫
dk ik · X(k) eik·r, (F.16)

∇ × X(r) =
1

(2π)3/2

∫
dk ik × X(k) eik·r. (F.17)

Here, the condition ∇ · X(r) = 0 means that X(k) is parallel to the propagation direction k, and

∇×X(r) = 0 means that k and X(k) are perpendicular to each other. Therefore, the above definitions

for longitudinal and transverse fields are reasonable.

From Eq. (F.15), the longitudinal component of X(r) is represented as

XL(r) ≡ 1
(2π)3/2

∫
dk

kk

k2
· X(k) eik·r

= − 1
(2π)3/2

∫
dk

∇∇
k2

· X(k) eik·r

= − 1
(2π)3

∫
dr′

∫
dk

∇∇
k2

· X(r′) eik·(r−r′). (F.18)

Here, from the Fourier transform between 1/4πr and 1/k2 as∫
dr

e−ik·r

4πr
=

1
k2

, (F.19a)

1
(2π)3

∫
dk

eik·r

k2
=

1
4πr

, (F.19b)

XL(r) is rewritten as

XL(r) = −
∫

dr′ ∇′∇′

4π|r − r′|
· X(r′) =

∫
dr′ δL(r − r′) · X(r′), (F.20)

where δL(r − r′) is the delta function extracting the longitudinal component as

δL(r − r′) ≡ − ∇′∇′

4π|r − r′|
. (F.21)

On the other hand, by using the delta function extracting the transverse component

δT(r − r′) ≡ 1 δ(r − r′) +
∇′∇′

4π|r − r′|
, (F.22)

the transverse field is represented as

XT(r) =
∫

dr′ δT(r − r′) · X(r′). (F.23)

These functions satisfy Eqs. (F.13) and (F.14) as

∇ × XL(r) =
1

(2π)3/2

∫
dk ik × kk

k2
· X(k) eik·r, = 0 (F.24)

∇ · XT(r) =
1

(2π)3/2

∫
dk ik ·

(
1 − kk

k2

)
· X(k) eik·r = 0. (F.25)
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