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Abstract
This paper concerns the Riemannian/Alexandrov geometyanfssian measures,
from the view point of theL2-Wasserstein geometry. The space of Gaussian mea-
sures is of finite dimension, which allows to write down theplecit Riemannian

metric which in turn induces th&2-Wasserstein distance. Moreover, its completion
as a metric space provides a complete picture of the sindidhavior of thel?-
Wasserstein geometry. In particular, the singular setriiied according to the di-
mension of the support of the Gaussian measures, providingxalicit nontrivial
example of Alexandrov space with extremal sets.

1. Introduction

The universal importance of the Gaussian measures is eavidemrious fields. It
sets a starting point of partial differential equations afgbolic type, and needless to
say, it is central in the field of probability. The wide recdgm of Wasserstein geom-
etry defined on the space of Borel measures on a given metagespn the other hand,
is a more recent phenomenon, excited by some important edsamade by Brenier
[4] and McCann [16] in the 90’s, and also implicit in Perelnsamwork [23] on Ricci
flows (see also [13], [18], [29]).

This paper concerns the geometric structures of Gaussiasures, from the view
point of the L?-Wasserstein distance functiéf,. The space of Gaussian measures is of
finite dimension, which allows to write down the explicit Riannian metric which in
turn induces the_2-Wasserstein distance. This situation is rare sincelth@/asserstein
geometry is derived from the global data of the underlyingcgp(in the case of Gauss-
ian measuresRY), which makes it difficult to transcribe into the local gedrge The fact
that the Wasserstein geometry involves some singular &sfgenot surprising. Actually,
a measure whose support has zero Lebesgue measure (forlexampac measure), in
turn causes singularities in the Wasserstein sense. Heiseaxpected that the language of
Alexandrov geometry is suited, and indeed much investigatias been done on the sub-
ject, which includes the recent works of Lott-Villani [14]land Sturm [26, 27]. How-
ever the nature of singularity can be quite complicated, @fteh the description of the
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complexity is incomplete. Restricting one’s attention lte space of Gaussian measures
once again provides a complete picture of the singular behaf the L?-Wasserstein
geometry, due to the finite dimensional space of paramet&iz In particular, the sin-
gular set is stratified according to the dimension of the etppf the Gaussian measures,
providing an explicit nontrivial example of Alexandrov sgawith extremal sets first in-
troduced by Perelman—Petrunin [24]. Also one notes thasitigularity is closely related
to the dissipative behavior of the heat equation, which is tlontext can be regarded as
a gradient flow of a suitable functional (see [2], [25]). Imstkense, the space of Gauss-
ian measures is a good testing ground for tfeWasserstein geometry, where the fields
of probability, partial differential equations, and Riem&n/Alexandrov geometry meet
and interact.

The probability measur&l(m,V) on RY is called the Gaussian measure with mean
m and covariance matri¥ if its density with respect to the Lebesgue meastixeis
given by

e
dx Jdet@v)

wherem is a vector inR% and V is the symmetric positive definite matrix of size
We denote the space of Gaussian measureR%by N9, Let Sym"(d,R) be the space
consisting of symmetric positive definite matrices of sizeThe map

dN(m, V) 1 p[—%(x —m, Vi{(x — m))}

(1.1) NY = RY x Sym*(d, R), N(m, V)~ (m, V)

gives the differential structure ai/®.

Otto [21] showed that the heat equation and the porous meeiguation can be
considered to be gradient flows in thé-Wasserstein space of probability measures on
RY equipped with thel.2-Wasserstein metritV,. He introduced a formal Riemannian
metric on theL2-Wasserstein space. In addition, he obtained a formal egjme of
its sectional curvatures, which implies that thé-Wasserstein space has non-negative
sectional curvature. (We refer to [12], where Lott computeel Levi-Civita connection
and curvature on thé&.2-Wasserstein space over a smooth compact Riemannian mani-
fold. See also Sturm’s result [26], which states that an tipite space is an Alexan-
drov space of non-negative curvature if and only if so isLitsWasserstein space.)

McCann [16] showed that/? is a totally geodesic submanifold in thé-Wasserstein
space. Then it is natural to expect théf admits a Riemannian metric whose Riemannian
distance coincides with the?-Wasserstein distance. We call such a Riemannian metric
L2-Wasserstein metric. We confirm in Section 2 th&f( W) is a product metric space
of the Euclidean spacR? and (V¢, W,), where/\/g’ stands for the space of Gaussian
measures with mean 0. Since the geometry of the Euclideare &5ais trivial, we fix
meanm = 0 and analyze the geometiyy. We shall denoteN(0, V) simply by N(V).
According to the differential structure ok, the tangent space (N”g at each point can
be identified with the space Syh(R) of all symmetric matrices of sizé. However, the
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natural coordinate (1.1) is somewhat unadapted td_th@/asserstein geometry. We give
the adapted one and analyze the value ofltR&Vasserstein metric in the coordinate.

Proposition A. On the space of Gaussian measuyréds Riemannian metric g
given by

In) (X, Y) = tr(XVY)

for any tangent vectors XY in TN(V)/\/(gj = Sym(, R) induces the B-Wasserstein
distance.

We mention that thé_?-Wasserstein metric is different from the Fisher metricr Fo
example, ford = 1, the space of Gaussian measures with the Fisher metric €an b
regarded as an upper half plane with the hyperbolic metee (4]). Meanwhile, the
space of Gaussian measures with tifeWasserstein metric has non-negative sectional
curvature. This follows from the following formula for thedtional curvatures ong
with the L2-Wasserstein metric. Namely, we verify Otto’s formula btrieting to a
finite dimensional, totally geodesic submanifofldgj of the L2-Wasserstein space. We
denote the transpose of a matux by TA. Let [-, -] be the bracket product, that is,
[X, Y] = XY —Y X for matricesX, Y. Tangent vectorsX, Y at N(V) are said to be
linearly independent if

ANy (X, Y) = gy (X0 X)gne (Y, Y) = gnen (X, Y)? # 0.
Theorem B. Let g be the B-Wasserstein metric oW¢, expressed by
Inw) (X, Y) = tr(XVY)

for any tangent vectors X in TN(V)Nd = Sym(d,R). For linearly independent tangent
vectors XY at N(V), the sectional curvature Kyvy(X, Y) is given by

3
Koy (X Yanw (X, ¥) = Z (Y, X] = V(Y. X] - 9)),
where the matrix S is a symmetric matrix so tifat, X] — SV is anti-symmetric.

The formulae of sectional curvatures on th&Wasserstein space which have been
derived in [12], [21] are quite difficult to compute. Howewveur formula of sectional
curvatures on\V is easily computable in terms of matrices. We moreover shuat t
NY has a cone structure. To prove it, we construct the complesio\V as a met-

ric space, denoted byﬁ, in Section 4. Ng is not complete with respect to the
L2-Wasserstein distance.) The spa(tz’§ is identified with the set Symd( R)-o which
consists of symmetric non-negative definite matrices of dizHence elements of/¢
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can be denoted b (V) for someV in Symd,R)>o. An element ot/\/(?\/\/(gi is called
the degenerate Gaussian measure. For example, the Diraumeéa one of degenerate
Gaussian measures. L

We see that in Section 5 the spaﬁ%’ is a finite dimensional Alexandrov space
of non-negative curvature. We shall study the stratificatamd the tangent cone of
/\7(‘,’. For definitions and further details, we refer to [22] forasifications and [5] for
tangent cones.

Theorem C. For each0 <k < d, we set

S(d, k) = {v e Sym(, R) | K clgenvalues are posltn}g

(d — k) eigenvalues ar®
Sk = {N(V) | V € gd, k)}.

Then the setSk}l_, forms a finite stratification 017\7(‘)j into topological manifolds.

This gives an explicit nontrivial example of extremal suhisethe context of Gauss-
ian measures, since closures of strata are extremal (skd32D. The definition of ex-
tremal subset is first given in [24] for subsets of compactxatelrov spaces of finite
dimension. Petrunin [25] later showed that the compactassamption is unnecessary.

Let {e,}id=1 be the canonical basis ®? whereg is the d-tuple consisting of all
zeros except for a 1 in thith spot. We denote the space of orthogonal matrices of
sized by O(d). For P in O(d), we set the subspac®”(d, k) of Sym{d, R) as

SP(d, k) = {X € Sym@, R) | (&' P&, XalPgj) > 0, for numbers{a'}e, . ,}.

In other words,SP(d, k) can be identified with the set of symmetric positive semi-
definite bilinear forms on ad(—k)-dimensional subspace & spanned by Pe}?:kﬂ.
(In this paper, we use the Einstein summation convention.)

A stratification gives a homeomorphism between a suffigjesithall neighborhood
of a point and its tangent cone (see [22], [24]). Hence Thao&implies the follow-
ing corollary.

Corollary D.  For N(V) in Sk, we assume that V is decomposed as
V = Pdiagh?, ..., 2% 0,...,0]P,

where P is an orthogonal matrix an(ik‘}!‘:l are positive numbers. Then a tangent
cone at NV) is homeomorphic to §d, k).

In a special case, we determine a distance function on thlgetércones. First we
consider the case of points Ng. For a point of VY, its tangent cone coincides with
its tangent space wg with the L2-Wasserstein metric.
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Proposition E. For N(V) in A, the tangent cone at (V) is isometric to
(Symd, R), dy), wheredy, is given by

dv(X,Y) = V(X = Y)V(X = Y))
for any X Y in Sym(d, R).

We next consider the tangent cone at the Dirac measi(@® centered at the origin
0 in RY. The key fact is that dilations of covariance matrices irgldilations in the
L2-Wasserstein space.

Theorem F. The tangent cone at (9) is isometric to(J\Tg‘, Wo).

Theorem F implies thatV{ has a cone structure. More generally, Yokota and the
author [28] have shown that if an underlying space has a ctnetsre, then so does
its L2-Wasserstein space.

In the case ofd = 2, we acquire the following equivalence;

X = ()z( i)eSE(Z, 1)< (X,¥,2 € R xR5g xR,

where E is the identity matrix. It means th&8®(2, 1) is homeomorphic to the upper
half-spaceR x Rxg x R.

Theorem G. For a positive numbe#, the tangent cone at (diag[r?, 0]) is iso-
metric to the Euclidean upper half-spa@ex R-g x R.

The organization of the paper is as follows: After introdghgcithe L2-Wasserstein
geometry, we state preceding results of th&Wasserstein geometry oV in Sec-
tion 2. Then we prove Proposition A and Theorem B in Sectiomi8e principal ob-
jective in Section 4 is the completion dffg. We shall consider properties d?é’ as
an Alexandrov space in Section 5. We first investigate thatiitation, which is stated
in Theorem C. The last part of Section 5 deals with the tangenes.

2. L2-Wasserstein spaces

In this section, we shall review the?-Wasserstein space. It is a pair of a subset
of probability measures on a complete separable metricespad a distance function
derived from the Monge—Kantorovich transport problem. S#@ and [31] for gen-
eral theory.
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Given a complete separable metric spabtdy), let ©w andv be Borel probability
measures oM. The set of Borel probability measuregson M satisfying

/M du(X, y)? da(y) < 0o

for somex in M will be denoted byP,(M). A transport plant betweeny andv is
a Borel probability measure okl x M with marginalsi and v, that is,

7[B x M] = u[B], =n[M x B] = v[B]

for all measurable setB in M. Then thelL>-Wasserstein distance betwegnand v in
P2(M) is defined by

172
Wz(u,V)=(igf /M MdM(x,y)Zdn(x,y)) .

Here the infimum is taken over all the transport planbetweeny andv. ThenW, is
a distance function of?,(M) (see [31, Chapter 6] for further details). We call the pair
(P2(M), W,) L2-Wasserstein space ovéd. A transport plan is optimal if it achieves
the infimum. Optimal transport plans on the Euclidean spatcescharacterized by the
push forward measures.

Let F be a measurable map @®f. For a Borel probability measure on RY, the
push forward measur€.u through F on RY is defined byF.,u[B] = u[F~*(B)] for
all measurable setB in RY. We denote the identity map dR? by id.

Theorem 2.1([4], [9]). For u, v in P»(RY), we assume that is absolutely con-
tinuous with respect to the Lebesgue measure. Then we dbtifollowing properties
(1) there exists a convex functioh whose gradientVyr pushesu to v,

(2) this gradient is uniquely determingg-almost everywheje
(3) the joint measurdid x Vy];u is optimal
(4) for tin [0, 1], [(1 —t)id + tVy];u is a geodesic fromu to v.

In this paper, a geodesic is always assumed to be minimizitty s@nstant speed.
We also refer to [17], where McCann extended this theorem tase of the connected
compact Riemannian manifold without boundary in placeR8f

Though Theorem 2.1 characterizes optimal transport pléanis, usually difficult
to obtain optimal transport plans and concrete values olLth@/asserstein distance be-
tween two given Borel probability measures. However, itéNasserstein distance be-
tween Gaussian measures was explicitly computed by seastiabrs; Dowson—Landau
[7], Givens—Shortt [10], Knott—Smith [11] and Olkin—Pugleéim [19]. For X in
Sym*(d, R), we define a symmetric positive definite matrikX = X2 so that
Xl/2 . Xl/2 = X.
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Theorem 2.2([7], [10], [11], [19]). The L2-Wasserstein distance between Gauss-
ian measures Km, V) and N(n, U) is given by

(2.1) Wo(N(m, V), N(n,U))> = m—n?+trV +trU —2trVUl2vulz,

As observed from this formula\/® is isometric to the product metric spaB¢ x
Ng’. Therefore we fix meam = 0 and we consider the geometry Ng McCann [16]
demonstrated tha&x/g is a totally geodesic submanifold of tHe?>-Wasserstein space.

Lemma 2.3 ([16, Example 1.7]). For N(V) and N(U), we define a symmetric
positive definite matrix T and its associated linear mapby

T =UYAUYAvuly) 2yt T(x) = Tx.

Then 7 pushes NV) forward to N(U) and [id x 7]:N(V) is an optimal transport
plan between V) and N(U). We moreover define a matrix (Y by

W(t) = [(1 —t)E +tT]V[(1 —t)E +tT]
for t € [0, 1]. Then {N(W(t))}epo,1; is @ geodesic from /) to N(U).

We call the above matrix@ (unique) linear transform betweeN (V) and N(U).
For X € Sym@, R) andV € Sym'(d, R), we set

2.2) V(t) = (E + tX)V(E +tX)

for sufficiently smallt so thatV(t) is positive definite. TherN(V (t)) is well-defined
and Lemma 2.3 guarantees tHa{V(t)) is a geodesic in/d, Wh).

3. Properties of N9 as a Riemannian manifold

We shall prove Proposition A and Theorem B. In the end of tkistien, we refer
to Otto’s result [21]. For general theory of Riemannian getm see [8].

Let G = GI(d, R) denote the set of invertible matrices of side Then the tangent
space ofG at each point is identified with the set YM(R) of all square matrices of
sized. Define G: M(d, R) x M(d, R) — R by

G(Z, W) = tr(Z'W),
then G is obviously a flat Riemannian metric gh
We define a madl: G — A¢ by TI(A) = N(ATA), then Tl is surjective and the
differential mapdIi, of IT at A is given by

dMa(Z) = ZTA + ATZ.
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For A in TI"Y(N(V)), Va is a subspace ofaG = M(d, R) consisting of vectors which
tangent to fiberd1-1(N(V)). In other words,

(3.1) ZeVae="Z=-A1ZTA (Z"Ais anti-symmetric).

Let Ha be the subspace dfiaG = M(d, R) consisting of vectors which are normal to
fibers TI=1(N(V)), that is, Z satisfiesG(Z, W) = 0 for any W in Va. Then we obtain
the following equivalent condition;

(3.2 ZeHp="Z="AZA! (ZAlis symmetric).

For Z in TaG = M(d, R), Zy, and Zy stand for the orthogonal projections df onto
Va and Hp, respectively. We call elements dfa and H 4 vertical and horizontal vec-
tors, respectively.

We define a Riemannian metri¢ on Ng by

gn(dI1(2), dTI(W)) = G(Z3;, Wy).

Then Il is a Riemannian submersion.
Under a Riemannian submersion, horizontal geodesics appedato geodesics.

Proposition 3.1 ([8, Proposition 2.109]). Let IT: (M, §) — (M, g) be a Riemann-
ian submersion. For a geodesit) in (M, §), if the vector&(0) is horizonta) then
ITo € is also geodesic ofM, g).

Using this proposition, we construct a geodesic frofV) to N(U) in (M9, g)
and prove Proposition A. To do this, let us summarize theespondence between
Ty NVg and Symd, R) due to (3.2), which is different from that due to the nat-
ural coordinate (1.1). The horizontal pakta is canonically identified witth(A)Ng’
and then we associaté € Ha with ZA! € Sym(, R). In this coordinate, we have
dIIa(Z) = ZA! for Z € Ha, in other words,

(3.3) Z € Hyre anddIlyi2(Z) = X <= X = ZV Y2 € Sym(, R),

and the geodesi®l(V(t)) with V(0) = 0 and initial velocityV’(0) = X coincides with
the geodesic (2.2) (as we will verify below). Moreover, (3r8jritesg as

(3.4) Inw) (X, Y) = G(XVYZ, Y VY2) = tr(XVY).
In what follows, we use this identification (3.3) for simgtic

Proposition A. On the space of Gaussian measuyrédse Riemannian metric g
given by

anwy (X, Y) = tr(XVY)
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for any tangent vectors XY in TN(V)J\/(gj = Sym(, R) induces the B-Wasserstein
distance.

Proof. ForV, U in Sym'(d, R), we define
A= Vl/2, 7 = [Ul/Z(U 1/2VU:|./2)71/2U 172 E]vl/z,
then Z lies in Ha due to (3.2). We set a curvi&Z(t)}iep,1) in G as
Z(t) = A+tZ.

Since @, G) is flat, {Z(t)}iep0,1 is @ geodesic whose initial velocity’(0) is the hori-
zontal vectorZ at Z(0) = A. Proposition 3.1 yields tha{tlT o Z(t)}tc[0,17 IS a geodesic
in (WY, g) from N(V) = I1(Z(0)) to N(U) = I1(Z(1)). By definition of Riemannian
distance, we obtain the following equalities;

Wa(N(V), N(U))2 =trV +trU — 2tr VU2V Ui
=1tr(Z2"2)
=G(Z,2)
= gn(dI1(Z), dT1(2))(A)
= dg(I1(Z(0)), TI(Z(1)))?
= dg(N(V), N(U)).

It implies that the Riemannian distandg of g coincides with thel.?-Wasserstein dis-
tance W. [

We now give an expression of sectional curvatures for thenRimian manifold.
Theorem B. Let g be the B-Wasserstein metric oN¢, expressed by
aInw) (X, Y) = tr(XVY)

for any tangent vectors X in TN(V)/\/d = Sym@,R). For linearly independent tangent
vectors XY at N(V), the sectional curvature Kvy(X, Y) is given by

3
Knew) (X, Y)anw) (X, Y) = 2 tr(([Y, X] = 9V (Y, X] - 9)),
where the matrix S is a symmetric matrix so tifx, X] — SV is anti-symmetric.

Proof. LetZ, W be horizontal vector fields og satisfying

Q(Z, W) = G(Z, Z)G(W, W) — G(Z, W)? 0.
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Then O’Neill's formula [20] yields
3
(3.5) K(dI1(Z), dI1(W))Q(Z, W) = ZG([Z’ Wiy, [Z, W]y).
For any X andY in Sym(,R), there exist unique horizontal vectorsand W at \VV1/2

so thatdITy:2(Z) = X and dITyw2(W) = Y. By (3.3), we get
X=2zVv2 Yy=wv?
We define vector fieldZ andW on G by
Z(A) = ZVY2A= XA W(A) =WV 2A=YA
for any A in G. Due to (3.2), these vector fields are horizontal and we obtai
(3.6) dI@)(VY?) =X, dIW)(V?) =Y, Q(Z, W)(V¥?) = anw)(X, Y).

In the (global) standard coordinate functiofps;}1<i j<a Of G, these vector fields
are expressed by

] 0 ] 0
Z = (X*%i)—, W = (Y*xj)—,
( kJ)axi,- ( kJ)axij

where X1 andY'l stand for thei( j)-components ofX andY, respectively. Therefore
we have

) 9

Z, W] = (X*®x; Y — YKy X1 —.
] J

8Xij

It implies that
[Z,W](A) =Y, X]-A

for any A in G. Let S = dII([Z, W])(V¥?) in Sym@d, R). Then we obtainS =
[Z, W] (VY?)-V~Y2 by (3.3) and

[Z, Wy (V¥2) = (1Z, W] = [Z, W]3)(VY?) = (IY, X] = §) - V2,

The property (3.1) of vertical vectors implies tha¥,(K] — SV is anti-symmetric. The
norm of the vertical vectorZ, W]y, at VY2 is as follows;
G((Z, W]y, [Z, WIy)(VY?) = G(([Y. X] = §) - V2, ([Y, X] — §) - V1/?)

(3.7)
= tr(([Y, X] = VY, X] = 9)).

Substituting (3.6) and (3.7) into the O’Neill formula (3.5ye acquire the formula in
Theorem B. [l
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REMARK 3.2. Otto [21] constructed a “Riemannian” submersiorirom D onto
P3YRY) by using push forward measure with a base meagurthat is, 7(F) = Fu.
Here D denotes the set of all diffeomorphisms®f and P;‘C(Rd) denotes the subspace
of P,(RY) consisting of absolutely continuous measures with resfie¢he Lebesgue
measure, respectively. The infinite dimensionalityRf(RY) and D makes the result
formal, however restrictions into totally geodesic finitendnsional subspaces are rig-
orous. Therefore we choose the space of Gaussian measutes &stally geodesic
Riemannian submanifold and Theorem B rewrote Otto’s exgiowasin a simple explicit
form on /\/5‘. See also [12], where Lott gave an expression of the sedtmnaature
on the L2-Wasserstein spaces over smooth compact Riemannian nasnifo

4. Metric completion of A/

In this section, we construct the completion&§' in terms of characteristic func-
tions (more detailed treatment of this topic can be founditfistance in [3]).

The characteristic functiop, of a probability measurg. on R® is defined as the
Fourier transform of the probability measune

0,(6) = [ expl/=1(x, )] du0).

Then the characteristic function of a Gaussian measi(m, V) is given by

exg =1, £) - 5., V) |

It is well-known that the weak convergence of probabilityaseres is equivalent to
the pointwise convergence of their characteristic fumsioAn element of the comple-
tion of Ng in the sense of weak convergence is called the degeneratesi@aumeas-
ure. Its characteristic function is given by

1
x5, V) |
whereV is a symmetric non-negative definite matrix.

REMARK 4.1. The characteristic function of the Dirac measésecentered am
in RY is given by expl/—1(m, &)].

On the other hand, the convergence in the sensk?diVasserstein space implies
the weak convergence (see [31, Theorem 6.9]). Thereforedh®letion of/\/(;j in the
sense of weak convergence contains the one in the senisé&\Whsserstein space, and
after simple calculations we conclude that the both spaoewide. Thus it is natural

to denote any element 0175’ by N(V) for someV in Symd, R)o.
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REMARK 4.2. We can generalize the distance formula (2.1) defined’\@nto
N@ because we can definé?2 for any V in Sym(, R)=o. Namely, VY2 is a sym-
metric non-negative definite matrix such that/?. V2 = V. Therefore we obtain

Wo(N(V), N(U))2 =trV +tru — 2trv/Ul/2vUulz2,
for N(V) and N(U) in A/Z.

5. Properties of/\_/(‘)j as an Alexandrov space

5.1. Alexandrov space. Let us summarize some definitions and basic results on
the geometry of Alexandrov spaces. Standard referencefshend [6].

Let (M, dy) be a complete geodesic metric space, that is, each pairiofspq y
is connected by a geodesic. Forin R, we denote a simply-connected, 2-dimensional
Riemannian manifold of constant sectional curvatufey M?(x). Letd, be a Riemann-
ian distance ofM?(x). For any three points, y, z in M (provided that fiy (X, y) +
du(y, 2) + du(z, X)]? < 4n?/k if k > 0), there exist corresponding poins y, Z in
M?(x) which are unique up to an isometry so th&§(x, y) = d.(X, ¥), du(y, 2) =
d. (¥, 2) anddy(z, X) = d.(2, X). We also denote the unique geodesic franto § by
yry: [0, 1] = M?(x).

DEFINITION 5.1. Let (M, dy) be a complete geodesic metric space. Given any
k in R, we say that M, dy) is an Alexandrov space of curvaturer if for any three
pointsx,y, z in M (provided that @y (x, y) +dm(Y, 2) +dw(z, X)]? < 472/ if « > 0),
any geodesig/: [0, 1] = M from y to z and anyt in [0, 1], we have

dm (X, ¥(1)) = de (X, pya(t)).

The triangle AXyZ is called the comparison triangle dfxyz We next define a
comparison angle.

DEFINITION 5.2. Letx,Yy,z be three distinct points in a geodesic spabk dy).
A comparison angle of/xyz denoted by/xyz is defined by

dM(X! y)2 + dl\/l(y! 2)2 - dM(Zr X)2

/XYyZ= arccos
Y 2dm (%, y)dm(y, 2)

In a similar way, we define an angle between two paths stadirthe same point.
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DEFINITION 5.3. Lety ando be two paths in a geodesic space starting at the
same pointp. We define an angle/y(y, o) betweeny ando as

im 3
ZLp(y, o) = s,ltl\HO Zy(s)pa(t),
if the limit exists.

In the case of geodesics in Alexandrov spaces, the limit y@wexists and does
not depend on the choices sft. For any two geodesicg, o with unit speed starting
at the same point, the angle betweerand o is equal to O if and only if there exists a
positive numbek such thaty(t) = o (t) for all t in [0,¢]. Using these facts, we briefly
discuss the tangent cone bf. Let (M,dy) be an Alexandrov space of curvaturex.
Fix a point p in M. We defineX| as the set of geodesics starting @tequipped
with an equivalence relatiofj, wherey || o holds if Zy(y, o) = 0. The angleZ,
is independent of the choices ¢f and o in their equivalence classes. Thefy, is a
natural distance function ox;. We define the space of directionE{, Zp) at p as
the completion of £}, Zp) and the tangent conel, dp) as a cone overXy, Zp).

DEFINITION 5.4. Let M,dy) be a metric space. The cone oWdris a quotient
spaceM x [0, c0)/~, where an equivalence relation is defined by X, s) ~ (y, t) if
and only ifs=t = 0. We call the equivalence class of,(0) vertex. The distancdc
on the cone is defined by

de((x, 9), (y, t)) = /S + t2 — 2stcos mir(du (X, Y), 7}.

We denote a vertex of a tangent coig, at p by op,. For each pointp in a
finite dimensional Alexandrov space of non-negative cumggtthere exists a homeo-
morphism from a neighborhood gf to the tangent cone gb sendingp to o,. Here
we mean by the dimension the Hausdorff dimension. Tangemés@nd stratification
are useful when we analyze local structures of finite dinwradi Alexandrov spaces.
Roughly speaking, every finite dimensional Alexandrov sp& stratified into topo-
logical manifolds.

DEFINITION 5.5. A collection{s; iN:(, of subsets of a topological spaté forms
a (finite) stratification ofM into topological manifolds if
(1) the setsS; are mutually disjoint, ancﬂ_JiN:O Si =M,
(2) every setS; is a topological manifold,
(3) dlmSo <dimS; < --- < dim Sy,
(4) for everyk =1,..., N, the closure ofSy is contained inS; = U:(:o Si.

Sturm [26] proved that if an underlying space is an Alexamdspace of non-
negative curvature, then so is it$-Wasserstein space. It yields tha(R%), W) is an
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Alexandrov space of non-negative curvature. Siv\??e is a complete, totally geodesic
subspace ofP,(RY), /\/5j provides an explicit nontrivial example of Alexandrov spac
of non-negative curvature. We consider properties\fg’f as an Alexandrov space.

5.2. Stratification. We first give an expression of a stratification N_g’

Theorem C. For each0O <k < d, we set

k eigenvalues are positiy}a

S(d. k) = {V € Sym@, R) (d — k) eigenvalues aré

Sk ={N(V) [V € S(d, k)}.
Then the setSk}l_, forms a finite stratification 017\75’ into topological manifolds.

Proof. We check tha{tSk}Ezo satisfies the properties in Definition 5.5. Property (1)
follows from the definition ofSx. To show properties (2) and (3), we construct a homeo-
morphism fromSy to a topological manifold. LeG(d, k) be the Grassmannian manifold
of k-dimensional subspaces BF. Define a setM(d, k) by

M(d, k) = {(Gk, W) | Wk is an inner product o5, € G(d, K)},

which is homeomorphic to a product topological manif@dd, k) x Sym' (k, R).
For V in §(d, k), there exist an orthogonal matriR and positive numberg)»‘}{‘:l
so that

V = Pdiagp!, ..., 2% 0,...,0]P.
We setG(V) as ak-dimensional subspace ®¢ spanned by Pe}ikzl. Then Gg(V)

is independent of the choice ¢ and a mapV — Gg(V) is well-defined.
Let fx: Sk — M(d, k) be defined by

fk(N(V)) = (Gk(V), Vi),
where V| is a restriction ofV to Gy(V). We verify that the mapfy has an inverse
map. For anyGg in G(d, k), there exists an orthogonklframe{pj}‘j(:l spanningGy.
Then a mapgx: M(d, k) — Sk given by
ok(Gk, Vi) = N('PWP), P =(p1,..., P)

is well-defined. It is clear thagy o fx = ids, and fx o g« = idaq@,k). Thus gy is the
inverse map offy. The continuity of each component of covariance matrix igivag
lent to the continuity onVg with respect to thel.2-Wasserstein distance. Therefofe
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and g are continuous and henck is a homeomorphism. In turr§y is a topological
manifold of dimensiork(d — k) + 27tk(k + 1), which is the dimension of\(d, k). It
guarantees properties (2) and (3).

Finally we confirm property (4). In the same way as the conigebf NV, the
closure ofSk is given by
{N(V) € Sym"(d, R) | At least @ — k) out of eigenvalues oV are @,
which is justS,.

Thus {Sk}l_, forms the finite stratification 0!\75’ into topological manifolds. [J

5.3. Tangent cone. In this section, we discuss the tangent cones/\z_if',(wz).
Let V be a symmetric matrix decomposed as

V = Pdiagl!, ..., 2% 0,...,0]"P
where P is an orthogonal matrix angi'}¥_, are positive numbers. We s&% (V)
as a @ — k)-dimensional subspace @Y spanned by{ Pe}?:kﬂ. Then a tangent cone
at N(V) is homeomorphic to the set of symmetric bilinear forms Wwhare positive
semidefinite onGYX(V), that is
SP(d, k) = {X € Sym{d, R) | (@' Pg, Xal Pg) = 0, for numbers{a'}e, . ,}.
Corollary D.  For N(V) in S, we assume that V is decomposed as

V = Pdiag!, ..., 25 0,...,0]P,

where P is an orthogonal matrix anCDJ}ik:1 are positive numbers. Then a tangent
cone at NV) is homeomorphic to 'gd, k).

Proof. A bijective map
N& > Symd, R)=o, N(X) > X2
can be considered as coordinate functions due to (2.2)NI(gt(t)) be a geodesic start-
ing at N(V). Since any geodesic has a linear approximation, we obkain\tY/?(t) =
V2(0)+t(V¥2)Y(0)+o(t) for sufficiently smallt. Thus we can identify\(*/?)'(0) with
a point sufficiently close toN(V). The non-negativity o/ (t) yields the non-negativity
of (V¥2)(0) on G4K(V). Indeed, we have

(@Pa, (VY1) — VY?(0))al Pej) = (a' Pa, VY2(t)al Pej) > 0
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for any numbers{ai}id:kH. Therefore we identify a small enough neighborhood of
N(V) with SP(d, k). On the other hand, Theorem 5.7 implies th&g, is homeo-

morphic to a neighborhood. Thus the tangent cngy) is homeomorphic tP(d, k).
O

In a special case, we determine a distance function on thlgetdrcones. First we
consider the case of points K.

Proposition E. For N(V) in Mg, the tangent cone at (V) is isometric to
(Sym(, R), dy), wheredy is given by

dv(X, Y) = Vtr(X = Y)V(X = Y))
for any X Y in Symd, R).

Proof. Because/\/(gj are locally Euclidean, tangent cones 075(, W,) coincide
with tangent spaces oifc? with the L?-Wasserstein metric for points wg (see [B)).
Thus the tangent cone is identified with SyinR), and (3.4) implies

dv (X, )% = gu(X = Y, X = Y) = tr((X = V)V (X = Y)). O

We next construct a distance function on the tangent conéeatDirac measure
N(0) centered at the origin 0 iR9. There exists a useful theorem in understanding
the metrical structure of tangent cones for finite dimersighiexandrov spaces.

DEFINITION 5.6. A sequencég(Mp,dn, pn)}n Of pointed metric spaces converges
to a pointed metric spaceV, dy, p) in the Gromov—Hausdorff sense if the following
holds: For every > 0 ande > 0 there exists a positive integag such that fom > ng
there is a mapf, from an open ballB; (pn), of center atp, and radiug, to M, which
satisfies the following three properties;

(1) fa(pa) = p,
(2) SURyew, ldn(x, ¥) — du(fa(X), ()] < e,
(3) thee-neighborhood off,(B;(pn)) contains the open bab; _.(p).

Theorem 5.7 ([6, 87.8.1], [5, Theorem 10.9.3]).Let (M, dy) be a completefi-
nite dimensional Alexandrov space of non-negative curgatlihen at every p in M

the tangent con€K,dy,0p) is isometric to the limit of the scaled pointed metric space
(M, c-dwm, p) in the Gromov—Hausdorff sense as c diverges to infinity.

We now prove thatfw, W,) has a cone structure.

Theorem F. The tangent cone at (9) is isometric to(m, Wo).
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Proof. We shall prove that the scaled pointed metric spa@, 0 - W, N(0))

converges t0/(75’, W,, N(0)) in the Gromov—Hausdorff sense agiverges to infinity.
For everyr > 0, ¢ > 0 and a positive integen, we shall check that a map

for B-(N(0) = AVZ,  fo(N(V)) = N(n?V)

satisfies the properties in Definition 5.6. HeBp(N(0)) stands for an open ball in
(MY, W,). Property (1) holds since we have

f.(N(0)) = N(n?- 0) = N(0).
The relations tif?V) = n?trV and @?V)Y2 = nV¥2 imply

Wo(fr(N(V)), fa(NU)))? = n?[tr V +trU — 2 tr VU2V UL/2]
= N*Wa(N(V), N(U))?

for any N(V), N(U) in ./\Tg. This shows that property (2) holds.

For any N(V) in B,_.(N(0)), f.(N(n~2V)) = N(V) and N(n~2V) belongs to
Bh-1r (N(0)), proving that property (3) holds.

Thus Q\Tg, n - W, N(0)) converges to/@, W,, N(0)) and Theorem 5.7 yields
Theorem F. O

Finally, we state the following metrical property of the g@mt cones orj\Tg.

Proposition 5.8. For all V in Sym(d, R)>o and P in ((d), the tangent cone at
N(V) is isometric to the tangent cone at(NPV P).

Proof. Since a pointed isometry map betwee@(N(V)) and (/\W N("PV P))
can be extended to an isometry map betwéaqyy and Kyepyp), it is sufficient to

construct such an isometry map. Letbe a map oV sendingN(X) to N("P XP).
Then we obtain

Wa(o(N(X)), o(N(Y))? = tr X +tr Y — 2 tr /XT2Y X2 = Wo(N(X), N(Y))?

for all N(X), N(Y) in /\Tg. Additionally, it is clear thatp(N(V)) = N("PV P). Thus
¢ is a desired isometry map. []

5.4. Tangent cone in the case of dimension 2.In the previous subsection, we
described the metrical structure of the tangent conds$(&t) in Sy for k =0,d. In the
case ofd = 2, we can derive a metrical structure of the tangent cones(diag[r?, 0]).
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Applying Proposition 5.8, we obtain a metrical structuretiod tangent cones at each
point of S;. As mentioned in the introduction, we acquire the followieguivalence;

X:(); i)eSE(2,1)<=>(x,y,z)eRszoxR.

Thereby SF(2, 1) is homeomorphic to the upper half-sp&ex R-¢ x R.

Theorem G. For a positive numbe#, the tangent cone at (diag[x?, 0]) is iso-
metric to the Euclidean upper half-spa@ex R- x R.

Proof. SetA = diag[r?,0] and p = N(A). We prove Theorem G in several steps:
First we construct a geodesic fromto N(V) in NOZ. We next confirm that an inex-
tensible geodesic starting @t meets a boundary of a baB,(1/2). Then we compute
angles between geodesics startingpatFinally we prove that X, Z,) is isometric to
a semi-sphere. This isometry can be extended to an isometwebn the tangent cone
Kp and the Euclidean upper half-spaRex R-o x R. In what follows, components of
symmetric matriced/, X in Sym(2,R)-o and a vectorzZ in R® are expressed by

V:(u w), X:(X Z)’ E=(51,¢), respectively.

w v z y

For N(V) in N2, u,v should be positive and a linear transfofimfrom N(V) to N(A)

is given by diaglu=Y2, 0]. In fact, let7 be a linear map associated wilh that is,
T(x) = Tx for x in R2. ThenT pushesN(V) forward to N(A) and 7 is a gradient
of a convex function(x, T x)/2. Theorem 2.1 yields that [id 7]:N(V) is an optimal
transport plan betweeN (V) and N(A). Moreover, a geodesic froml(V) to N(A) is

given by

[(1 —t)id + tT].N(V),

for t in [0, 1]. Let {N(V(t))}tep0,1; be a geodesic fronN(A) to N(V) (not from N(V)
to N(A)), then we acquire

NQV(t) = [t -id + (1 — ) TTN(V),

B (A + t(Ju—1))> twu2(1 + t(Ju— 1))
(5-1) Vi) = (twul/z()» +t(/u—21)) t2v '
This expression of geodesics can be extended to the cage-dl.

For N(V) satisfying Wx(p, N(V)) > A/2, it is trivial that a geodesic fronp to
N(V) meets the boundary oBp(r/2). We consider the case dfi(V) in Bp(r/2),

that is,
12 = Wa(p, N(V))> = (Vu—21)*+v < %2-
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BecauseV lies in Sym(2,R)so, v iS non-negative and henaeis positive. It enables
us to have a geodesiiN(V (t))}tcp,1; from N(A) to N(V) as in (5.1). For all positive
numberst, V(t) are well-defined and we have

detV (t) = (detV)t?(r + t(+v/u—21)’ut >0,

trV(t) = (A + t(vu— A1) +t% > 0,
proving V(t) in Sym@,R)=o. ForV = V(1/2l), we haveW,(p,N(V)) = A/2. Then we

obtain a geodesi(:N(\7(t))}t€[0,1] from N(A) to N(V) as in (5.1). It is an extension of

{N(V (t))}tep0,1) Since geodesics irATg do not branch. Therefore inextensible geodesics
starting atp meet the boundary oBp(1/2).
It suggests thak, can be identified with

{yv: a geodesic fromp = N(A) to N(V) | Wa(p, N(V)) = %}

We compute angles between geodesicsZifi For geodesicsy (t) = N(V(t)) and
yx(t) = N(X(t)) in X7, we acquire

twu Y2() + t(J/u — 1)) t2v
() = (A 4+ t(/X = A))? tzx V21 + t(VX — 1))
®= (tzr”%\ﬂ(ﬁ—k)) t%y )

Since N(V), N(X) belong to the boundary oB,(1/2), we haveux # 0. We compute
the comparison angle of yy (t) pyx(t):

Wa(p, v (1))? + Wa(p, yx(1))? — Wa(py (1), ¥x(t))?
2Wa(p, yv (1)) Wa(p, yx (1))

4 wz + det(V X)¥2  o(t?)
— | (V- a -y SR ]

cosZyv (t) pyx(t) =

which converges to

%[(\/_ — (VX = 2) + (ux) Y2 (wz + det(v X)"/?)]

ast converges to 0. Thus we have

LW, vx) = arccos%[(\/_ — (X = ) + (Ux) Y2 (wz + dettv X))
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For the rest of the proof, we identifyy in X}, with the matrixV. Let S* be the
semi-sphere defined by

St={E=@En¢)|E%+n*+¢*=1, >0}

It is a complete metric space with the standard Euclideadeamgtric Z. We define
a mapy from £ to S* by

v(V) = %(«/_— A (v — wzufl)l/Z, wufl/z)_

The mapy has an inverse map given by
o(E) = A_z( (2+£) (2+€)§)
4\ @2+8c nP+82 )

For V, X in E’p, we have

cosZp(V, X) = (¥ (V), ¥(X)) = cosZL(y(V), ¥ (X)),

proving that &', Z,) is isometric to §*, £).

Thus &', Zp) is complete and hencex(, Zp) = (2p, £p). The isometry map)
can be extended to an isometry mdp from the tangent coné<, to the Euclidean
half-spaceR x Rx x R:

w(V,t) =ty (V) = %([ -, (v —wluHY2 yu 13,
This completes the proof of Theorem G. O
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