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Chapter 1

Introduction

Nearly 30 years have passed since the discovery of high-Tc superconductivity in the

cuprates, however its mechanism is still in mystery. Cuprates have a layered struc-

ture with common CuO2 planes on which superconductivity appears from forma-

tion of Cooper pairs. The pairing symmetry in cuprates is d-wave which is different

from the BCS s-wave of conventional superconductors. The parent compound of

high-Tc cuprates are antiferromagnetic Mott-insulators which are half-filled in the

most upper electronic band dx2−y2 but insulating because of a strong Coulomb

interaction between on-site electrons. It is unclear how a Mott-insulator changes

into a superconductor until now. Therefore understanding the electronic structure

in both the normal and the superconducting state is important. The pseudogap

state in the normal state just above superconducting transition temperature (Tc)

is a strange state observed by many techniques. There are three different view-

points on the pseudogap. The pseudogap competes with superconductivity, the

pseudogap is the precursor of superconductivity and the pseudogap is independent

of superconductivity. Study on manifestations of pseudogap and on its effects to

superconductivity has been done intensively.

Both angle-resolved photoemission spectroscopy (ARPES) and electronic Ra-

man scattering (ERS) are strong tools to study the electronic structure of cuprate

superconductors. ARPES is a single particle method while Raman is a two-particle

method. In Raman measurements, with different geometries one can probe differ-

ent regions on Brillouin zone (BZ). However, the origin of electronic Raman spectra

is still unclear, and if we compare quantitatively the results obtained by ARPES
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2 Chapter 1. Introduction

and Raman, one could see that there are some differences.

In this study, electronic Raman spectra in B1g and B2g geometries are calcu-

lated from ARPES data in the superconducting state for cuprate superconductor

Bi2Sr2CaCu2O8+δ (Bi2212). This study was done for Bi2212 single crystals with

different doping levels, underdoped Tc = 75 K (UD75K), nearly optimally doped

Tc = 92 K (OP92K) and overdoped Tc = 85 K (OD85K).

Calculated electronic Raman spectra in B1g and B2g geometries were obtained

and they are more realistic than the ones from a well-known theory, the kinetic

theory. Two-energy-scale behavior was reproduced. There is a consistency between

the calculation and the experimental data in B2g spectra whereas in B1g spectra

the difference is clearer in the underdoped region. We discuss the effect of the pseu-

dogap to the superconducting gap and the manifestation of this effect in different

measurement techniques. We also found that there is a doping dependence of the

peak-intensity profile of spectral functions in k space. We confirm that the same

gap profile could be used to interpret both Raman and ARPES data, in which the

nodal slope of the gap profiles is independent for a wide range of doping levels.

The structure of this thesis is designed as follows. Chapter 2 overviews high-Tc

superconductivity with some different behaviors from BCS superconductors. The

crystal structure of Bi2212 as well as the electronic structure of parent compounds

are described. Purposes of this study are presented at the end of this chapter.

In chapter 3, the principles of ARPES and Raman measurements are presented.

Chapter 4 presents all experimental results on crystal growth, ARPES and Raman

measurements. Results of calculations for electronic Raman spectra using ARPES

data are presented in chapter 5. Calculations were done using the well-known so-

called kinetic theory and using Kubo formula. Calculations are presented in a way

that calculated spectra step by step are improved. The final results were obtained

by a calculation using Kubo-formula, taking ARPES data over the whole-BZ, with

Shirley-background-subtraction and k-dependence of peak-intensity profile of spec-

tral functions. In chapter 6, the momentum and doping dependences of the spectral

function are discussed. We also discuss the effect of pseudogap to the supercon-

ducting gap in Raman and ARPES data. Chapter 7 summarizes the obtained

results and possible issues in next studies.



Chapter 2

Background on high-temperature

superconductivity, cuprates and

Bi2Sr2CaCu2O8+δ

2.1 High-temperature superconductivity

Superconductivity was discovered by H. K. Onnes in 1911 in mercury when he

used liquid He to cool down Hg below 4.2 K. This phenomenon was a mystery until

J. Bardeen, L. N. Cooper and J. R. Schrieffer built their microscopic theory in

1957, BCS theory [1]. Superconductivity is a quantum phenomenon that manifests

in a macroscopic scale, where every electron pairs move with a coherence. In 1986,

J. G. Bednorz and K. A. Müller published their results on superconductivity in

(La,Ba)2CuO4 with a critical temperature (Tc) around 30 K [2]. This opens a new

era of study on superconductivity because in conventional (BCS) superconductors

the critical temperature is believed lower than 30 K [3] and the Tc record at that

time was 23 K in Nb3Ge system. According to the BCS theory, in order to increase

Tc, the interaction constant needs to be improved. Before the discovery of J. G.

Bednorz and K. A. Müller much effort was done to increase Tc, for example, by

increasing electron density at the Fermi energy. However, increase of electron den-

sity leads to instability of crystal structure. J. G. Bednorz and K. A. Müller chose

oxides to increase the electron-ion interaction and hence the interaction potential.

The enhancement of interaction is expected because in oxides the electron concen-

3



4 Chapter 2. Background on high-temperature superconductivity,...

Figure 2.1: Remark discoveries by time.

tration is not so high as in metals and thus the screening effect is small [4]. Only

a half year later, the superconductor with much higher Tc above the liquefying

temperature of nitrogen were discovered, the first of them is YBa2Cu3O7 (YBCO)

superconductor [5]. Figure 2.1 presents the history of discoveries of superconduc-

tors. The group of superconductors which has record Tc above 77 K until now is

layered-perovskite-structure copper oxides called cuprates.

The highest Tc until now is hold in the (Hg,Tl)BaCaCuO system with Tc = 133-

138 K at ambient pressure [6,7] and it can reach up to 155-164 K at 30 GPa [8,9].

One common feature in all cuprates which should be emphasized is that they have

the same CuO2 layers on which superconductivity appears. The Hg-system is

believed to have the highest Tmax
c , even in the superconductor with one layer of

CuO2 Tmax
c is also as high as 97 K, because its CuO2 layers have the most ideal

structure without any bending as in the other cuprates.

Recently, iron-based superconductors were discovered [12, 13] and the highest

Tc in this systems up to now is about 55 K in the 1111 system [14–17]. Iron-based

superconductors also have layered structures as in the cuprates and show many

new properties which are under debate. Also recently another hole-doped cuprate

with high Tc upto 120 K was also discovered in BaCaCuO(F,O) system [18].
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Figure 2.2: a) Change in output signal of r.f. SQUID magnetometer with integral num-
bers of flux quanta [10]. b) STM c-axis tunneling conductance spectra of superconductors
in comparison with BCS theory. Conventional superconductor Nb at 335 mK (circles)
and BCS fit (solid line) with ∆ = 1.0 meV; and an optimally doped Bi2212 (Tc = 92 K)
at 4.8 K and s-wave BCS fit (dash-dotted line) with ∆ = 27.5 meV [11].

Just after the discovery of high-Tc superconductors, flux quantum [10] and

Shapiro-step [19,20] measurements confirmed the formation of Cooper pairs in the

superconducting state. An energy gap in the superconducting state as well as its

behaviors different from BCS superconductors, figure 2.2, were confirmed by many

measurement techniques.

Parent compounds of cuprate superconductors are antiferromagnetic charge

transfer insulators. By doping carrier the antiferromagnetic order is suppressed

and at certain doping around 0.05 superconductivity appears when temperature is

below Tc. This is presented in the figure 2.3 of a general phase diagram. Critical

temperature Tc as a function of doping shows a dome shape and usually Tc dome

is divided into three regions, underdoped, optimally doped and overdoped region.

In high-Tc cuprate superconductors, there is a strange region in the normal state

and it is believed that understanding about this region can answer for the mecha-
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Figure 2.3: General phase diagram of hole-doped high-Tc cuprates. The superconducting
dome includes a underdoped region, an optimally doped region with maximum Tc and
an overdoped region.

nism of high-Tc superconductivity. In this region there is suppression in low energy

region of excitation spectra measured by various techniques at temperatures below

T*, which manifests an opening of a gap. In the BCS theory, when a supercon-

ductor is cooled down through the superconductivity transition temperature Tc,

Cooper pairs are formed and an energy gap opens at the Fermi level. Therefore

the gap opening in the normal state similar as the superconducting gap is so-called

pseudogap and we have a pseudogap region in the phase diagram. A well-known

empirical formula for Tc dome of cuprates is usually used to deduce dopings p [21]

Tc = Tmaxc [1− 82.6(p− 0.16)2]. (2.1)

Isotope effect is decisive and direct evidence to confirm the role of phonon in

conventional superconductors. Its major role is to reveal the origin of attractive

interaction in BCS theory where Tc scales with the isotope mass Tc ∼ M−α.

Therefore this effect has been studied a lot in high-Tc cuprate superconductors

as well as other unconventional superconductors. In BCS superconductivity the

isotope coefficient is 0.5. However in high-temperature superconductors, isotope
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effect shows more complex behaviors than BCS theory, figure 2.4. Although there

are some isotope studies supporting for phonon mediated mechanism [24], a general

view is that it is not strong at optimally doping level where the highest Tc is

observed, isotope coefficient is smaller than 0.1 at doping p = 0.16 as discovered

in LSCO, YBCO and Bi2212 [25–27]. In La2−xSrxCuO4 (LSCO) system, isotope

exponent gets maximum at the doping level of 1/8 where Tc is suppressed. Studies

on optimally doped samples in bismuth system show that oxygen isotope effect

exponent decreases with increasing number of CuO2 layer [23]. These phenomena

seems opposite to a phonon-mediated mechanism with electron-phonon interaction

to be major role or there is certain contribution from phonons but compete with

another unknown quantity.

Raman scattering is used as a strong tool to study isotope effect from shifts

of phonon peaks [28–31] as one example shown in figure 2.5. By using Raman

scattering we can evaluate the exchange of oxygen isotopes from appearance of

phonon peaks and relativity intensities between them. Isotope effect from Raman

spectra can be determined as
ω(16O)− ω(18O)

ω(16O)
. Raman scattering measurement

also helps to assign phonon peaks to different vibration modes of different atoms

at different sites in a crystal structure. Figure 2.5 presents Raman data with the

site-selective isotope exchange in YBCO.

Figure 2.4: Oxygen isotope effect in high-Tc cuprates. a) Isotope effect exponent α as a
function of hole concentration [22]. b) Isotope effect exponent α against number of CuO2

layers in the optimally doped Bi-based cuprates, the square data point denotes data of
Bi2212 with Tc = 92 K [23].
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Figure 2.5: Oxygen isotope effect obtained by Raman measurements. a) Shift of phonon
peaks from Raman spectra of 18O exchanged (lower curve in each panel) and unexchanged
16O (upper curve in each panel) Bi2212 (Tc = 51 K) taken at 294 K and 17 K in the
A1g + B2g and B1g geometry [28]. b) Site-selective exchange in oxygen isotope effect
determined from Raman spectra of YBCO. Notations p, a and c in this figure denote
planar, apical and chain oxygens, respectively [29].

In BCS superconductors such as aluminum, the coherent length ξ is as very

large as 16000 Å while its penetration depth λ is 16 Å [32], and therefore struc-

tural anisotropy is averaged. It is not the case of high-Tc cuprates where the

penetration depth is larger than the coherent length, for example in optimally

doped Bi2212 sample and at low temperature ξab = 13 Å while λab = 1850 Å [33]

or in c axis direction ξc = 1 Å while λc = 100 µm [34]. Therefore, in the cuprates

the Landau parameter κ = λ/ξ is much larger than 1 and the cuprates are type-II

superconductors with very high critical fields Hc2.

The penetration depth can be determined from relaxation rate σ in µ-spin ro-

tation measurements because of σ ∼ 1

λ2
. A linear relationship between the critical

temperature and the µ-spin relaxation rate for many unconventional superconduc-

tors including all high-Tc cuprate superconductors in the underdoped region was

discovered by Y. J. Uemura as well known ”Uemura plot” [35,36]. The linear rela-

tionship is not only in cuprates but also in other superconductors as heavy fermion,
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A3C60, 3D BKBO superconductors. Therefore this behavior may show a general

mechanism for these superconductors. However a magnetism-mediated mechanism

is believed to be true for heavy fermion superconductors [37] while in the BKBO

system with a relatively high-Tc (≈ 30 K), a high isotope coefficient α = 0.41 [38]

was observed and it is interpreted as a phonon superconductor.

It was also shown that there is a linear correlation between the transition tem-

perature and the plasma frequency [39] and the penetration depth also can be

determined from optical/infrared measurements λFTIRL = 1/2πωp [40]. However,

for Bi2212 the values of in-plane penetration depth obtained from µ-SR and FTIR

measurements are quite different, 190 nm and 680 nm, respectively.

Pairing symmetry could show information about the mechanism of supercon-

ductivity. There are several types of pairing symmetry proposed for high-Tc

cuprates such as d-wave, anisotropic s-wave, extended s-wave, s ± id-wave. In a

conventional BCS superconductor, the pairing symmetry is isotropic s-wave where

the phonon-mediated mechanism is proved. Even though, in high-Tc cuprates now

it is well accepted that the pairing symmetry is d-wave. This is confirmed by

many probe techniques including ERS and ARPES [41–45]. However there are

also some discussions arguing that the d-wave pairing is not enough to explain

behaviors of some materials where maybe a d + s-wave pairing exists for over-

doped region [46–50]. In present study, the d-wave pairing symmetry is used

and the gap size along Fermi surface is a linear function of d-wave function,

∆(k) = ∆0|cos(kxa)−cos(kya)|/2 where ∆0 is the maximum gap. The gap function

has its has a minimum value (zero) along the nodal line ((0,0)-(π,π)), ARPES data

showed that there is no gap in this direction even at temperatures well below Tc,

and a maximum at the antinodal region (±π,0) or (0,±π), figure 2.6 a). Because

of nodes in the gap function, spectra of electronic excitation in low energy region

below 2∆ at low temperature is not zero as in the case of s-wave pairing. The

d-wave pairing symmetry was first proposed to explain superconductivity in heavy

fermion superconductors where spin fluctuation is a mechanism of superconductiv-

ity. However, even the d-wave symmetry exists in high-Tc cuprates, a underlying

mechanism from magnetism is still under debate.

The deviation from the pure d-wave gap symmetry in underdopped samples

shows a two-gap-like (or two-component) behavior [51–53] that manifests in the

antinodal region of the gap function along Fermi surface. Figure 2.6 b) shows
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Figure 2.6: a) The d-wave symmetry of pairing observed by ARPES in Bi2212 single
crystal with Tc = 87 K. [42]. The dots with error bars are experimental data taken on
k-points on the Fermi surface shown in the inset (the circles). The solid line is fitting
by d-wave function. b) The deviation from the d-wave paring observed by ARPES in a
underdoped Bi2212 sample Tc = 50 K. Here are EDC spectra along the Fermi surface
from the nodal region (point 0) to the antinodal region (point 14) after dividing for
Fermi-Dirac function. Their peak position against d-wave function is plotted in the inset
(the black-dotted curve) [51].

ARPES energy distribution curve (EDC) spectra along the Fermi surface of a

underdoped Bi2212 sample Tc = 50 K, k-points are numbered from 0 (node) to 14

(antinode). The gap size defined by peak position suddenly changes at the point 8

as shown in the inset, the straight dash line is the gap function obtained from the

d-wave symmetry with the same slope in the nodal region. The pairing symmetry

with really two components from different mechanisms is still not clear yet.

2.2 Bi2Sr2CaCu2O8

Bi-Sr-Ca-Cu-O superconductors are the first high-Tc ones that do not contain rare-

earth elements, discovered by H. Maeda in 1988 [54], which were developed after

the discovery of YBCO system. Bi-based superconductors have a general formula

Bi2Sr2Can−1CunOy in which n = 1, 2 and 3. When the number of CuO2 plane

increases from 1 to 3, the maximum Tc increases. In the other cuprate supercon-
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Figure 2.7: The crystalline structure of Bi-based cuprate superconductors [4]. The gen-
eral formula is Bi2Sr2Can−1CunOy in which n = 1, 2 and 3.

ductors such as thallium and mercury systems, Tmax
c decreases when n is more than

3 as shown in the figure 2.8. Bi2Sr2CaCu2O8+δ is a hole doped cuprate supercon-

ductor of Bi-based system, which has Tmax
c = 95 K. In a unit cell of Bi2212, there

are two CuO2 layers separated by a Ca layer. Superconductivity occurs in the CuO2

planes. In the case of Bi2212, both CuO2 layers are superconducting. However

in YBCO, one should distinguish the CuO2 superconducting layer from the Cu-O

chain which belongs to the charge reservoir block. Figure 2.7 shows the crystaline

structure of Bi-based superconductors Bi2Sr2CuO6 (Bi2201), Bi2Sr2CaCu2O8 and

Bi2Sr2Ca2Cu3O10 (Bi2223). Bi2212 has two sub-cells with 4 units of formula in

one unit cell, two sub-cell are shifted (1/2, 1/2, 0) with each other [4]. There is a

similarity in crystalline structure between Bi-cuprates and Tl-cuprates. There is a
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Figure 2.8: Tmax
c with respect to number of CuO2 layers [55].

weak binding force between BiO layers, Van der Waals force, therefore it is very

easy to cleave at this layer to make a clean surface. The crystal structure of Bi2212

is pseudo tetragonal, belonging to D4h group (I4/mmm), with lattice constants

a ≈ b = 5.4 Å and c = 30.8 Å [4, 56]. Values of lattice contants a and b are the

same for the other Bi-cuprates, Bi2201 and Bi2223. The CuO distance in CuO2

planes is 1.9 Å and the CuO distance along the c axis in the CuO5 pyramid is 2.6

Å [4].

There is an incommensurate modulation of BiO layer along b axis with pe-

riod 4.8b [57]. While the oxygen content of YBCO is easily changed, optimally

doped Bi2212 samples are very stable in air at room temperature. However,

Bi2212 does not have structural perfection as in YBCO. When cooling down

from room temperature, LSCO and YBCO [4] have structural transitions. LSCO

shows a complex structure transition between high-temperature tetragonal, low-

temperature orthorhombic and low-temperature tetragonal. YBCO also has a

transition between tetragonal insulating and orthorhombic metalic when oxygen

content changes. On the other hand, in Bi2212 there is no structural transition.

There are certain requirements for each experimental technique. Therefore,

each technique is suitable for some superconductors. Magnetic neutron scattering

and optical measurements need large single crystals, therefore they are mostly used

to study YBCO and LSCO. Tunneling and ARPES measurements are sensitive to

sample surface, the escape length of electrons in a typical ARPES measurement
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is about 5 Å and the observed depth in tunneling spectroscopy is shorter than

that [58]. Therefore, they are usually used to study the Bi-based system which

can be cleaved easily in vacuum leaving a fresh surface. One reason why supercon-

ductors such as YBCO are not measured by ARPES is that these superconductors

have polar surfaces with charge distribution different from inside part [59] whereas

Bi2212 has a neutral BiO layer on its surface. D.c. conductivity and magnetic

nuclear resonance measurements are used for many superconductor because of less

strict requirements in samples.

Single crystal Bi2212 was used in present study because of its properties that

are suitable for both Raman and ARPES measurements. The oxygen annealing

is efficient at least within a few micrometer from the sample surface, which is

satisfactory for performing Raman scattering where the penetration depth of light

is in order of 100 nm [58,60], and for ARPES because the escape length 5 Å is much

smaller. If we compare the penetration depth of light with the lattice constant c

of Bi2212, c ≈ 30.8 Å, Raman scattering spectroscopy can be considered as a bulk

probe.

Disadvantages of Bi2212 are its inhomogeneity and the structural modulation

in BiO layer. Inhomogeneity could make it difficult to get a sharp superconduct-

ing transition as in the case of YBCO, and in general leads to a wide peak in

measured spectra (for example, the magnetic resonance excitation at 41 meV near

the k vector (π/a, π/a) [61]). The modulation along b axis also can produce extra

vibrations.

Resistivity data of Bi2212 shows metallic behavior in the ab-plane and insulat-

ing behavior in the c axis in wide range of doping. In the other cuprates, metallic

behavior in the c axis is recovered in overdoped region. For other cuprates as LSCO,

YBCO and Bi2201, with very low doping the insulating behavior in ab-plane also

can be observed [62].

In high-Tc cuprate superconductors, from d.c transport measurements in the

normal state, it was shown that there is an anisotropy of resistivity between a and

b axes [62–72] and this anisotropy is about a factor of two. However the anisotropy

of resistivity between ab-plane and c-axis is very large, for example the anisotropy

ratio ρc(T )/ρab(T ) in LSCO is about 300 and it can increase upto a power of 5 as

in the case Bi2212, figure 2.9. Resistivity in c-axis ρc(T ) and the anisotropy ratio

ρc(T )/ρab(T ) decrease rapidly with increasing doping [63].
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Figure 2.9: Temperature dependence of resistivity of Bi2212 single crystals with differ-
ent doping from underdoped (top) to overdoped (bottom). a) in-plane resistivity ρab.
The inset shows measurement method b) out-of-plane resistivity ρc. The inset is the
enlargement of the overdoped sample, the lowest curve. c) the ratio ρc/ρab [63].

The anisotropy of conductivity was also confirmed by optical measurements

[73–75]. An effective mass ratio m∗c/m
∗
ab estimated from plasma frequency (ωp ∼√

n/m∗) is larger than 104 for Bi2212 showing that currents along c axis is a

Josephson tunneling current through insulating layers BiO and conductivity is

essentially dominate in the in-plane direction.

It is also clear that the anisotropy of in-plane conductivity in the normal state

is not only between the a and b axes but also between the antinodal and nodal

directions from magnetoresistance measurements [76]. Figure 2.10 shows the nor-

mal state resistance in the c axis of an overdoped Tl2Ba2CuO6 single crystal as

a function of the oriental angle of magnetic field B in ab-plane. The four fold

symmetry is clear and resistance gets maxima when B is aligned along the (110)

and equivalent directions which are 45o to the Cu-O bonds.

The anisotropy of the effective mass between the ab-plane and the c axis also

shows the anisotropy of penetration depth because λc/λab =
√
m∗c/m

∗
ab. Whether

2D conductivity is necessary for high-Tc superconductivity or not is still unclear

until now.

2.3 Electronic structure of parent compounds

The parent compound of cuprate superconductors is a charge-transfer insulator.

The electronic band is half filled but instead of a good metal as expected from band
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Figure 2.10: Angular dependence of the c-axis transverse magneto-resistance at various
temperatures of a Tl2Ba2CuO6 crystal with Tc = 25 K measured in a magnetic field
B = 13 T [76].

theory it is antiferromagnetic insulator because of a strong Coulomb interaction

between electrons on neighbor sites.

For simplicity we consider the cuprate superconductor La2−xSr2CuO4 which

has one CuO2 layer in a unit cell and the whole doping range can be obtained.

The parent compound of this superconductor is the undoped insulating compound

La2CuO4. There are nine electrons in the outer shell 3d of ion Cu2+ while 2p

orbitals of O2− are fully filled by 6 electrons. In a crystal field of cubic symmetry

Oh with a proper octahedron CuO6, the atomic energy level 3d9 of Cu splits into

t2g and eg levels, the value of this splitting is 1-2 eV [4]. And because of reduction

of symmetry of the octahedron to tetragonal D4h with shorter bonds in the CuO2

plane (the Cu-O bond in the c direction in the tetragonhedral is 2.4 Å whereas

the in-plane Cu-O bond is 1.9 Å [4]), these energy levels split into dx2−y2 , d3z2−r2 ,

dxy, dxy and dyz. The atomic energy level of O 2p6 in crystal field of D2h splits

into pπ//, pπ⊥ and pσ. The hybridization of the π-orbitals (which are perpendicular

to Cu-O bonds, pπ// is in-plane and pπ⊥ is out-of-plane) with Cu orbitals is weak

leading to narrows (π) bands. The oxygen σ-type states are in-plane and along

the Cu-O bonds. These σ orbitals can hybridize strongly with the dx2−y2 orbitals

of copper leading to antibonding (σ?) and bonding (σ) bands. Therefore in the



16 Chapter 2. Background on high-temperature superconductivity,...

Figure 2.11: Electronic structure of the parent compound. In crystal field the atomic
levels 3d9 of copper and 2p6 of oxygen spit and hybrid to make the most upper band
is half-filled while the others are filled completely. The crystal structure of the cuprate
La2−xSr2CuO4 with an octahedron CuO6 is also shown [77].

upper most antibonding band, there is only one electron with spin 1/2, or in other

words this band is half-filled with spin 1/2 located at Cu sites. Figure 2.11 shows

the splitting and the bonding in CuO2 plane.

On a model that charge carriers do not interact with each other and for a square

lattice, the band structure can be solved from the Hamiltonian [78]

H0 = εd
∑
iσ

ndσ(i) + εp
∑
jσ

npσ(j) +
∑
〈ij〉σ

Vij(d
†
iσpjσ + p†jσdiσ), (2.2)

where 〈ij〉 is a pair of the nearest neighbors i and j. d†iσ creates a hole with spin

σ in Cu 3dx2−y2 orbital at site i. p†jσ creates a hole in O px (or py) orbital at site

j. n is operator of hole number. Vij is matrix element describing the hybridization

between two types of orbital, Vij = (−1)αij tpd with tpd is hoping integral, and αij =

0 or 1 depending on relative position of the O atom to the Cu atom.

Figure 2.12 [77] shows configurations of p-d bonding between oxygen atoms and

copper atoms making bonding, non-bonding and antibonding bands, together with

the band structure calculated from the Hamiltonian 2.2. The parent compound

should be a good metal but an insulator gap with values 1-2 eV was found from

experiments in undoped stoichiometric cuprates La2CuO4 and YBa2Cu3O6 [4]. A

similar problem was solved by N. F. Mott and J. Hubbard previously for compounds

so called Mott insulators, where repulsion interaction between electrons on neighbor
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Figure 2.12: a) CuO2 plaquette and phase at (π, π) of Cu dx2−y2 and O p orbitals for
bonding, antibonding, and nonbonding hybridized wave functions b) Band calculation
obtained from tight-binding model, 2.2, in which only nearest-neighbor hopping is con-
cerned c) corresponding density of states [55,77].

sites is taken into account.

A multi-band Hubbard Hamiltonian containing d states on Cu sites, p states

on O sites, hybridization between Cu and O states, hybridization between O and

O states, and Coulomb repulsion terms can be used to describe the electronic

structure of the parent compound of the cuprates [55, 79]

H =εd
∑
iσ

d†iσdiσ + εp
∑
jσ

p†jσpjσ

+tdp
∑
σ〈ij〉

(d†iσpjσ + h.c.) + tpp
∑
σ〈jj′〉

(p†jσpj′σ + h.c.)

+Ud
∑
i

ndi↑n
d
i↓ + Up

∑
j

npj↑n
p
j↓ + Upd

∑
σ〈ij〉

ndiσn
p
j−σ,

(2.3)

where the operator d†iσ creates a hole in 3dx2−y2 orbital at Cu site i, and p†jσ

creates a hole in 2px (or 2py) orbital at O site j. diσ and pjσ are correspondingly

annihilation operators. Ud is the on-site Coulomb repulsion between two holes on

a Cu site and the Up is the similar quantity for O site. The third term is the
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Figure 2.13: a) A hole is doped in the oxygen site of CuO2 plane, and the d hole and p
hole create a Zhang-Rice singlet b) The Zhang-Rice singlet makes an effective one band
model with only dx2−y2 band is considered [55].

direct overlap between Cu orbitals and O ones. The fourth term is direct hopping

between nearest-neighbor oxygen orbitals, and Upd in the sixth term is the Coulomb

repulsion between holes on nearest neighbor Cu and O atoms. With this model, a

three-band model (or p-d model) including bonding (B), nonbonding (NB) and the

half-filled antibonding (AB) band, and because the Coulomb repulsion potential

Ud ∼ 8 − 10 eV is much larger than the typical width of the antibonding band

W ∼ 3 eV [4], the antibonding band is split into a upper Hubbard band and a

lower Hubbarb band. If we consider the energy of anion-cation charge transfer ∆pd,

here ∆pd = Ed − Ep, there are two cases. One case is the Coulomb interaction is

smaller than the charge transfer energy, W < Ud < ∆pd, we have antiferromagnetic

Mott-Hubbard insulator. The other case is the Coulomb interaction larger than

the charge transfer energy, Ud > ∆pd > W . In our case of the parent compound of

the cuprates, because Ud is larger than the charge transfer energy ∆pd = Ed−Ep =

3− 4 eV [4], the material is a charge-transfer insulator instead of a Mott-Hubbard

insulator.

The three-band model above can be simplified into an one-band model, after

the work by F. C. Zhang and T. M. Rice [80], which can be applied for low-energy

physics of high-Tc superconductivity. They considered a CuO4 plaquette where one

Cu atom is surrounded by four O atoms as in the figure 2.13, and with a doped

hole. Because the Coulomb repulsion interaction at Cu site is large, the hole will

locate on one p orbital of the O sites. The hole at O site can be in symmetric
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Figure 2.14: Different types of electronic structure a) a metallic state of AB band for
Mott-Hubbard potential Ud = 0, (b) a Mott-Hubbard insulator for ∆pd > Ud > W , (c)
a charge-transfer insulator for Ud > ∆pd > W and (d) charge-transfer insulator with
a splitting of bonding band into a triplet T (S = 1) and a Zhang-Rice singlet ZRS
(S = 0) [4, 77].

or antisymmetric states (parralel or antiparallel) to the state of the d orbital hole

on the Cu site, center of plaquette. These states can combine or hybridize to

form a triplet (spin S=1) and a singlet (S=0), respectively. From calculation in

pertubation theory, F. C. Zhang and T. M. Rice have shown that the singlet state

has the lowest energy, i.e the hybridization in singlet state is the strongest. The

separation energy between singlet and triplet is as large as 3.5 eV as calculated by

H. Eskes et al. [81], and this rules out the role of the triplet in low-energy physics.

The hole at first locating at oxygen site is now replaced by the singlet at copper

site as shown in figure 2.13. Hopping of the Zhang-Rice singlet (ZRS) between

the CuO4 plaquettes over the entire CuO2 plane can be described by an effective

Hamiltonian which is for a single Hubbard model. And as shown by Zhang and

Rice, that effective Hamiltonian is the one of t-J model [77,80]

H = −t
∑
〈ij〉σ

[c†iσ(1− ni−σ)(1− nj−σ)cjσ +H.c.] + J
∑
〈ij〉

[
Si · Sj −

1

4
ninj

]
, (2.4)

where ciσ(1−ni−σ) excludes double occupancy, J = 4t2/U is the antiferromagnetic

exchange coupling constant, and Si is the spin operator.

Figure 2.14 summarizes different types of electronic structures discussed above.

The Hubbard models can explain the antiferromagnetic insulating state in the

undoped parent compound, however it is unclear until now how the charge transfer
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insulator evolves into the metallic states. Even though, the present study was

performed in view of the single-band Hubbard model.

2.4 Pseudogap

The origin of pseudogap is not clear upto now and it is believed that understand-

ing the origin of pseudogap can solve the problem of high-Tc superconductivity

in cuprates and therefore pseudogap has been studied and discussed intensively.

Pseudogap state is the state just above Tc in which there is a gap. The gap opens

more when the superconductor goes into the superconducting state. The pseu-

dogap usually manifests itself as a suppression of a spectral weight in low energy

region when temperature decreases and usually observed in underdoped samples

(figure 2.3). This behavior was observed by many techniques in many supercon-

ductor cuprates [82] but we do not know its role in superconductivity [83]. The

pseudogap was first discovered in nuclear magnetic resonance measurements where

suppression of spin-lattice relaxation rate above Tc (61 K) was observed in a un-

derdoped YBa2Cu3O6.7 sample [84, 85]. The spin-lattice relaxation rate relates to

magnetic susceptibility which should be constant as expected for a Pauli param-

agnetism, therefore the suppression makes a gap in magnetic susceptibility above

Tc and the gap was considered as a spin gap. The pseudogap temperature, usu-

ally denoted by T ∗, at which the gap starts to open/close was observed as high

as 100 K. Experiments after that also uncovered the existence of a gap above Tc.

For example, from transport measurement, as one can see in the figure 2.9, there

is deviation from T-linear behavior in ab-plane resistivity of underdoped Bi2212

samples starting at a temperature above Tc as high as 190 K for the underdoped

sample with Tc = 76 K, and 150 K for the sample Tc ≈ 80 K. The change in slope

of resistivity in the pseudogap state can be understood as a decrease of scattering

due to opening of a gap.

The data of ab-plane optical conductivity of underdoped Bi2212 also shows

opening of a gap from a temperature above Tc to well below Tc, continuously

through superconductivity transition temperature Tc. This behavior can support

for the idea that the pseudogap is the precursor of superconductivity. However

this gap is very strange because the gap size is quite large comparing to kBTc. As

one example the data from J. Hwang et al. [86] is presented in the figure 2.15. In
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this data the change of spectra in the pseudogap state was observed for a wide

range of doping of the Tc dome. There are three scenarios of the phase diagram.

First, the pseudogap might open and stop at Tc, this is competition between the

pseudogap and superconductivity. Second, the pseudogap also covers all Tc dome

then it could be a precursor of superconductivity. Third, the pseudogap opens and

exists independently of superconductivity, in this case the pseudogap phase could

cross Tc dome [83].

Scanning tunneling spectroscopy (STS) measures density of state in both oc-

cupied and unoccupied states in real space. Pseudogap was obtained from STS

measurements in a underdoped Bi2212 sample with Tc = 83 K [87] and specially

in a range from underdoped to overdoped Bi2212 [88] as well as in overdoped

Bi2201 [89]. Similar to ARPES results, there is a gap which opens at temperature

above Tc in the antinodal region and continuously evolves into superconducting

state supporting for being precursor of superconductivity. As a precursor of su-

perconductivity pseudogap is understood to be the phase where pairing is formed

but not in long range. There is one review in STS data by Ø. Fischer [11]. Figure

2.16 shows the data of Ch. Renner et al. on Bi2212 in comparison with STS data

of Nb where a gap opens just below Tc [11].

ARPES probes electronic structure of materials and it is an energy and momen-

tum resolved measurement. Therefore, it is a strong tool to figure out the existence

of an energy gap such as the pseudogap. Indeed, ARPES data shows clearly a gap

above Tc, some first data was presented in Refs. [42, 90]. Figure 2.17 a)-c) shows

temperature dependence of ARPES EDC spectra of a underdoped sample mea-

sured at different k-points a, b and c on the Fermi surface. The EDC spectra of

a polycrystalline Pt which is connected electrically to the sample, were also taken

as references and to determine the chemical potential. It is clear that for point a

and b, the shift of leading edges of EDC spectra starts at temperatures above Tc,

150 K and 120 K, respectively, which show opening of a gap. This gap opens con-

tinuously into the superconducting state, and because at temperatures well below

Tc, the superconducting gap has d-wave symmetry, it implies that pseudogap also

has the same symmetry. Whereas at the point c, a gap opens just below Tc. This

behavior shows existence of a Fermi arc around the nodal region and a pseudogap

in the antinodal region. The panel e shows clearer about evolution of gap value in

antinodal region with lowering temperature [91].
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Figure 2.15: Temperature and doping dependences of ab-plane optical conductivity of
Bi2212. The suppression of spectra in low frequency region in the normal state was
observed in underdoped to optimally doped samples [86].

As presented previously (figure 2.6), there is a deviation from d-wave symmetry

of gap function in the antinodal region of heavy underdoped samples. This devia-

tion could be originated from the pseudogap. With this viewpoint, the pseudogap

and the superconducting gap are distinct.

While ARPES is a strong tool to capture the pseudogap, Raman is not. The

pseudogap in Raman is very subtle. Previously there are some studies showing
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Figure 2.16: Pseudogap observed by scanning tunneling microscope (STM). a) Tempera-
ture dependence of density of state of Niobium, a conventional superconductor. It is well
known that the gap closes at Tc = 9 K although it is not clear in this figure. b) A pseu-
dogap exists above Tc = 83 K of a underdoped Bi2212 sample and opens continuously
at Tc into a superconducting gap [11].

that psedogap occurs in B2g but not B1g spectra, where there is suppression of

spectral weight with decreasing temperature [92–95]. This is strange from the

ARPES viewpoint because in ARPES pseudogap open in the antinodal region

where B1g probes. One difficulty in capturing the pseudogap in B1g spectra is that

B1g spectral intensity decreases with underdoping leading to smaller resolution.

There are also some studies inversely reporting the pseudogap in B1g but not B2g

spectra [96,97] however the authors did not take into account the Bose factor hence

it is hard to have exact conclusions. Recently, W. Guyard et al. [98] reported B1g

pseudogap in underdoped Hg2201 with Tc = 92 K, S. Sakai et al. [99] and A. Sacuto

et al. [100, 101] reported pseudogaps both in B1g and B2g spectra of underdoped

Bi2212 Tc = 75 K and specially clear in the B1g spectrum. Figure 2.18 presents

the data of A. Sacuto for pseudogap in Bi2212 UD75K sample, the pseudogap

temperature from this data is as high as 150K or 180K.

From this data the pseudogap manifesting in B2g is not strong and at interme-

diate energy region instead of low energy region, which also can be seen in data
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Figure 2.17: Pseudogap obtained by ARPES. a)-c) Temperature dependence of ARPES
EDCs of a underdoped Bi2212 sample (Tc = 85 K) taken at k-points a, b and c shown in
d), respectively. The dotted curves are reference spectra of a polycrystalline Pt which is
electrically connected to the sample to determine the chemical potential. The shift of the
leading edge is clear in for points near (π, 0), points a and b [90]. e) Smooth evolution
through Tc of a midpoint of the leading edge of an ARPES EDC taken near (π, 0) of an
Tc = 83 K underdoped Bi2212 [91].

of M. Opel et al. [94]. S. Sakai et al. [99] and A. Sacuto et al. [100] discussed

this behavior as a s-wave pseudogap. It is different from the other data such as

ARPES where pseudogap develops smoothly into the superconducting state and

manifests a d-wave gap as the same as superconductivity. Because the pseudogap

is not observed in many samples, from many materials and by many groups with

Raman technique, the pseudogap in Raman data should be studied more.

2.5 Theory for high-Tc superconductivity

Mechanism of high-Tc cuprates is under debate. In BCS conventional supercon-

ductors the mechanism is related to phonons. Although there are some supports
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Figure 2.18: Evolution of B1g spectra with temperature of a underdoped Bi2212 sample
(Tc = 75) K from well above Tc to well below Tc shows a suppression (negative part)
and an emergence (positive part) in different energy regions. The suppression in low
energy region in the normal state occurs continuously similar to other techniques [100].

for the phonon mechanism for high-Tc cuprates there is no consensus and no rigid

evidence for it. Besides, because of the proximity of superconductivity to anti-

ferromagnetism, a magnetism-mediated mechanism is possible. Spin fluctuation,

proposed by P. Monthoux and D. Pines, was used to explain superconductivity in

heavy-fermion superconductors. In this theory, for the parent compound with half-

filling, the spin state is fixed on copper atoms. By carrier doping, an electron can

move to a new position and its spin will affect other spins around and then make

a new pattern of spin lattice. Recently a coexistence of superconductivity and an-

tiferromagnetism was observed in many iron-based superconductors although it is

not clear that superconductivity and antiferromagnetism are in separated phases

or only in one phase [102,103]. If spin fluctuation is the mechanism of superconduc-

tivity, this is totally different from BSC superconductors where superconductivity

and magnetism compete with each other. To study the effect of magnetism both

magnetic and non-magnetic impurities such as Zn and Ni were doped, however

both types of substitution show decrease of Tc [104]. Another theory for high-Tc

cuprates which people now concentrate on, that is resonating-valence-bond theory.

This theory was proposed by P. Anderson in which neighboring copper atoms share

their electrons which have opposite spins making a valence bond with electrons in

a singlet state. With doping and at low temperatures the electron pair becomes

mobile and can move in the superconductor [105].



26 Chapter 2. Background on high-temperature superconductivity,...

2.6 Puzzles in Raman and ARPES

In study of high-Tc cuprate superconductors, by electronic Raman scattering mea-

surements, with B1g geometry one can get information around the antinodal region

while with B2g geometry we can measure the nodal region. General viewpoint from

Raman data is that B2g peak energy traces Tc in a Tc-dome but B1g peak energy

does not, B1g peak energy increases monotonically with underdoping as one can

see in figure 2.19. Two different doping dependences of B1g and B2g peak energies

could imply two energy scales in cupartes and it is unclear which one or both of

them relate directly to the mechanism of superconductivity because both B1g and

B2g peaks become stronger below Tc, and B2g but not B1g traces to Tc. There-

fore, there is one puzzle in Raman data that what is the B1g peak? Does it relate

to the pseudogap? ARPES pseudogap energy in the cuprates also increases with

underdoping as B1g peak energy does. The pseudogap opens continuously into

the superconducting state and B1g peak develops stronger and stronger below Tc.

However, in the normal state the pseudogap exists clearly whereas the change of

the electronic Raman spectra is not widely confirmed. Therefore, the relationship

between the B1g peak and the pseudogap is still an open question.

Figure 2.19: Doping dependence of B1g and B2g Raman measured at temperature well
below Tc [45].
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Figure 2.20: Doping dependences of the ARPES antinodal gap (the shaded area) and
the ARPES nodal gap ∆0 [51] (∆0 is defined in figure 2.6).

In ARPES data, it is also clear that the ARPES antinodal and nodal gaps

show different doping dependences (figure 2.20). Both of them do not follow the

Tc-dome. By underdoping, the antinodal gap also increases as the B1g peak energy,

and the same tendency with ARPES pseudogap in the normal state. And it should

be reminded that there is a deviation from d -wave pairing in the antinodal region

of ARPES antinodal gap (figure 2.6), which can be caused by the pseudogap.

Therefore, one puzzle in ARPES data is that what is the ARPES antinodal gap?

Does it relate to the pseudogap?

Comparing Raman and ARPES data, there are many groups reporting that B1g

Raman peak energy is the same as the antinodal gap in ARPES, figure 2.21 a). On

the other hand, some groups show that their energies are different. It seems that

B1g Raman peak energy is lower, figure 2.21 b). Therefore one question raised is

which scenario is correct. And if B1g Raman peak energy is different from energy

of ARPES antinodal gap, then the B1g Raman peak should be understood more

clearly.

While B2g peak energy traces Tc as a quadratic function of doping, the tendency

of the nodal gap from ARPES is nearly unchange in the doping range 0.15-0.2

and abruptly decreases below 0.08, figure 2.22 [107]. Therefore understanding the

doping dependence of B2g peak energy from the electronic structure obtained by

ARPES should be clarified.
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Figure 2.21: Different viewpoints on Raman and ARPES data. a) Raman and ARPES
are the same, the B1g peak energy and the ARPES antinodal gap keep increasing with
underdoping in the same line [100]. b) Raman and ARPES are different, B1g peak energy
is lower than the ARPES antinodal gap [106].The two dashed lines are added to guide
eyes, the green line is for ARPES data and the blue one is for Raman data.

Figure 2.22: The nodal gap is unchange in the doping range 0.08-0.2 and drops in both
sides. a) and b) the gap profiles along Fermi surfaces of Bi2212 with different dopings. c)
The nodal gap, an extrapolation value of the linear d-wave gap at the antinodal region,
divides the doping range into three regions A, B and C [107].
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2.7 Open problems of previous ERS calculations

There are some calculations for electronic Raman spectra, which are successful in

some aspects but still not fully satisfied. The early kinetic theory calculation proved

that the polarization dependence of Raman spectra indicates a d-wave pairing

symmetry in cuprates. It shows that the B1g Raman peak is located at 2∆0 (the

maximum gap) which means that the B1g peak originated from superconductivity.

However, as mentioned above, the relationship between 2∆0 and Tc is strange. The

kinetic theory calculation successfully explained the ω-cubic and ω-linear behaviors

of B1g and B2g spectra, respectively. Nevertheless, to get a good agreement with

experimental data a scattering rate must be applied, which allows to broaden the

theoretical spectra (see more in section 5.1.1). This scattering rate was larger than

the value based on ARPES data.

Trying to explain the two-energy-scale behavior of B1g and B2g spectra, A. Sa-

cuto’s group [45, 100, 108] calculated electronic Raman spectra, based on kinetic

theory where a parameter so called quasiparticle spectral weight ZΛ was intro-

duced, as in equation 2.5. This parameter enhances excitations in a Fermi arc

around the nodal point and acts as a key role controlling the doping dependence

of B1g peak intensity as well as the opposite tendencies of the Raman peak energy

in the underdoped region. The Raman response χ′′ as a function of Raman shift

Ω including the spectral weight parameter is

χ′′B1g ,B22g
(Ω) =

2πNF

Ω

〈
γ2
B1g ,B22g

(φ)(ZΛ)2(φ)
∆2(φ)√

Ω2 − 4∆2(φ)

〉
FS
, (2.5)

where NF is density of state at Fermi level, γ is a Raman vertex, φ the angle

described in figure 2.23, 〈· · · 〉 denotes an average along the Fermi surface. In this

model, Tc will be simply controlled by a fraction of the Fermi surface called Fermi

arc kBTc ∼ farc · ∆max which is the arc around the nodal point. There are some

reports sharing the same viewpoint about the relationship between an Fermi arc

and Tc [109]. Step-like function of ZΛ restricts the real contribution of all the

Fermi surface to the Raman response. The calculation was performed simply only

for the Fermi surface and with three scenarios where symmetry of the gap profile

is in d-wave and not in d-wave. All of these scenarios show results with the same

behaviors of B1g and B2g spectra explaining successfully two energy scales as shown

in the figure 2.23 d) and e), in which the d-wave gap with different slopes of gap
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Figure 2.23: One of the three scenarios was proposed to explain two energy scales in ERS
data of cuprates using kinetic theory. a) The doping dependence of gap profile along the
Fermi surface. The gap profile of the underdoped sample has larger gap and higher nodal
velocity than the optimally doped one. The B1g peak energy is affected by full gap size
ΩB1g while the B2g peak energy is affected by energy ΩB2g which is corresponding to a
Fermi arc and is controlled by the function Z(φ)Λ(φ) shown in b). φ is the angle along
the Fermi surface and is described in c). b) A simple type of Z(φ)Λ(φ) function was
chosen to enhance the contribution from the Fermi arc as well as control the length of
the Fermi arc. c) Illustration for the Fermi surface of hole-doped cuprates and the angle
φ. d) and e) Doping dependences of the calculated B1g and B2g spectra, respectively,
which show the two-energy-scale behavior [45]. However, the scenario is different from
the doping dependence of experimental gap profiles of Bi2212 along the Fermi surface
obtained from ARPES [53,107], figure 2.22.

profile at the node (a velocity which is proportional to the maximum gap in the

antinodal region) shows a good quantitative agreement with the other ARPES

data on the Fermi arc. However, this (the best) scenario of doping dependence

of gap function, in which the slope of gap profiles along the Fermi surface at the

nodal region increases with underdoping, is not consistent with the ARPES data

as shown in figure 2.22 [53, 107], where the velocity at the node is the same in

a wide range of doping. In addition, the calculated spectra look simple as other

calculations based on the kinetic theory.
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Recently, there is a study presented by W. Prestel et al. [110] for electronic

Raman spectra. In that study the authors tried to figure out the many body effect

based on self-energy analysis from ARPES data. The authors calculated Raman

B1g and B2g spectra in the normal state as well as in the superconducting state and

compared to the experimental data of LSCO and Bi2212 with different dopings.

Figure 2.24 shows the results obtained by W. Prestel et al. They got quite good

fits in overdoped side of Tc dome p > 0.21 and in the normal state. However

for overdoped samples in superconducting state as well as underdoped, optimally

doped regions in both the normal and superconducting states, they did not succeed

specially in B1g.

To get these results, they did as follow. For the normal state, starting from

a self-energy function which is a complex function of energy and temperature,

including a real part and an imaginary part Σ = Σ′ + iΣ′′. The imaginary part is

of the form

Σ′′ = −
[√

(αω)2 + (βT )2 + c2
0 + ck

]
, (2.6)

which is inspired by the marginal Fermi-liquid approach. The quantities α, β, c0

and ck are parameters. The real part is deduced from the imaginary part by using

Figure 2.24: Calculation results for ERS B1g and B2g spectra in normal state using
ARPES data and a model for self-energy (the thin smooth curves) in comparison to
experimental data (the bold dotted curves) of overdoped and optimally doped LSCO
and Bi2212 samples. The good fit is obtained for overdoped region [110].
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Kronig-Kramers relation. Using the tight-binding model for band structure where

coefficients nearest and next nearest neighbor hopping integral t, t′ and chemical

potential µ are chosen suitably for each superconductors, Bi2212 and LSCO.

Experimental ARPES spectra were reproduced satisfactory to get a set of the

parameters for self-energy function. After that the matrix of Green’s functions,

which is a 2 by 2 matrix, can be obtained from the band structure and self-energy.

And finally, electronic Raman responses in Nambu representation can be read as

χγ,Γ(iΩ) =
T

N

∑
k,σ

∑
m

Tr
[
γ̂(k)Ĝ(k, iωm)Γ̂(k)Ĝ(k, iωm + iΩ)

]
, (2.7)

which can be reproduced from Green’s functions. Here γ and Γ respectively are

bare and renormalized Raman vertices represented in matrix form through Pauli

matrices, N is number of k-points, σ is spin, ωm and m denote Matsubara frequen-

cies, Tr denotes the trace of the matrix and Ĝ is the matrix of Green’s functions.

The self-energy can give information about interactions between particles therefore

in general the approach could tell us the mechanism in high-Tc cuprates.

For the superconducting state, they followed the phenomenology of D.S. Inosov

et al. [111] that can give the imaginary part of self-energy which includes an eletron

part and a boson part, Σ′′ = Σ′′el + Σ′′bos. The electron part Σ′′el = αω2 is the Fermi-

liquid component of the scattering rate that originates from the electron-electron

interactions, and the boson part Σ′′bos models the coupling to a bosonic mode, which

is different between nodal region and antinodal region.

The conclusion from W. Prestel is that there is no equivalent between Raman

and ARPES in superconducting state and for optimally doped and underdoped

regions where the effect of the pseudogap could exist. And because of no match

between ARPES and Raman, it is possible to need another type of self-energy

that expresses for a new type of interaction instead of marginal Fermi liquid. In

their model, they obtained self-energy information only from nodal spectral and

applied for the whole BZ (momentum independent self-energy), which may cause

the difference between Raman and ARPES.

2.8 Purposes of present study

To solve the puzzles related to superconducting gap problems in high-Tc supercon-

ductivity: (i) what is the B1g peak? and (ii) what is the ARPES antinodal gap?,
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we need a unified picture to understand the Raman and ARPES data.

In this study, the approach is as follows. We measure Raman spectra and

ARPES for Bi2212 on the same sample or samples from the same batch at tem-

perature well below Tc. After that, from ARPES experimental data, we calculate

Raman spectra. Since ARPES spectra are used, the momentum dependence of

self-energy is automatically involved. The calculated spectra then are compared to

the experimental ones. From the obtained results, we try to understand the elec-

tronic state of high-Tc superconductivity and answer the questions. This approach

is the first trial in the world.





Chapter 3

Experimental Methods

3.1 Angle-resolved photoemission spectroscopy

All high-Tc cuprate superconductors have layered structure, specially Bi2212 can

be easily cleaved in high vacuum to leave a clean surface which is very suitable for

ARPES measurement. Therefore, ARPES has been developed much for Bi2212 in

the last two decades. Today energy resolution of 0.1 meV and resolution of angle

0.1o can be achieved. While Raman scattering is a photon-in photon-out process,

ARPES is a photon-in electron-out process. ARPES allows us to measure both

energy and momentum of electrons in occupied states. Therefore, it gives informa-

tion about band dispersion. In ARPES measurements a beam of monochromatic

high-energy photons hν is illuminated on the surface of a sample whose crystal

orientation is known already. A three-step model can be used to understand the

photoemission process [77]. Three-step model is the one with three independent

steps; (i) an electron in a bulk sample is excited by absorption a photon (ii) the

excited electron moves to the surface of the sample without scattering (iii) the

electron overcomes the potential of work function Φ and escapes into vacuum with

a kinetic energy Ekin. In the photoemission process, the momentum of photon is

negligible in comparison to the size of BZ. Therefore, the momentum of the electron

is conserved when it is excited from the initial state to the final state. However,

when the excited electron moves into vacuum, its momentum in the direction per-

pendicular to sample surface is lost because of the work function, while the parallel

component is conserved because of transition symmetry. Figure 3.1 describes the

35
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Figure 3.1: Angle-resolved photoemission spetroscopy. (a) geometry of an ARPES ex-
periment. A beam of photons with energy hν is irradiated on cleaved sample surface
and electrons emit in a direction specified by the polar angle θ (ϑ) and the azimuthal
angle ϕ. (b) The emission of an electron from a cuprate single crystal to vacuum. (c)
Energies of the photoemission process. An electron at binding energy EB absorbs energy
hν, excites to vacuum state in which it overcomes the work function φ then emits with
a kinetic energy Ekin. Therefore binding energies can be determined through the kinetic
energies of photoelectrons [77].

photoemission process. The equations 3.1 and 3.2 are the ones of energy conserva-

tion and momentum conservation, respectively, where EB is binding energy, p is

momentum of the electron in vacuum, θ is pole angle and m is the mass of electron

Ekin = hν − Φ− |EB|, (3.1)

p// = ~k// =
√

2mEkin · sin θ. (3.2)

The work function is the energy difference between EF and vacuum energy Evac,

Φ = Evac − EF . In practice both EF and Evac are connected to the ground hence

it is convenient to write

Ekin = hν − |EB|. (3.3)

Therefore by measuring kinetic energy of the electron together with position of

detector (or direction) we can determine binding energy and momentum of the
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Figure 3.2: Because of monochromatic photons and the energy conservation law, band
dispersions in material can be determined from ARPES spectra.

electron on the CuO2 plane in the crystal. Figure 3.2 illustrates the principle to

which the occupied band dispersion is obtained in ARPES measurements.

By collecting all electrons with different energies but have the same momentum

we will get an energy distribution curve (EDC). Whereas collecting all electrons

which have different momentum but the same energy we will get a momentum

distribution curve (MDC). EDC shows density of state from which information

about gaps will be analyzed while MDC can provide information about the Fermi

surface (for example, see Ref. [112]). In practice, we measure along many cuts on

BZ.

Figure 3.1 shows trajectories of photoelectrons in a hemisphere analyzer. Pho-

toelectrons emitted from the sample surface go through electromagnetic lens and

pass the entrance slit of the hemisphere analyzer. The photoelectrons with higher

energy will be in a trajectory with larger radius. The photoelectrons with different

wave vectors will come to different slides of a 2D charge-coupled-device (CCD) de-

tector. This gives information about dispersion of one cut on BZ. By changing the

angle between sample surface and the detector we will measure different parallel

cuts and if we change the orientation of crystal we can measure cuts in different

direction. ARPES is one technique to observe directly the band dispersion. While

Raman probes an average density of state of a region on BZ, ARPES can probe
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for each k-point of BZ.

To determine Fermi level, the sample is connected electrically to a metal like

platinum or gold, then the Fermi level in the sample and the metal are the same.

The photoemission process from the metal is measured and its EDC has a form of

Fermi function.

In some ARPES measurements such as in the case we use Helium lamp the

extreme ultraviolet Helium light with energy 21.2 eV is irradiated on the surface of

the sample and can cover the area as wider as 2× 2 mm2, it may be wider than the

sample size. Therefore, the surface of sample holder is covered by a carbon layer

to exclude the low energy background near Fermi level. We cannot forget the role

of vacuum or clean surface because ARPES measurement is extremely sensitive to

state of surface of the sample, usually a vacuum as high as 10−11 Torr is applied.

To describe the ARPES spectra the sudden approximation is usually used,

where the photoelectron absorbs photon, emits suddenly out the sample and does

not interact with the left-behind crystal as well as other electrons. In this approx-

imation the intensity of ARPES (EDC) spectrum of on a 2D single-band system

can be written as [77]

Ik,ω = I0(k, ν,A).Ak,ω.f(ω), (3.4)

where A is a vector potential (of what), Ak,ω is a spectral function, k ≡ k//, ω

is the electron energy with respect to the Fermi level, f(ω) is the Fermi function

f(ω) = (eω/kBT )−1 which implies ARPES probes occupied states only. The spectral

Figure 3.3: Trajectory of photoelectrons in a hemispherical analyzer [113].
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function is the imaginary part of a single-particle Green function

Ak,ω =
−1

π
G′′k,ω. (3.5)

I0 is the intensity proportional to the squared one-electron matrix element M

I0(k, ν,A) ∝ |Mk
f,i|2 ∝ |〈φk

f |ε · r|φk
i 〉|2, (3.6)

where φk
i and φk

f are the wave functions of the photoelectron in the initial state

and the final state with momentum k, respectively, ε is unit vector along the

polarization direction and r is position of the electron. Therefore I0 depends on

the electron momentum, on the energy and the polarization of the incident photon

(see more in the appendix A).

In a strong correlation system a self-energy can be introduced into the Green

function. Self-energy is a complex function, Σk,ω = Σ′k,ω + Σ′′k,ω, which shows

the renormalization of the spectral function. The imaginary part indicates the

life-time and the real part shows the change in energy. The Green function with

renormalization is

Gk,ω =
1

ω − εk − Σk,ω

, (3.7)

and the spectral function becomes

Ak,ω = − 1

π

Σ′′

[ω − εk − Σ′k,ω]2 + [Σ′′k,ω]2
. (3.8)

Determination of an exact self-energy is a difficult task. There are some studies in

this field [110,111].

ARPES figured out many properties of the cuprates such as d-wave symmetry, a

pseudogap in the normal state, a kink in the nodal-line dispersion, steep dispersion

in the nodal region but flat in the antinodal region [114]. When the temperature

decreases through the superconducting transition temperature Tc, the coherence

peak at antinodal region increases its intensity [52, 115] showing that the peak is

correlated to superconductivity. However, a clear gap forms from this peak (both

determined from peak to peak and from leading edge) at temperature above Tc,

raising the question what origin of this peak is. Since the peak position in the

antinodal region does not show clear temperature dependence (figure 3.4), this

behavior is considered as an evidence for the precursor forming of Cooper pairs.
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It is well known from ARPES data that Fermi surface is not full at a range

of temperatures above Tc and in a wide range of doping from underdoped to

overdoped [90,116]. A Fermi arc is a gapless arc lasting from the node to a middle

point in between the nodal and the antinodal direction at temperatures above Tc.

Figure 3.5 shows that the other part is gapped in the normal state. The gap around

the antinodal region in the normal state is a pseudogap which is in the center of

debate in high Tc superconductivity. Understanding the Fermi arc is related to

the pseudogap. The arc behavior is distinct from that of the normal metals where

exists a continuous Fermi surface, therefore there are some studies claiming that

the Fermi arc is a part of a Fermi pocket [117]. Concerning doping dependence, the

Fermi arc length becomes shorter with lower doping. As discussion in Ref. [90], a

measurement sensitive to Fermi surface such as d.c. resistivity should be affected

by the Fermi arc, and the collapse of the Fermi arc by lowering doping should

correlate to superfluid density.

Although there are many strange behaviors and differences from BCS super-

conductors, the fact that a gap just opens in the superconducting state and follows

BCS prediction is clear in ARPES data. Figure 3.6 shows a gap opening below Tc

in an optimally doped sample Tc = 92 K Bi2212 [52] at point C shown in the inset

of this figure.

Figure 3.4: Temperature dependence of ARPES EDC spectrum of an optimally doped
Bi2212 (Tc = 92 K) measured near kF of the cut C8 in the antinodal region; C8 is
shown in the figure on the right. The intensity of coherence peak increases with lowering
temperature while the energy gap does not change. [52]
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Figure 3.5: a) Temperature dependence of gap profile against the d-wave function along
the Fermi surface of an overdoped Bi2212 sample (Tc = 86 K). The data in the normal
state shows the existence of a Fermi arc around nodal point and/or a gap in antinodal
region. b) Doping and temperature dependences of Fermi arc length from three samples
underdoped Tc = 75 K, nearly optimally doped Tc = 92 K and overdoped Tc = 86 K. [52]

In Bi2212 system and especially in the overdoped side, ARPES data shows

a bilayer splitting of band into an antibonding band and a bonding band [118]

because of hoping between two layers in one unit cell. This splitting becomes

stronger in the antinodal region.

The matrix element represents the interaction between an electromagnetic wave

and electrons. It is well known that the matrix element strongly depends on

photon energy and the polarization of the light, and sometimes behaves tricky.

For instance, photon energy dependence of ARPES spectra for overdoped Bi2212

which show bilayer splitting was reported for hν 18-65 eV [119]. As shown in

Ref. [119], intensity for two bands shows a complicated photon energy dependence,

and this behavior also shows doping dependence. This result shows that it is really

hard to completely understand the effect of matrix element and hence the Ak,ω.

In our ARPES measurements, we used lights from both synchrotron source and

Helium lamp. The samples OP92K and UD75K were measured at the synchrotron

beamline 5-4 at Standford Synchrotron Radiation Lightsource (SSRL), and the
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Figure 3.6: Gap follows BCS theory. a) Temperature dependence of EDC ARPES spectra
at the point C shown in the inset of b) from normal state to well bellow Tc of an obtimally
doped Bi2212 sample (Tc = 92 K). b) The gap closes just above Tc and the gap size
follows the prediction of BCS theory [52].

sample OD85K was measured at Institute for Solid State Physics, Tokyo University,

Japan, using HeIα line.

Although photoemission process needs photons with high energy but photons

in the range of ultra violet are preferable, that is because, with lower-energy pho-

tons, momentum of the electron is conserved with the contribution from photon

is ignored and the resolution of energy and momentum is better [77]. Recently

people use very low energy photons (6-8 eV) to get very high resolution [120].

It was shown that in photonemission and high energy X-ray data there is a large

contribution of secondary electrons making an intrinsic background in measured

spectra. This is violation of sudden approximation that the primary electron loses

its energy when moving to the surface by inelastic scattering and also other elec-

trons get energy from these collisions. Usually background subtraction is ignored

when people analyze just tendency of the coherence peak of spectral function.

However to get more exactly about the peak position or the spectral weight, the

background should be concerned.

There is one good way usually applied to subtract the background in ARPES

data. That is subtraction for a phenomenological background called Shirley back-

ground [77,121–125]. Shirley background has the form:

bgShirley = c

∫ ∞
ω

P (ω′)dω′, (3.9)

where c is a coefficient, P is the primary spectral function which is from unscat-
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tered electrons. The form of Shirley background indicates that the intensity of the

background at certain energy (or number of electrons which have certain energy) is

originated from all unscattered electrons with higher kinetic energy. The spectrum

after subtracting background I or the primary scattering P will be

I(ω) ≡ P (ω) = R(ω)− c
∫ ∞
ω

P (ω′)dω′, (3.10)

where R is the raw measured EDC spectra. To calculate Shirley background a

convolution should be applied with the initial value is zero. One advantage of

Shirley background is that there is only one free parameter c.

Another way which could be used is subtracting for k-independent background.

This background is actually one ARPES EDC spectrum taken at momentum area

on Brillouin zone far from Fermi surface originated from roughness of the sample

surface, which usually has a step-like form [112,119,120,126–128]. There are some

other ways including linear background that is continuous spectrum upon which

the coherence peak superimposes, and integrated background whose intensity at

certain energy comes from all electrons having higher kinetics energy [129]

bgintegrated = c

∫ ∞
ω

R(ω′)dω′. (3.11)

In present study background subtraction for ARPES data is applied to obtain

the coherence peaks to help look insight the physics of photoemission phenomenon

in high-Tc cuprate.

3.2 Electronic Raman Scattering

Raman phenomenon is an inelastic scattering process of photons, which was discov-

ered by C. V. Raman in 1928 and it is used widely in study on vibration and rota-

tion of atoms in solids. Electronic Raman spectrum is caused by electronic density

fluctuation and is the electronic continuum where phonon modes and two-magnon

modes superimpose. Optical phonon modes appear at well-identified frequency in

each Raman measurement geometry while broad two-magnon modes that occur in

compounds with antiferromagnetic order stay at very high energy [130]. Electronic

Raman scattering was not used so much in the study of conventional superconduc-

tors because these superconductors have high carrier concentration leading to a
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strong screening effect and it is difficult to get ERS spectrum. However after the

discovery of high-Tc cuprate superconductors in which charge carrier concentration

is not so high, it was shown that ERS can be a strong tool in the study of this

material system. In addition, cuprate superconductors have many atoms in their

unit cells, together with their symmetric behavior of crystal structure, which allow

high-Tc cuprates to hold many Raman active modes [131].

A Raman process in which the scattered light has longer wave-length, lower

energy, is called Stockes process and in the inverse case of shorter wave-length we

have anti-Stockes process. Figure 3.7 shows the Stockes process where an electron

from initial level absorbs a photon (which usually is laser light) with energy ~ωL,

excites to a virtual level and then emits a longer wavelength photon with energy

~ωS and gets the final state. In an ERS spectrum we measure intensity of scattered

light with respect to the change of wavelength (or frequency) called Raman shift.

Energy and momentum conservation laws of Raman process are:

~ωR = ~ωL − ~ωS,

kR = kL − kS −Q,

where Q is a vector belonging to the reciprocal lattice. Figure 3.7 presents Stockes

process in electronic Raman scattering.

In conventional superconductors the Raman excitations which break Cooper

pairs into pairs of quasiparticles with momenta k and -k result in a threshold in

scattering spectra at 2∆ [82]. ERS is one of the first tools showing that there is

Figure 3.7: Electronic Raman scattering - Stockes process. A laser beam with a
monochromatic wavelength ΩL is irradiated on surface of a crystal and scattered to
wavelength ΩS. The difference between the laser and scattered wavelengths is called the
Raman shift, ΩR, which is corresponding to the energy of an electronhole pair excitation
around the Fermi level [100].
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a gap in high-Tc cuprates however people also soon realized that with different

geometries of measurement, different gaps on BZ were observed. In the present

study, we concentrate on B1g and B2g electronic Raman scattering. For phonon

Raman active one can see in appendix B. Figure 3.8 describes B1g and B2g ge-

ometries which show how polarization vectors of incident (in-coming) light and

scattered (out-going) light orient to the crystal. With B1g geometry polarization

of incident light and scattered light are 45o to the Cu-O bonds while in B2g they

are parallel to the Cu-O bonds. Laue measurements are performed in order to

determine the orientation of crystal axes. Ideally both incident light and scattered

light are perpendicular to the CuO2 plane, however in practical it is quasi-back

scattering with incident light is about 30− 45o to the c axis this is to avoid the

reflected light coming into the CCD detector.

For a certain sample, different spectroscopic techniques have different sampling

depths. For high-Tc cuprates, while ARPES is restricted to a depth of few layers

from the measured surfaces (5-10 Å [58, 131]), Raman (and also IR) measures a

medium depth about several hundreds to one thousand Å [58, 60]. Comparing to

the c lattice constant of Bi2212 (30.8 Å) Raman measurement can be considered

as a bulk probe. However Raman is still a surface-sensitive measurement therefore

clean surface is preferable and hence a high vacuum is better. Laser light is focused

on sample surface with a spot size about 50-100 µm in diameter.

Figure 3.9 shows the typical scheme of a Raman measurement. Where a

monochromatic laser light (in our case Ar+ −Kr+ laser) goes to the sample through

an optical path including some devices such as gratings, pinholes, lenses, polarizers

and mirrors. Some part of in-coming laser is reflected and some part is scattered,

Figure 3.8: The polarization orientations of the incident laser and scattered lights with
respect to the Cu-O bonds of a D4h crystal in B1g and B2g geometries are denoted by
vectors. B1g and B2g geometries probe respectively the antinodal region and nodal region
in BZ. The solid lines denote Fermi surface of a optimally doped cuprate [130].



46 Chapter 3. Experimental Methods

Figure 3.9: Scheme of Raman system. A monochromatic laser light is chosen by grating
and pass an optical path to improve the beam quality before irradiate on sample sur-
face. The scattered lights are collected by optical lens and come into the triple-gratings
spectrometer and collected by the charge-coupled device detector.

the scattered light goes through a lens and a polarizer then comes into the spec-

trometer and finally comes to the detector.

In the present study, the Raman system Jobin-Yvon T64000 coupled to a liquid-

nitrogen-cooled CCD detector was used. The spectrometer is a triple-grating one

which can operate in two modes, subtractive and additive modes. Gratings have

density of 1800 gr/mm. In subtractive mode, the spectrometer can measure in

a wide range of energy. It also can reject stray lights well and therefore collect

Raman signal at very low energy, 5 cm−1, and actually the low-energy limit we

measured (from 50 to 150 cm−1) is much higher than this limit. The resolution of

energy is 0.3 cm−1 in this mode. In additive mode a narrow range of energy with

a ultrahigh resolution (0.1 cm−1) can be achieved and this mode is usually used to

study the band splitting.

Figure 3.10 shows the optical diagram and figure 3.11 presents the optical path

of the subtractive mode. A polychromatic radiation enters the pre-monochromator

through the entrance slit S1 and is dispersed by grating G1. The exit slit of the first

stage which is the entrance slit of the second stage, the intermediate Si1/2, selects

a bandpass between λ1 and λ2. The grating G2 in the second stage recombines all

the dispersed radiations on the intermediate slit Si2/3 which is the entrance slit of
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Figure 3.10: Optical diagram of the subtractive mode.

the spectro-monochromator giving a polychromatic radiation, but limited to only

the spectral range between λ1 and λ2. The grating G3 disperses the poly radiation

on the CCD detector. For the configuration of the additive mode, one can see in

appendix C.

Most electronic Raman scattering studies use incident lasers which have photon

energy in the range 2.0-2.5 eV. This range of energy is the charge-transfer energy

gap of a antiferromagnetic insulator, the parent phase of cuprates [132]. With

a Ar+ −Kr+ laser generator, different wavelengths of visible laser light can be

used, 458, 514.527 and 632.8 nm. With different photon energies it was shown

that in Bi2212 some phonons will be enhanced or wiped out [60, 96, 133, 134].

This behavior also was observed in Hg1201 [100, 135, 136] or in Tl2201 [137]. In

detail, with the blue light laser 458 nm (2.72 eV) the phonon peaks at 290 and

110 cm−1 in B1g spectrum of an optimally doped Bi2212 sample (Tc = 91 K) are

clear and strong, while with the red laser 633 nm (1.95 eV), intensity of these

peaks are very small [133]. Using ultraviolet lights can enhance phonon peaks

and overcome the electronic response. Using red wavelengths can also enhance
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Figure 3.11: Optical path of the subtractive mode inside the spectrometer. In the sub-
tractive mode, the spectrometer can reject stray light well then allow to collect Raman
signal at very low energy. M notation denotes a mirror, G is for grating and S is for slit.

intensity of electronic spectra but do not change the electronic peak position as

the case of Hg1201 [135, 136, 138] and Bi2212 [139], this is also observed in the

electron-doped cuprate Nd2−xCexCuO4 [140]. The different excitation lines do not

affect the symmetry of the Raman vertex but can change its intensity [138]. These

properties can help to analyze electronic Raman data easier when using red laser.

For Bi2212 people usually use green light because there are some phonon peaks

but their intensity are not too strong to cover features of the electronic response.

Well identified phonon peaks such as the ones at 110, 290 and 590 cm−1 in B1g, 450

cm−1 in B2g can be used as references for measurements. It was also mentioned

that green light shows higher efficiency than the others to probe the nodal B2g

spectrum. In our Raman measurement, laser wavelength of 514.527 nm (2.4097

eV) was used.

To investigate the electronic structure of cuprates, Raman measurements have

been performed [141–144], recently A. Sacuto’s group did a detailed investment for

Bi2212 superconductors [45]. The behaviors can be briefly summarized as follow.

For pairing symmetry, the ω-cubic behavior in B1g and ω-linear in B2g spectra

which are expected from d-wave symmetry are observed.
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Figure 3.12: Two energy scale in Raman spectra. a) and b) B1g and B2g Raman spectra,
respectively, of Bi2212 at different temperatures from well below Tc to 10 K above Tc

and with different doping from underdoped to overdoped. c) and d) B1g and B2g Raman
spectra subtracted from the one measured at 10 K above Tc. The dashed lines are plotted
to guide eyes to the change of peak energies. e) Summary of B1g and B2g peak energies
with respect to doping, data of Hg2201 is included. [45].

For the doping dependence, at the lowest temperature (10 K) well below Tc, the

B1g peak increases energy monotonically when doping decreases, while B2g peak

energy increases when carrier doping changes from overdoped side to optimally

doped side and then decreases when doping moves to underdoped side. These be-

haviors are consistent with the previous reports in Bi2212 as well as other cuprates

that the B2g peak energy traces the doping dependence of Tc while the B1g does

not, which show two energy scales in the cuprates. It is clear that although energy

of the B1g peak increases with lowering doping its intensity decreases. For doping

below 0.1, the B1g peak disappears even in superconducting state while the B2g

peak still remains. With increasing the doping level, these peak energies merge.

For temperature dependence, in this data both B1g and B2g peaks disappear

just above Tc, and in superconducting state when temperature decreases both these
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Figure 3.13: Two energy scales ARPES data. a) and b) Doping dependence of sym-
metrized EDC spectra of Bi2212 at point A (or point 8) and B (or point 16) on Fermi
surface shown in the inset of a), measured at temperature 10 K in superconducting state.
The shaded area guides eyes for two energy scales. (The inset in (b) shows the EDCs
at point B at temperature 50 K (in normal state) and 10 K (in superconducting state)
of the sample Tc = 30 K). c) Doping dependence of peak energy from EDCs at different
points on Fermi surface, which are shown in the inset of c). The solid line is the empirical
curve of doping dependence of Tc, Tc = 96[1− 82.6(p− 0.16)2] [51].

peaks increase their intensity. This behavior is also confirmed from temperature

dependence of spectral weight and supports that these B1g and B2g peaks are

coherent superconducting peaks. However all of these behaviors raise questions

that what the B1g peak is, and/or which energy scale of those is the energy of

pairing. N. Munnikes et al. claimed that B1g neither relates to superconductivity

or pseudogap [145].

For each doping level B1g and B2g Raman peak energies show weak temperature

dependence as one can see from figure 3.12 for Bi2212 or from data of Hg1201

[98,100,146] in which only heavily overdoped samples follow BCS prediction.

Figure 3.12 presents the Raman data of Bi2212 with two energy scales in B1g

and B2g obtained by A. Sacuto group. ARPES seemingly shares with ERS on

the existence of two-gap feature where ARPES also observed two energy gaps

with distinct behaviors as shown in the figure 3.13 [51]. It raises a question that

whether we need two gaps to get high-Tc superconductivity or not as discussed by

S. Hüfner [147]. Here we want to emphasize that the electronic Raman data of

Bi2212 of A. Sacuto group is the one we used the most to refer to.
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Experimental results

4.1 Bi2212 single crystal growth

To grow Bi2212 single crystal, people usually use the traveling solvent floating

zone (TSFZ) method under oxygen or air flow [56, 57, 148]. Self-flux method, the

KCl flux method and the vertical Bridgman method are other approaches could

be used to grow Bi2212. In TSFZ method we do not use any crucible. Therefore,

it reduces contamination. In our study, TSFZ method was used to grow Bi2212

single crystals. Figure 4.1 shows the principle of TSFZ method. Infrared light is

emitted from halogen lamps and focused by four mirrors to the connection point

between the feeding rod and the seeding crystal. The temperature can be elevated

above the melting point of Bi2212 to make a molten zone. Four mirrors move up

with a very low speed (0.2 mm/hour) during growth process while the seeding rod

and the feeding rod rotate in inverse directions (10 rounds/min) with the aim of

making a uniform thermal field in all directions in the molten zone. A gas flow of

the air or oxygen was used to supply oxygen for chemical reaction. The as grown

samples are usually in overdoped side or nearly optimaly doped with Tc around 90

K.

The sample preparation for Bi2212 single crystals is presented in the figure

4.2 and described as follow. Oxide powders Bi2O3, SrCO3, CaCO3 and CuO

with a purity 99.99% were used, balanced with the ratio of the nominal formula

Bi2.1Sr1.9CaCu2O8+δ, ground and mixed together few times alternately with heat-

ing at 800 oC in 24 hours for two times. The chemical reaction in solid phase

51
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is

Bi2O3 + 2SrCO3 +CaCO3 + 2CuO+O2 −→ Bi2.1Sr1.9CaCu2O8+δ +CO2. (4.1)

The powder was pressed by a hydrostatic compressor to make a rod with a length

of ∼ 10 cm, a diameter of 5 mm and followed by heating at 850 oC in 48 hours.

Growth crystal was performed two times, the first growth is a rapid scan with

speed 20 mm/hour and the second growth is the one with a very low speed 0.2

mm/hour. The role of the rapid scan is to make a uniform rod for the second scan

as well as partly pre-reaction. The obtained crystal is cut into many small pieces

and then annealed for expected doping levels. Figure 4.3 shows a piece of Bi2212

single crystals which were grown by us and the magnetic susceptibility of the as

grown sample. Figure 4.4 shows a Laue image of Bi2212 sample. Because of the

modulation, there is a dot-line in ΓY direction in Laue image.

Making high quality crystals with a big size is the first requirement in the

study of high-Tc cuprates and by time people were successful in this issue [57,149].

Whereas it is very difficult to synthesize stoichiometric Bi2212, J. S. Wen et al.

has shown that a starting composition of Bi2.1Sr1.9Ca1.0Cu2.0O8.0 combining with

Figure 4.1: Illustration of operation of a floating zone method (left) and a photo of a
four-ellipsoidal-mirror floating zone system at S. TAJIMA group, OSAKA University
(right).
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Figure 4.2: Sample preparation process for Bi2Sr2CaCu2O8 single crystals grown using
TSFZ method.

a growth speed lower than 0.25 mm/h are helpful to make a large Bi2212 single

crystal with Tc = 91 K and ∆Tc(10− 90%) = 2 K where a smooth planar interface

between solid and liquid phases is maintained in the growth process. By Pb substi-
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Figure 4.3: A piece of Bi2212 single crystals and the susceptibility of an as grown single
crystal.

Figure 4.4: A Laue image of an as grown Bi2212 single crystal with the incident X-ray
along the c axis. It shows tetragonal structure D4h together with modulation along
b-axis.

tution for Bi the incommensurate modulation in Bi2212 can be removed [150–152].

To go further from optimally doped region to underdoped and overdoped regions,

the single crystal need to be doped less or more holes. There are two approaches to

dope holes in Bi cuprate superconductors, one method is ionic substitution and the

other one is modifying the oxygen stoichiometry. Trivalent cations such as Y 3+ are

usually used to substitute for divalent Ca2+ to obtain heavily underdoped samples.

It was also shown that with Y substitution for Ca, disorder at Sr sites can be min-
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Figure 4.5: Annealing Bi2212 in different conditions to get different hole concentration.
Upper panel UD75K in vacuum at 550 oC, middle panel OP92K in air at 700-750 oC
and the lower panel OD85K in air flow at 500 oC.
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imized leading to a high Tc value of 96 K [153]. Modifying oxygen contents is an

easier way in which excess oxygens are doped into BiO layers however for doping

levels higher than 0.23, oxygens can diffuse out even at room temperature [130].

In the present study, to control hole carriers, samples were annealed in different

conditions such as in the air, in O2 or vacuum, at different temperatures and in

different periods of time (4 days, 7 days, 10 days, 2 weeks). There are some

studies in Bi2212 annealing to get a sharp transition [148,153–155]. The figure 4.5

shows the results of annealing in comparison with as grown samples for underdoped

samples with Tc = 75 K, optimally doped samples with Tc = 90 − 92 K, and

overdoped samples with Tc = 85 K. The procedure for underdoped sample is

from the supplement of Ref. [52], which is annealing in a quartz ampul in vacuum

< 10−4 Torr at temperature 550 oC. It is difficult to get a sharp transition in

underdoped side for Bi2212 because the structure could become unstable. For

optimally doped samples, Tmax
c can be obtained with temperatures 700− 750 oC.

With a higher temperature 800 oC, Tc increases slightly but transition is broader,

a good transition is recovered by annealing in oxygen flow at 600 oC. This means

that there are various ways to get optimally doped samples. For the overdoped

region, samples were annealed in the air at 500 oC. This is a quite good way

because Tc is the same for all annealed samples.

When samples are cooled down from annealing temperatures to room temper-

ature, if this process is slow, oxygens can diffuse in or out leading to changes in

oxygen content as well as the homogeneity of oxygen in these samples resulting a

broader superconducting transition. To avoid this effect, samples must be quenched

by dropping them on a copper plate or into liquid N2, the period of time samples

are in the air before quenching is in 10 s. One reason for the wide transition in the

underdoped sample is that the sample in a quartz ampul cannot be cooled down

rapidly enough for quenching process.

4.2 ARPES measurements

The ARPES measurements for the samples OP92K and UD75K were taken at

Stanford Synchrotron Radiation Lightsource beamline 5-4 using 22.7 eV photons

and an energy resolution of 5 meV and the angular resolution is 0.1o and with

polarizations along Cu-O directions. ARPES data of these samples was reported
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Figure 4.6: The Fermi surface mapping image of the sample OP92K. The green lines are
the cuts along which energy distribution curves were obtained. The red dotted curve is
the k-points on the Fermi surface, the kF point at the node is added to see full Fermi
surface.

Figure 4.7: Momentum dependence of the low energy excitations in the nearly optimally
doped sample Bi2212 OP92K, measured at 10 K. The dash horizontal line is the Fermi
level. [52]

in Ref. [52,107] already. The image of Fermi surface of the sample OP92K is shown

in figure 4.6 where the yellow lines are cuts in the direction from (π, 0) to (π, π)

along which energy distribution curves were obtained. The red dotted curve is the
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Figure 4.8: ARPES EDC spectra of the sample OP92K along the Fermi surface at
different temperatures. Spectra were offset in the vertical axis.

Figure 4.9: The gap profile of the sample OP92K along the Fermi surface against the
d-wave function.

k-points on the Fermi surface kF.
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Figure 4.10: Fermi surface mapping images of the sample UD75K a) and OD85K b).
The green lines are cuts along which EDC spectra were obtained. The red curves are
k-points on Fermi surfaces. In the sample OD85K there is a bilayer splitting of band
structure.

Figure 4.7 shows band dispersion of the sample OP92K at well below Tc(T = 10

K). One can see that the dispersion at the node is steep whereas in the antinodal

region it is flat. In figure 4.8, the EDC spectra along the Fermi surface at kF are

plotted. It is clear that the superconducting gap is getting larger from the node

to the antinode. From analysis of peak position, one can get the gap profile along

Fermi surface as shown in figure 4.9. The gap profile for the sample OP92K along

Fermi surface at 10 K fits well to d-wave gap that is linear line with respect to

d-wave function |cos(kxa)− cos(kya)|/2.

The similar data of the sample UD75K is shown in the figure 4.10 a) for Fermi

surface mapping and in the figure 4.11 for band dispersion at 10 K along cuts in

the direction from (π, 0) to (π, π) shown in figure 4.10. The gap profile along Fermi

surface at 10 K deviates from d-wave behavior around the antinodal region as one

can see in figure 4.13, which can be caused by the pseudogap.

The sample OD85K was measured at the laboratory of Prof. S. SHIN, Institute

for Solid State Physics, Tokyo University using Helium lamp light with photon

energy of 21.2 eV without polarization. Energy resolution is 10 meV and angular

resolution 0.1o. The cuts are parallel to the nodal line, from (0, 0) to (π, π). We

observed a band splitting from two CuO2 layers into a antibonding band (AB) and

a bonding band (BB), that is usually observed by synchrotron photons but not by
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Figure 4.11: Band dispersion at 10 K along cuts shown in the figure 4.10 of the sample
UD75K.

Figure 4.12: Band dispersion at 10 K along cuts shown in the figure 4.10 of the sample
OD85K. From cut C4 the bilayer splitting starts to be clear.

helium light. Figure 4.10 b) and 4.12 show Fermi surface mapping image and the

band dispersion at 10 K of the sample OD85K, respectively.

Figure 4.13 summarizes the doping dependences of the Fermi surfaces and the

gap profiles of the three samples UD75K, OP92K and OD85K. We observed less
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Figure 4.13: Experimental Fermi surfaces a) and gap profiles b) obtained from ARPES
data of the three samples underdoped (Tc = 75 K), nearly optimally doped (Tc = 92 K)
and overdoped (Tc = 85 K) Bi2212. The notations AB and BB of the sample OD85K
are corresponding to antibonding and bonding bands.

Figure 4.14: The ARPES system at S. SHIN group, Institute for Solid State Physics,
Tokyo University.

doping dependence of gap slope around the nodal region in these dopings, which

is consistent to recent ARPES report [107].

Figure 4.14 is a photo of the ARPES system at S. SHIN group, Tokyo University.
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4.3 ERS measurements

A photo of our Raman system, a triple-grating T64000, is shown in figure 4.15. A

sample is mounted on a copper sample holder by using silver paste, cleaved in the

air and then the sample holder is connected to the cryostat finger by screws. The

sample chamber is evacuated to as low pressure as 5× 10−5 Pa by a Turbo pump.

To measure at low temperatures a Helium gas refrigerator cryostat was used. With

this cryostat we can save cost of He, however the sample vibrates during measuring.

Temperature can be lowered down as low as 5 K.

ERS measurements were performed in B1g and B2g geometries on the samples

from the same batch (OP92K and UD75K) or on the same sample (OD85K) with

ARPES measurements. ERS spectra were probed at different temperatures with

a triple grating T64000 spectrometer with a liquid-nitrogen cooled CCD detector

using ArKr laser line 514.527 nm. The laser beam was focused into a spot of 100

µm in diameter and the laser power was kept ∼5 mW to avoid overheating. A

closed cycle cryostat was used with temperature stabilization better than 1 K. The

B1g geometry is obtained when crossed polarizations for incident and scatterd light

are 45o from the Cu-O bond directions while B2g polarizations are along them. In

these geometries the antinodal and the nodal regions corresponding to the principal

axes and the diagonal of the Brillouin zone are probed, respectively. All the Raman

Figure 4.15: The Raman system triple-grating T64000 at S. TAJIMA group in OSAKA
University.
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Figure 4.16: Doping and temperature dependences of experimental electronic Raman
B1g and B2g spectra of Bi2212.

spectra have been corrected for the instrumental spectral response and the Bose

factor.

Figure 4.16 summarizes all ERS results on doping and temperature dependences

of the three samples UD75K, OP92K and OD85K. Their behaviors are consistent

with other previous reports in two energy scales and on tendency of intensity of

B1g peak as well as B2g peak. For the spectra in the normal state in the optimally

doped sample all spectra above Tc coincide and we don’t clearly see any pseudogap.

For the overdoped and underdoped samples, there are small differences that are

easily to conclude that their origin is from pseudogap.

The differences between spectra in the normal state and the superconducting

state are clearly seen in figure 4.16. To see more clearly the superconducting-

induced behavior, the Raman spectra at the lowest temperature was subtracted

from the one measured just above Tc (10 K above Tc) and presented in figure 4.17.

In this chapter, details on crystal growth for Bi2212 single crystals by trav-

eling solvent floating zone method were presented. Different doping levels were
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Figure 4.17: The difference between normal state (10 K above Tc) and superconducting
state (at 10 K) of experimental ERS B1g and B2g spectra of Bi2212.

controlled by oxygen content from annealing single crystals in different conditions.

Superconducting transition temperatures were checked by magnetic susceptibility.

The ARPES and ERS experimental data of three Bi2212 samples with different

doping levels, UD75K, OP92K and OD85K, was presented. The ARPES data

of UD75K and OP92K is from previous studies. Both ARPES and ERS data is

consistent with other previous reports.



Chapter 5

ERS Spectra Calculation for

Cuprates Bi2Sr2CaCu2O8+δ in The

Superconducting State

5.1 Kinetic theory calculation

5.1.1 Description for kinetic theory calculation

Symmetry of gap can give information about mechanism of pairing. In conven-

tional superconductors, pairing is symmetric in BZ and the BCS s-wave pairing

with phonon mediated mechanism was proposed and successfully explained their

behaviors.

Unlike as BSC superconductors, in high-Tc superconductors, anisotropy of elec-

tron pairing was observed in experiments (figures 2.6, 3.12) and this was confirmed

by so called kinetic theory of electronic Raman [43, 44]. In this theory electronic

Raman response χ′′ at a finite temperature is determined as

χ′′γ,Γ(ω) =
πNF

ω
tanh

( ω
4T

)
Re

〈
γkΓk|∆k|2√
ω2 − 4|∆k|2

〉
FS

, (5.1)

in which NF is density of state at Fermi level, Re denotes the real part and 〈...〉FS
denotes the average over the Fermi surface:

〈Ak〉 =

∫
δ(EF − εk)Akd

2k∫
δ(EF − εk)d2k

. (5.2)

65
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γ and Γ are the bare and renormallized Raman vertices, ω is Raman shift and ∆

is superconducting gap. From this theory by using different polarization geometry

we can detect different region of BZ through Raman vertices.

In this theory δ function of density of state (DOS) was assumed along the

Fermi surface and energy transferring between initial state and final state is sum

up as illustrated in the figure 5.1. Strength of scattering is determined by Raman

vertices, and for small momentum transfer (and incident light energy is smaller

than optical band gap) Raman vertex is the curvature of a band dispersion:

γk = m
∑
α,β

eSα
∂2εk

∂kα∂kβ
eIβ, (5.3)

where m is the electron mass, ε is conduction band dispersion, eS and eI denote

respectively the polarizations of scattered light and incident light, α and β are

coordinate indices.

The tight-binding model is usually applied for cuprates to study band structure

which is a single band and has large density of state at Fermi level. For a tetragonal

crystal in cuprates and with the tight binding model, the Raman vertices of B1g

and B2g spectra are:

γB1g = ma2t[cos(kxa)− cos(kya)],

γB2g = 4ma2t[sin(kxa).sin(kya)].

With these Raman vertices B1g spectrum probes the antinodal region ((π, 0) or

(0, π)) while B2g spectrum probes the nodal region in the nodal direction (from

(0,0) to (π, π)).

Figure 5.1: Illustration for kinetic theory calculation method. δ-function DOS along
Fermi surface from node to antinode was used.
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A d-wave gap profile which has a maximum gap at antinodal and a node in nodal

line was used. The theory shows that B1g spectrum will probe a superconducting

coherent peak at 2∆ and B2g spectrum will show a smaller gap at around 1.3∆.

The theory can explain successfully different behaviors of Raman spectra in low

energy region, namely linear and cubic against Raman shift ω in B1g and B2g

spectra, respectively. Here we have to emphasize that if the theory applied for

superconductors which other symmetry of pairing including isotropic s-wave, mix

s+id-wave, anisotropic s-wave, all of these symmetries cannot explain behaviors of

Raman responses in cuprates. Therefore the kinetic theory confirmed the d-wave

behavior of gap along Fermi surface in high-Tc cuprate superconductors. Figure

5.2 shows the original results of the kinetic theory and the ones applied for Bi2212

in superconducting state. The A1g spectrum will probe both antinodal and nodal

regions. However, to get good fit with the experimental data of Bi2212, a smearing

width of Γ/∆0 = 0.15 was used, which account for experimental resolution and

possible additional scattering rate. In addition, in the calculation for simplicity

the authors applied a cylindrical Fermi surface centered at (0, 0).

As one can see from figure 5.2 that with a scattering rate B2g peak position

shifted a lot, namely it increases nearly to B1g peak position 2∆. The effect of

scattering rate, that may come from impurity was more clarified in another study

of these authors [156] where under the effect of scattering rate, when the scattering

Figure 5.2: Calculation results of kinetic theory. a) electronic Raman response evaluated
for d-wave pairing on a cylindrical Fermi surface for three symmetries B1g, B2gand A1g.
The Fermi surface is derived from tight-binding model. b) The kinetic calculations are
compared to experimental results of an as-grown Bi2212 (Tc = 90 K) measured at 20 K in
superconducting state. To get a good fit a smearing width Γ/∆0 = 0.15 was applied [44].
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rate increases, both B1g and B2g spectra become broader but the B1g peak does

not change the position much whereas the B2g can shift strongly.

Before electronic Raman response of a d-wave gap superconductivity was de-

rived by T.P. Devereaux and probed for high-Tc cuprates, a theory of electronic

Raman scattering in an anisotropic-gap superconductor was presented by M.V.

Klein and S.B. Dierker [157]. The theory was applied for V3Si, a conventional

superconductor with Tc = 16.85 K and saw that the peak in Eg symmetry is lower

than the one in A1g at least 10%. The Klein’s theory was deduced by using Green

function method and the derived formula is identical with the one of T.P. Dev-

ereaux when the wave vector q is zero.

The kinetic theory was verified for a lot of experimental Ramman data after its

proof on d-wave pairing symmetry. It tells us that by choosing various geometries,

electronic Raman scattering can probe different areas of BZ, and because of this,

some characteristics of cuprates such as two energy scales were observed. So far

there is a high consensus on d-wave pairing symmetry in cuprates although still

there are some evidences for deviations. And so far the theory is the simplest one

to describe electronic Raman scattering in cuprate superconductors.

5.1.2 Calculation for the optimally doped sample

For the kinetic theory calculation, only information of the Fermi surface and the gap

profile is required with implication of tight-binding model for the band structure

and bare Raman vertex for the renormalized vertex. Here, the density of states

NF can be considered as a constant. First of all, I will present the kinetic theory

calculation for the nearly optimum-doped Bi2212 sample (OP92K). Figure 5.3

shows the Fermi surface and the d-wave gap profile along the Fermi surface of the

sample OP92K, which were taken from ARPES data. The Fermi surface and gap

profile were fitted to get fine input data for the kinetic theory calculation.

Figures 5.4 and 5.5 show kinetic theory calculation results for B1g and B2g

spectra, respectively. These are calculated from the ARPES data in figure 5.3. In

comparison, the experimental data at 10 K are presented, in which their intensities

are normalized. The ω-cubic and ω-linear behaviors of B1g and B2g spectra, respec-

tively, in the low-energy region were reproduced. The calculated B2g peak is broad

and appears at an energy lower than that of B1g peak. This is the same as original
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Figure 5.3: The Fermi surface in a) and gap profile along Fermi surface against d-wave
function in b) of the sample OP92K (the nodal point is added). The red curve and linear
line are fitted ones.

Figure 5.4: The B1g kinetic calculation spectrum (red) using Fermi surface and gap
profile in figure 5.3 in comparison to the experimental data (magenta) for the sample
OP92K.

calculations of the kinetic theory (figure 5.2). However, one can clearly see that

the B1g peak energy is higher than the experimental one whereas inversely the B2g

peak energy is lower. The difference in B1g spectra is ≈ 70 cm−1 (≈ 9 meV) and

in B2g spectra it is 100 cm−1 (12 meV). This is unexpected from the kinetic theory

where a sharp peak at energy 2∆ appears in B1g spectrum. Since the gap profile
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Figure 5.5: The B2g kinetic calculation spectrum (green) using Fermi surface and gap
profile in figure 5.3 in comparison to the experimental data (cyan) for the sample OP92K.

Figure 5.6: Comparison between kinetic calculation and experimental data of B1g and
B2g spectra of the sample OP92K in which the energy axis is normalized for the B1g

peak energy.

is obtained from ARPES measurement, one can say that 2∆Raman < 2∆ARPES.

The difference in B2g spectra can be seen more clearly in figure 5.6 where the

energy axis is scaled to get the same peak position in B1g spectra. This discrepancy

tell us that it requires a new approach to calculate electronic Raman spectra to

get a good agreement between calculation and experiment in both B1g and B2g.
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5.1.3 Doping dependence of kinetic theory calculation

Kinetic theory calculations were also done for the other samples with different

doping levels, the underdoped sample UD75K and the overdoped one OD85K. The

Fermi surface and the gap profile of the sample UD75K can be seen in figure 4.13.

Figure 5.7: The B1g kinetic calculation spectrum (red) in comparison to the experimental
data (magenta) for the sample UD75K.

Figure 5.8: The B2g kinetic calculation spectrum (green) in comparison to the experi-
mental data (cyan) for the sample UD75K. While there is a big different in B1g, the B2g

spectra quite fit each other.
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There is a deviation from d-wave behavior near the antinodal region where the

antinodal gap of UD75K is enhanced. Compared to the experimental data, the

calculated B1g peak position is at an energy much higher than the experimental

one, up to 210 cm−1 (26 meV), as one can see in figure 5.7.

While there is no consistency in the calculated and experimental B1g spectra in

Figure 5.9: The B1g kinetic calculation spectra with the bonding and antibonding band
in comparison to the experimental data (magenta) for the sample OD85K.

Figure 5.10: The B2g kinetic calculation spectra with the bonding and antibonding band
in comparison to the experimental data (cyan) for the sample OD85K.
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UD75K, the B2g spectra are fitted well although there is enhancement at the low

energy region and suppression at the high energy region (figure 5.8). The difference

in B2g peak positions is just in 10 cm−1 (∼ 1 meV).

Data of the sample OD85K is a little bit complex because of a bilayer splitting.

Here we present kinetic theory calculations from the both antibonding band (AB)

and bonding band (BB). The Fermi surface and the gap profile can be seen in

figure 4.13.

Figures 5.9 and 5.10 present the calculation results of B1g and B2g in comparison

to the experimental spectra. The peak positions of B1g and B2g AB spectra are

fitted well to the experimental data, however the calculated B2g BB spectrum shows

a shape quite different from experiment where a sharp peak appears near 2∆. This

may be caused by the deviation of the gap profile from linear behavior and also

depending on the shape of the Fermi surface.

Kinetic theory calculations are summarized in figures 5.11 for calculated Raman

spectra.

It is clearly seen that the doping dependence of kinetic theory calculated B1g

spectra is consistent qualitatively in both peak position and intensity. B1g peak

energy increases with underdoping. The intensity of B1g spectra decreases with

underdoping and this behavior was mentioned in Ref. [45], figure 3.12. Here, to see

clearly the doping dependence of the experimental B1g intensity, I normalized the

Figure 5.11: Doping dependences of the calculated Raman B1g and B2g spectra obtained
from kinetic theory for Bi2212 samples.
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Figure 5.12: Doping dependence of B1g intensity. The B2g spectra were normalized and
the same factors were applied for B1g spectra.

B2g spectra and applied the same factors for B1g spectra, as shown in figure 5.12.

The doping dependence of B2g peak position is not clear and all of the spectra

show nearly the same position. Therefore, the doping dependence of B2g peak

position does not follow an experimental Tc dome. The kinetic theory works for

some aspects but quantitatively it is not satisfactory.

5.2 Kubo formula calculation

5.2.1 Description for Kubo formula calculation

To overcome the kinetic theory and try to get more realistic spectra, we applied

a new method using ARPES data. ARPES intensity I is a function of matrix

elements M , the Fermi-Dirac function f and a spectral function Ak,ω,

Ik,ω = I0 ·Mk · fω · Ak,ω. (5.4)

Here I0 is a constant. If the matrix elements do not have a strong momentum

dependence, the spectral function can be obtained directly from ARPES spectra.

On the other hand, electronic Raman response χ′′ in the superconducting state
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can be deduced from Greens functions using the Kubo susceptibility [130] as follow

χ′′γΓ =
2

πV

∑
k

γkΓk ×
∫ ∞
−∞

G′′k,ωG
′′
k,ω+Ω

×

(
1− ∆2

k

(ω + ξk)(ω + Ω + ξk)

)
×
(
f(ω)− f(ω + Ω)

)
dω,

(5.5)

where γk and Γk are Raman vertices, ∆k is the superconducting energy gap, ξk

is the bare band energy, V is the volume and f is the Fermi function. Since the

Greens functions relate to the spectral functions through the relation [130]

G′′k,ω = −πAk,ω, (5.6)

therefore electronic Raman responses can be calculated from ARPES spectra. Ra-

man verticies for B1g and B2g geometries in the d-wave symmetry of a teragonal

structure with a lattice constant a and an electron mass m are

γB1g ,k = ΓB1g ,k = ma2t
(

cos kxa− cos kya
)
, (5.7)

γB2g ,k = ΓB2g ,k = 4ma2t′ sin kxa. sin kya, (5.8)

where t is a nearest neighbor hopping integral and t′ is a next nearest neighbor

hopping integral. The quantities γ and Γ are the bare vertex and renormalized

vertex, respectively and in this study we use the same Raman vertex for both the

bare vertex and renormalized one.

A tight binding model was applied for the band structure, which allows to

obtain the Raman vertices above from the equation 5.3 and describe experimental

ARPES data. The tight binding model in t and t′ hopping limitation is

ξk = −2t
(

cos kxa+ cos kya
)

+ 4t′ cos kxa. cos kya− µ, (5.9)

where µ is a chemical potential. The parameter t, t′ and µ were obtained by fitting

tight binding band with ARPES experimental data.

Figure 5.13 illustrates a concept of our method where energy transfer is summed

up in the same way as kinetic theory, however, the experimental ARPES EDC

spectra were used instead of δ function density of state. In this calculation, not

only for the density of states on the Fermi surface but also for the whole Brillouin

zone could be done. The unoccupied states were obtained by symmetrizing the
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Figure 5.13: Illustration for our calculation method. In stead of δ-function DOS in the
kinetic theory, the experimental ARPES EDC spectra were used, which include the real
scattering rate.

ARPES EDC spectra against the Fermi level as shown in figure 5.21. A symmetric

behavior of the density of state between occupied state and unoccupied state is

supported by STS result where both states are probed (see figure 2.2). In general,

because one can ignore the momentum transfer the calculation could be done for

the whole Brillouin zone.

The band structure will be fitted by the tight binding model. A set of param-

eters {t, t′, µ} of the tight-binding model was chosen to fit the Fermi surface and

the band dispersion at nodal region simultaneously. Figure 5.14 shows the contour

curve at the Fermi level fitting with the ARPES Fermi surface. And band disper-

sion fitted by the tight-binding model is presented in figure 5.15. The figure 5.15

C1 shows fitting results at the nodal cut. From the cuts in the middle region (cut

C5) to the antinodal region (cut C8), there is a crossing between the tight-binding

band and the experimental band. For calculation, a combination of two parts for

band structure was used. One part is from the tight binding model and the other

part is set to the experimental band. The modeled band structure is denoted by

the yellow bold curves in fig 5.15 cut C5 and cut C8. For other cuts if there is no

crossing we keep the tight binding band for that whole cuts.

The parameters used to fit the band structure for the sample OP92K are t =

0.238 eV, t′ = 0.392t and µ = −0.320 eV.

The corresponding parameters for the sample UD75K are t = 0.180 eV, t′ =

0.490t and µ = −0.200 eV and the ones for the sample OD85K are t = 0.155 eV,

t′ = 0.440t and µ = −0.190 eV.

Generally the renormalized Raman vertex should be derived as presented in
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Figure 5.14: Fermi surface of the sample OP92K (dotted circle) and the contour at zero
level obtained by the tight binding model with parameters t = 0.238 eV, t′ = 0.392t and
µ = −0.320 eV (blue smooth).

Figure 5.15: Experimental band dispersion versus the bare band from tight binding
model. a) The cut C1 is the nodal cut. The tight binding band dispersion (the red
curve) fitted well to the experimental band. b) The cut C5 is a cut in middle region.
There is a crossing between the tight-binding band (the red curve) and the experimental
band. The model for band dispersion (the yellow curve) is a combination of the tight
binding model and experimental one. c) The cut C8 in the antinodal region as the same
as the cut C5.

Ref. [130], however this is a complicated problem specially in the case strong inter-

actions because it includes various types of final-state interaction. Several terms

can contribute in the equation for the renomalized vertex including the bare vertex,
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boson exchange terms, impurity scattering terms as well as the one from Coulomb

screening effects [158]. And usually people consider just one of them, Coulomb

screening [158], impurity [159], spin fluctuation [160], the screening effect [161].

The renormalized vertex could be derived from the interaction potential U through

follow expression [130]:

Γk,iω,iΩ = γk +
1

V β

∑
iω′

∑
k′

Uk−k′,iω−iω′

×Gk′,iω′Gk′,iω′+iΩΓk′,iω′,iΩ.

(5.10)

Because of the complexity of renormalization, phenomenological formulae for the

renormalized vertex were applied such as the one in Ref. [95] where

Γk = γkτ3 exp[−β(cos kxa− cos kya)2]. (5.11)

It may be still in good approximation that the renormalized vertex is replaced

by the bare one (if the interaction is not too strong), where the main reason is just

for simplicity and obtained results satisfied their studies [43,99,100,108,110].

5.2.2 Calculation using ARPES data only on kF

First of all we show Kubo formula calculation for only-kF for the sample OP92K.

It means that only the EDC spectra on the Fermi surface were taken into account

and this is similar to a kinetic theory calculation.

In this calculation, as the first test, the original ARPES spectra (the data at

10 K shown in figure 4.8 and with symmetrization against the Fermi level) were

used. Figure 5.16 a) compares the B1g and B2g spectra calculated by kinetic theory

and our method using Kubo formula. Since Kubo formula calculation uses ARPES

spectra, which involves the experimental scattering rate information, one can see

the effect of the scattering rate in this figure. The existence of scattering rate

makes the B1g spectrum broader and lowers the peak position, while the intensity

in the higher energy region is enhanced in the B2g spectrum. This enhancement of

the spectral weight in B2g spectrum tends to shift the peak position toward higher

energy if scattering rate is large as expected by the previous report [156]. The

shift of the B1g peak position, on the other hand, was not expected by the previous

report. This behavior implies that the momentum dependence of scattering rate,

which is not taken into account in the previous reports, may cause this shift.
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Figure 5.16: a) B1g and B2g calculated spectra by using Kubo formula and kinetic theory.
b) B1g and B2g experimental ERS spectra and calculated ones using Kubo formula, using
the raw ARPES data along Fermi surface for Bi2212 (Tc = 92 K) in superconducting
state (T = 10 K). legend peaky

The B1g and B2g calculated spectra using Kubo formula are compared with

the experimental data in figure 5.16 b). In B1g spectra, there is a good agreement

in both the peak position and the spectral shape in whole range, as well as ω-

cubic behavior at the low energy region. The consistency between calculated and

experimental B1g peak positions could be understood because the B1g peak energy

is twice of the ARPES antinodal gap. The calculated B1g spectrum is a little bit

broader than the experimental spectrum. This may come from the background

in ARPES spectra. In B2g spectra, ω-linear behavior in the low energy region is

obtained while the peak position shows significant difference (∼ 100 cm−1). This

result indicates that the data of real scattering rate is not enough to reproduce the

experimental B2g peak position.

Here, it should be noted that the quasiparticle spectral weight ZΛ, which was

introduced to qualitatively explain the doping dependence of the B2g spectra [45],

cannot explain this difference because it always lowers calculated B2g peak position

by decreasing the higher energy spectral weight from the larger gap region. One

possible explanation of this difference is the contribution of the electronic structure

from the whole BZ in the momentum space.
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5.2.3 Calculation using ARPES data on the whole Brillouin

zone

Here we want to explain why the calculated B2g spectrum is expected to be im-

proved with a whole-BZ calculation. Figure 5.17 illustrates the band structure

and excitations around the Fermi surface. In previous section, we only used the

electronic structure on the Fermi surface where the excitation gap of the spectral

function is the smallest and ignored the electronic structure in the other region of

Brillouin zone. If the electronic structures on the whole Brillouin zone are taken

into account, the excitation with higher energy is naturally involved leading to an

increase of intensity of calculated spectra in high ω region, and as a consequence

leading to shift of peaks to higher energy. B2g peak position is expected to shift

to the higher energy because the Fermi velocity is large in the nodal region (figure

4.7). Therefore, further calculations including the electronic structure in the whole

Brillouin zone is necessary to clarify whether ERS spectra, especially B2g spectra

can be reproduced from ARPES spectra or not.

The Brillouin zones of three samples OP92K, UD75K and OD85K are shown in

chapter 4. Figure 5.18 shows calculation results with whole-BZ data of the sample

OP92K. And figure 5.19 a) compares the B2g calculated spectra using ARPES

data on whole-BZ and only on the Fermi surface. We see that the B2g peak shifts

to higher energy as expected. It is clear that contribution from the electronic

structure not on the Fermi surface is important. However, if we compare with the

experimental data, there is one problem that intensity in high ω region of both B1g

Figure 5.17: Illustration for excitation around Fermi surface. Excitation with larger gaps
is involved in the whole-BZ calculation while intensity from kF is the strongest.
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Figure 5.18: Calculated results of B1g and B2g spectra taking ARPES data on whole BZ.

Figure 5.19: a) Comparisons between the whole-BZ calculation and the only-kF calcula-
tion. b) Comparisons between the whole-BZ calculation and the experimental data.

and B2g calculated spectra is too strong and this may be caused by a background

in ARPES data. Therefore, subtracting background is one suggestion to improve

calculated spectra.

5.2.4 Calculation with subtracting background

As presented in the chapter 3, the inelastic electrons contribute to the ARPES

EDC spectra therefore the intensity from these electrons should be subtracted.
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Here we subtract background in ARPES data using the Shirley background (bg),

a phenomenological background, which has its form as follow:

bgShirley = c

∫ ∞
ω

P (ω′)dω′, (5.12)

in which c is a coefficient, P is the primary spectrum after background subtracted.

Value of c for each EDC spectrum is chosen so that the intensity at the highest

binding energy in our measurement window typically ≈ 0.2 meV is composed all

by background, which means that there is no contribution from elastic electrons

at the highest binding energy.

Figure 5.20 presents one example for Shirley-background subtraction. The

background nearly does not affect position of the coherence peak and especially

the leading edge. Therefore background subtraction does not affect the gap size, it

only suppresses intensity in high energy region. The important role of background

subtraction will be clearer in later part when we compare result with and with-

out background subtraction. The figure 5.21 shows symmetrized EDC spectra on

Fermi surface of the sample OP92K measured at 10 K after Shirley background

subtraction. In nodal region because of a nearly flat tail in raw spectra, the sub-

tracted spectra have only coherence peak. For spectra in antinodal region after

background subtraction there is still a small incoherence broad peak which will

give small contribution in calculated results.

One interesting thing is that all measured EDC spectra in region near k-point

(π, π) are the same as shown in figure 5.22. Spectral shape of these spectra can

be used for a background, called k-independence background. The figure shows

backgrounds for each cut in ARPES measurement which is average of more than 20

spectra near (π, π). It is also possible to take an average of all these background.

The k-independence background is already mentioned and used by some studies

[112, 126, 162, 163]. Here we confirmed that results obtained from k-independent

is nearly the same as the ones using Shirley background. This can be understood

when we compare Shirley and k-independent, as shown in figure 5.22. In this figure,

the intensity is normalized in high energy region for two backgrounds.

The calculated B1g and B2g spectra of the sample OP92K using ARPES dat

over the whole BZ and with Shirley-background subtraction are presented in fig-

ure 5.23. In comparison to the experimental spectra, their peak intensities are

normalized in figure 5.24. The B1g spectrum shows good agreement with the ex-
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Figure 5.20: Shirley background subtraction for one EDC spectrum on Fermi surface
near nodal region at temperature 10 K of the sample OP92K. The coefficient c in Shirley
formula was chosen to normalize the intensity at high energy region.

Figure 5.21: The EDC spectra at 10 K on kF of the sample OP92K after Shirley-
background subtraction. Spectra were offset in vertical axis, horizontal bars on right
side denote zero value.



84 Chapter 5. ERS spectra calculations

Figure 5.22: a) EDC spectra in the region near (π, π) (the area determined by the
red round-corner rectangle in the inset) can be considered as background so called k-
independent background. Each background is the average of 20 EDC spectra correspond-
ing to each measurement cut. b) Comparison between the k-independent background
and the Shirley background obtained from the EDC at kF of the nodal cut of the sample
OP92K. Two backgrounds are normalized their intensities at highest energy region.

perimental spectrum. Its peak position is a little bit higher than experiment about

35 cm−1(4-5 meV). In the sample OP92K, the experimental B1g Raman peak and

ARPES antinodal gap 2∆ARPES are quite close together, 535 cm−1 (66 meV) and

72 meV (580 cm−1), respectively. And this is one reason leading to the proximity

of calculated spectrum to the experimental one.

There is a big improvement of peak position in the calculated B2g spectrum

in comparison to the only-kF calculation. The peak position in the whole-BZ

calculation is the same as the experimental data although the calculated spectrum

is not as broad as the experimental one. This result indicates that it is really

important to involve the whole Brillouin zone information to reproduce Raman

spectra.

It also needs to confirm the importance of background subtraction from these

calculations. With a proper model for ARPES background such as Shirley back-

ground, ERS spectra could be reproduced. Background subtraction is one critical

step in these calculations.

The whole-BZ calculation with Shirley background subtraction was also done

for the samples UD75K and OD85K. The figure 5.25 shows the calculated B1g and
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Figure 5.23: a) The calculated B1g and B2g spectra of the sample OP92K for supercon-
ducting state (10 K) using the ARPES data on the whole BZ and subtracted Shirley
backgrounds. b) Comparison between calculated spectra on the whole BZ with and
without Shirley background subtraction (”sub bg” and ”not sub bg”, respectively).

Figure 5.24: The calculated B1g and B2g spectra in comparison to the experimental ones
of the sample OP92K measured at 10 K. The calculated spectra were normalized their
intensities to the experimental spectra.

B2g spectra together with the experimental data of the sample UD75K.

The difference in peak position in both B1g and B2g spectra between the cal-

culation and the experiment increases to about 100 cm−1. One should be noticed

that in the experimental B1g spectrum there is one phonon peak at 590 cm−1 [28]
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Figure 5.25: a) The original calculated B1g and B2g Raman spectra of the sample UD75K
using ARPES data on whole BZ and subtracted Shirley backgrounds. b) Comparison
between the calculation results and experimental data, the calculated spectra were nor-
malized their intensity to the experimental ones.

which is nearly the same peak position of electronic spectrum. This phonon peak

makes the experimental B1g spectrum look sharp, however it could be wiped out

by subtracting spectra in the normal and the superconducting states (figure 3.12).

The calculated B2g spectrum is broad and fits the experimental data in high energy

region but not in low energy side. The difference in B1g peak energy may be caused

by a pseudogap, which may affect and make deviation in the gap profile along the

Fermi surface from d-wave around the antinodal region (figure 4.13). That is not

attributed for expansion from the only-kF calculation to the whole-BZ one which

involves larger gap because the gap in the antinodal region in ARPES (2∆ = 96

meV (∼ 770 cm−1)) already larger than the experimental B1g gap (580 cm−1 (72

meV)).

For the overdoped sample OD85K we had to apply a special treatment for

ARPES data, because there is a bilayer splitting leading to an antibonding band

(AB) and a bonding band (BB). A band structure model deviating from tight-

binding model can be applied for the case of bilayer splitting as in Ref. [164],

however in this study we calculated only for the BB. The reason why the BB is

chosen is the AB in the antinodal region is too close to k-point (π, 0) and could

be superposed by umklapp bands from another quadrant of Brillouin zone [77]
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Figure 5.26: An example for subtracting the antibonding band (AB) peak from EDC
spectra in which there is superposition of antibonding band and bonding band (BB), the
sample OD85K.

Figure 5.27: EDC spectra between the red and the blue ones are subtracted for the AB
peak. Here is energy dispersion along the cut 8 at middle region and EDC spectra are
offset in the vertical axis.

and with BB we could avoid this problem. Therefore for the k region where su-

perposition of two bands exists, EDC spectra were fitted by Gaussian functions

corresponding to a BB peak, an AB peak and an incoherent part, as shown in

figure 5.26. To discuss the spectral weight from BB, the Gaussian AB peak is

subtracted from these EDC spectra. This procedure was applied from cut 4 in
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Figure 5.28: a) The original calculated B1g and B2g Raman spectra in superconducting
state of the sample OD85K using ARPES data on whole Brillouin zone and subtracted
Shirley backgrounds b) Comparison between the calculation results and experimental
data, the experimental B2g is multiplied by a factor of three to see more clear and the
calculated spectra were normalized their intensity to the experimental ones.

Figure 5.29: Doping dependence of calculated spectra in two geometries B1g and B2g.
Peak position in B1g increases clearly with underdoping while it changes lightly with a
dome shape in B2g.

figure 4.10 b) where the bilayer splitting starts to be clear to the last cut in the

antinodal region. The figure 5.27 shows an example of the k-point region where

the AB peak is subtracted.

Figure 5.28 shows the calculation results in comparison to the experimental

data for the sample OD85K. The calculated B1g spectrum has a quite good shape
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Figure 5.30: Summary of all whole-BZ Shirley-background-subtracted calculation results
in comparison to the experimental data.

and the difference between calculation and experiment is 60 cm−1. In figure 5.28,

the experimental B2g spectrum is multiplied by a factor of three to see clearer. The

difference in B2g is about 70 cm−1 a little bit more than B1g.

Here we summarize the calculated B1g and B2g spectra from Kubo formula

in figure 5.29 to see their doping dependence. The calculated B1g peak position

clearly moves to higher energy with underdoping while B2g one does not show clear

shift as seen in the experimental one, however two different energy scales still can

be seen.

All whole-BZ Kubo-formula calculations presented above are summarized in

comparison to the experimental results in figure 5.30. It is clear that whole-BZ
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Figure 5.31: Doping dependence of the gap size obtained from the kinetic and Kubo
calculations in comparison to experimental data. The dashed curve is Tc dome obtained
from the empirical equation 2.1 with Tmaxc is 95 K.

calculation can reproduce both B1g and B2g spectral shape better than kinetic

theory calculation. However, one can still see differences between the calculation

and the experiment. In B1g, peak positions are slightly different, ≈ 100 cm−1. In

B2g, spectra do not show ω-linear dependence and the experimental spectra always

show more intensity than the calculated spectra at low frequency. To see the peak

energy difference between the Kubo whole-BZ calculation and the experiment, we

summarize the doping dependence of peak energy of B1g and B2g spectra in figure

5.31. We see that Kubo calculation always shows larger energy than the exper-

iment. For B2g peak, Kubo calculation has less doping dependence. From these

calculations with background subtraction for the ARPES EDC spectra leaving

mainly the coherence peak, we see that the electronic Raman spectra B1g and B2g

are related to coherence excitation. However, it is hard to confirm these peaks are

related only to superconducting state as in Ref. [45] because the coherence peaks

in ARPES data appear already in the normal state even at the nodal region and

continuously evolve into the superconducting state (figures 3.4 and 4.8).

We also can see that for the Kubo calculation, B1g and B2g peak energies are

close together in the onverdoped side and depart with underdoping.
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Figure 5.32: Experimental intensity profiles along Fermi surfaces of three samples.

5.2.5 Calculation taking into account the matrix element effect

As shown in the section 5.2.4, although the Kubo-formula whole-BZ calculation

reproduces the experimental Raman spectra better than the kinetic theory, there

still exists differences between the calculation and the experiment. Especially in

B2g, the calculated spectra show weak intensity at low frequency region. This result

implies that the calculations lack the contribution from the electronic structure of

lower energy gap region, namely the nodal region. In figure 5.32, we plot the mo-

mentum dependences of the experimental peak intensity at kF for three samples

with different doping levels. These momentum dependences are nonmonotonic.

And these are the intensity profiles of Ak,ω we used in the previous sections. As

discussed in the section 3.1, these profiles should be modulated by matrix elements

and they may not represent the real Ak,ω intensity profile. This effect of matrix

elements may cause the difference between the calculation and the experiment.

Since it is hard to obtain the information of matrix elements from ARPES mea-

surement itself, here, we assume several simple types of intensity profile along the

Fermi surface for Ak,ω and try to reproduce the experimental data.

First we consider the overdoped sample OD85K. Figure 5.33 presents the exper-

imental peak-intensity of the EDC spectra on Fermi surface of the sample OD85K,

together with three assumed profiles. The EDC spectra on different cuts of ARPES
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Figure 5.33: The experimental intensity profile of EDC spectra against the d-wave func-
tion along the Fermi surface of the sample OD85K and three linear assumed profiles
(N10-AN10, N10-AN20 and N10-AN40). The experimental profile is converted to an
assumed profile by different factors for different k-points and then these factors were
applied for corresponding cuts. N denotes for the nodal region and AN denotes for the
antinodal region.

measurement are multiplied by corresponding factors which convert the experimen-

tal profile to an assumed profile. The calculation for ERS spectra then were done

in the same way with Shirley-background-subtracted whole-BZ Kubo-formula cal-

culation.

Figure 5.34 shows the results of B1g and B2g calculations in which linear in-

tensity profiles are applied. We see that with the assumed profiles, for the sample

OD85K, there is no clear change in B1g spectra, while in B2g there is an improve-

ment and the spectral weight in low energy region is filled.

The same procedure was applied for the samples OP92K and UD75K. The

profiles used to investigate are shown in figure 5.35 for the sample OP92K and the

calculation results are presented in figure 5.36. It is similar to the case of OD85K,

with an improvement in B2g spectra and no much change in B1g when the profile

changes from N10-AN10 to N10-AN5. With further reduction of intensity in the

antinodal region, the high energy part in the B2g spectrum increases.

For the sample UD75K with simple linear profiles as shown in figure 5.37, we

did not get a good agreement between the calculated and experimental spectra.
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Figure 5.34: B1g and B2g calculated spectra in which linear profiles are applied, in
comparison to the experimental data. There is no clear change in B1g while the spectral
weight in low energy region is filled with uniform intensity from the nodal region to the
antinodal region. Calculated spectra were normalized.

Figure 5.35: Linear profiles applied for the sample OP92K.

However, when intensity in the nodal region decreases from the profile N10-AN10

to the profile N10-AN1, the tendency is that the spectral weight in low energy

region of both B1g and B2g is filled and the B2g peak shifts to lower energy as one

can see in figure 5.38. We also found out one ”special profile” which enhances

intensity near the node which helps to get better fit in B2g spectra. The reason for
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Figure 5.36: B1g and B2g calculated spectra of the sample OP92K in which linear profiles
are applied. Calculated spectra were normalized. The best profile is around N10-AN5.

this peak-like shape profile is not clear. To clarify whether this peak is real or not,

more study for doping levels around UD75K is necessary.

Figure 5.37: Linear profiles applied for the sample UD75K.

Comparing profiles which help to improve the calculated Raman spectra for

three samples, we see that different doping level has different intensity profile. In

figure 5.39, the best profiles of Ak,ω to reproduce Raman spectra are summarized.

It shows that the spectral weight confined around the nodal region distributes to
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Figure 5.38: B1g and B2g calculated spectra of the sample UD75K in which linear profiles
are applied. Calculated spectra were normalized. When intensity at the antinodal region
reduces, there is an improvement in the B2g spectrum although with the assumed linear
profiles, it is not enough to reproduce the experimental spectra.

Figure 5.39: Assumed profiles which give improvements in Raman calculated spectra.
It shows that with underdoping the intensity in the nodal region is enhanced more and
more comparing to intensity in antinodal region.

the antinodal region with doping. It should be noticed that these intensity profiles

of Ak,ω cannot be solely obtained by ARPES measurements because it is not easy

to clarify the effect of matrix elements.
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Figure 5.40: Summary calculations with the assumed profiles which help to get best fits,
N10-AN10 for OD85K, N10-AN5 for OP92K and the special profile for UD75K.

The calculations with the best profiles are summarized in figure 5.40. One

can easily tell that there is a good agreement between the calculation and the

experiment.
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Discussion: Meaning of the present

results

6.1 Implication of doping dependence of the inten-

sity profile of Ak,ω

Figure 5.39 shows doping dependence of spectral weight distribution and this result

cannot be obtained solely by ARPES measurements because of matrix element

effect. Here in this study, the result could be obtained by comparing Raman and

ARPES.

Figure 5.39 shows that Ak,ω confined in the nodal region distributes to the

antinodal region with doping. This is consistent with a recent report that the

superconducting spectral weight is suppressed by the competing pseudogap at the

antinodal region, figure 6.1. Figure 5.39 can be understood as the recovery of su-

perconducting spectral weight with doping because the pseudgap becomes weaker.

This result can be also related to so-called ”dichotomy” as shown in figure

6.2. It is well-known that there is a crossover of the sharper superconducting peak

from the nodal region to the antinodal region with doping, which implies that the

antinodal region getting more important for superconductivity with doping. Our

results suggest that the importance of the antinodal region for superconductivity

is also controlled by recovery of the spectral weight at the antinodal region with

doping.

97
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Figure 6.1: The competition between the pseudogap (PG) and superconductivity. Inverse
evolution of the coherent and pseudogap spectral weights in momentum space and by
doping result in the effective region of the superconducting quasiparticles. CP denotes
for coherent peak [165].

Figure 6.2: The sharper peak in ARPES data moves from the nodal region to the antin-
odal region with doping [166]. In underdoped cuprates, here is Ca2−xNaxCuO2Cl2 (NC-
COC), the sharper peak is at the node, whereas in overdoped Tl2Ba2CuO6+δ (Tl2201)
it is at the antinode

6.2 Doping dependence of the superconducting gap

From figure 5.40, it is clear that the B2g spectra, which are sensitive to the super-

conducting gap profiles along Fermi surfaces, are well reproduced by the ARPES
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Figure 6.3: Peak energies obtained from calculations with Kubo formula for the whole
Brillouin zone and with Shirley background subtraction in comparison to the experimen-
tal data from Raman, ARPES and STM measurements. AN denotes for the antinodal
region.

data assuming proper intensity profiles of Ak,ω along the Fermi surface. This result

indicates that B2g Raman spectra can be understood by the superconducting gap

profile obtained by ARPES, namely, the momentum independent gap slope. The

intensity profiles of Ak,ω we used are simple and show doping dependence which

is consistent with doping dependence of ARPES intensity along the Fermi surface

observed in LSCO with fixed measurement conditions [167], and in contrast to the

step-like function proposed by A. Sacuto [45].

We summarize our calculation results of peak energy in figure 6.3 in comparison

to experimental Raman, ARPES and STM data. Firstly if we compare our exper-

imental B1g Raman and ARPES antinodal data, it clearly shows that the ARPES

antinodal gap is higher than B1g peak energy and the difference increases with

underdoping. In the figure 6.3, we also plot data from other Raman, ARPES and

STM measurements [45, 107, 168] in which ARPES measurement for underdoped

samples used those from the same batch with ours. It shows that the ARPES

antinodal gap and gap in STM increase very fast with underdoping, and definitely
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show higher energy than Raman.

One can also notice that calculated B1g peak energy follows ARPES antinodal

gap and deviates from the experimental Raman data with underdoping. As dis-

cussed in the section 5.2.5, the intensity profile of Ak,ω cannot cause the shift of

B1g position. Therefore, this difference looks like intrinsic.

Since the calculated and experimental B1g are consistent in the optimally doped

region and the difference gets larger with underdoping, this difference is possibly

caused by the pseudogap. Here we want to remind that the gap profile of the

sample UD75K deviates from d-wave behavior in the antinodal region (figure 4.13)

possibly because of the pseudogap.

In the figure we also plot pseudogap energy in ARPES data taken at 100 K [107].

If we compare the pseudogap energy to the other data, one can see that it increases

rapidly with underdoping and it seems that the superconducting gap in ARPES

is enhanced by the underlying-high-energy-pseudogap. Figure 6.3 may indicate

that the effect of the pseudogap manifests differently in different measurement

techniques and the manifestation is ARPES > Raman.
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Summary

To clarify the questions about origin of electronic Raman scattering spectra and

the discrepancies between ERS and ARPES, also trying to get improvement more

than previous calculations and explain the behaviors of ERS data, in this study

1) Bi2212 single crystals were grown by traveling solvent floating zone method,

annealed in different conditions to get different doping levels from underdoped to

overdoped, quality of single crystals were evaluated by magnetic succeptibility and

the crystaline orientation was checked by X-ray Laue measurements,

2) ARPES and Raman measurements were carried out for the Bi2212 single

crystals with different doping levels (UD75K, OP92K and OD85K) at well below

Tc (at 10 K) for the same sample or the samples from the same batch, and mea-

surements for both Raman and ARPES on the same sample is a critical point to

compare quantitatively the ARPES and Raman data,

3) Calculations for B1g and B2g Raman spectra in the superconducting state

were done using ARPES data and Kubo formula, as well as the kinetic theory.

The electronic Raman spectra were well reproduced from ARPES data using Kubo

formula, taking data over the whole Brillouin zone, with subtraction for Shirley

background from raw ARPES EDC spectra, and with k-dependence of peak in-

tensity of spectral function Ak,ω. The tight-binding model was applied to fit band

structure and get Raman vertices.

From the experimental data and the calculation results, some conclusions could

be obtained as follows:

101
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1) Raman and ARPES can be understood with the same gap profile. Nodal

slope of gap profiles is independent for a wide range of doping levels. And this is

different from the model proposed by A. Sacuto’s group that the slope increases

with underdoping.

The change of intensity ratio between the nodal region and the antinodal region

of spectral function Ak,ω together with excitation on the whole BZ causes the

doping dependence of the B2g peak.

2) The superconducting gap in the antinodal region

• probed by ARPES is affected strongly by the pseudogap,

• probed by Raman using B1g geometry is affected moderately by the pseudo-

gap.

The effect of the pseudogap increases with underdoping, which manifests by the

discrepancy between Raman and ARPES. Here in this viewpoint, the pseudogap

competes with the superconducting gap. It also means that superconductivity and

pseudogap coexist even at low temperature.

3) The peak-intensity profile of spectral functions Ak,ω is not only momentum

dependent but also different in different doping levels. In the underdoped sample,

spectral weight of Ak,ω is confined in the nodal region. And the antinodal region

gets more spectral weight with doping and contributes to superconductivity.

4) More realistic B1g and B2g Raman spectra as in experimental data were

obtained by using Kubo formula on whole-Brillouin-zone and Shirley-background

subtraction calculation.

By applying the experimental ARPES EDC spectra for spectral functions, the

momentum-dependent scattering rate was naturally included in the calculation,

leading to the improvement of spectral shape in the calculated spectra.

Calculation on the whole Brillouin-zone means that electronic Raman scattering

spectra are not only from excitation on the Fermi surface but also originated from

the one around the Fermi surface.

Background subtraction has shown that Raman spectra are related to coherence

peaks of single-particle spectral functions in the superconducting state.

Kubo formula calculations also reproduced two energy scales in B1g and B2g

Raman spectra, which is caused definitely by different Raman vertices for different
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geometries. Two energy scales have a tendency that they are close together in the

overdoped region and separated more and more with underdoping.

5) Kinetic theory is not enough to describe the experimental B1g and B2g Raman

spectra, specially in the underdoped and optimally doped regions where whether

the calculated B1g peak is too high or the calculated B2g peak is too low in addition

to simple spectra shapes.

We also see that tight-binding model could not describe fully the electronic band

structure of cuprates specially in the antinodal region where the band dispersion

is flat.

This calculation method should be examined for more doping levels and for

other superconductors. Calculations for the B1g and B2g Raman spectra in the

normal state could be concerned in the next step. For the normal state, certain

assumption for band structure of unoccupied states is needed and this is one diffi-

culty for a calculation in the normal state. In the present study, we concentrated

on the superconducting state where a symmetry of particle-hole was assumed.
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Publications

1) N. T. Hieu, K. Tanaka, T. Masui, S. Miyasaka and S. Tajima and T.

Sasagawa, Quantitative comparison between electronic Raman spectra and angle-

resolved photoemission spectra in superconducting state of Bi2212, Physics Proce-

dia, 45, 41-44 (2013).

2) N. T. Hieu, K. Tanaka, T. Masui, S. Miyasaka and S. Tajima and T.

Sasagawa, Reproduce electronic Raman scattering spectra in the superconducting

state of Bi2212 from angle-resolved photoemission spectroscopy data (to be sub-

mitted).

The conference presentations

1) 25th International Symposium on Superconductivity, Tokyo - Japan, De-

cember 3-5, 2012 (ISS-2012). Program number: PCP-61, Quantitative comparison

between electronic Raman spectra and angle-resolved photoemission spectra in su-

perconducting state of Bi2212, N. T. Hieu, K. Tanaka, T. Masui, S. Miyasaka and

S. Tajima and T. Sasagawa.

2) 68th The Physical Society of Japan Meeting, Tokushima - Japan, Septem-

ber 25-28, 2013 (JPS-2013). Program number: 26aKQ-9, Discrepancy between

electronic Raman scattering and angle-resolved photoemission spectroscopy in the

superconducting state of underdoped Bi2212, N. T. Hieu, K. Tanaka, T. Masui, S.

Miyasaka and S. Tajima and T. Sasagawa.
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Appendix A

Maxtrix element

Semi-classical theory view on matrix element. Matrix element indicates interac-

tion between electromagnetic waves and electrons. In non-relativistic system the

Shrödinger equation for an electron is

H0ψ0 =

(
p2

2m
+ V0

)
ψ0 = Eψ0. (A.1)

Fields of an electromagnetic wave in Maxwell equations are

B = ∇×A, (A.2)

E = −1

c

∂A

∂t
, (A.3)

with Φ = 0 and ∇ ·A = 0, where Φ and A are the scalar potential and the vector

potential, respectively.

The electron interacts with the wave and its momentum is changed by adding

the vector potential. The Hamiltonian becomes

H =

(
1

2m
(p +

e

c
A)2 + V0

)
(A.4)

=
p2

2m
+

e

2mc
Ap +

e

2mc
pA +

e2

2mc2
A2 + V0 (A.5)

=
p2

2m
+

e

mc
Ap + V0, (A.6)

because of commutator relation [p,A] = −i~∇ ·A = 0 and we ignore the second

order term.
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Therefore the perturbation of the field of the wave

〈φk
f |Hint|φk

i 〉 =
e

2mc
〈φk

f |A · p|φk
i 〉. (A.7)

For a plane wave, we have

A(ω, t) = ε exp i(ωt− q.r), (A.8)

where ε is polarization vector, q is momemtum of photon. And with a ultra

violet wave, the exponent is ≈ 1 (unchange) in the atom scale. We also have

~p/m = −i[x, H], therefore we can deduce the interaction term or square of matrix

element as

|Mk
f,i|2 ∝ |〈φk

f |ε · r|φk
i 〉|2. (A.9)



Appendix B

Raman active phonons in Bi2212

Table B.1: Character table for D4h point group

E C2 2C4(z) 2C ′2 2C ′′2 i 2S4 σh σx σd linear, quadratic

rotation

A1g 1 1 1 1 1 1 1 1 1 1 x2 + y2, z2

A2g 1 1 1 -1 -1 1 1 1 -1 -1 Rz

B1g 1 -1 1 1 -1 1 -1 1 1 -1 x2 − y2

B2g 1 -1 1 -1 1 1 -1 1 -1 1 xy

Eg 2 0 -2 0 0 2 0 -2 0 0 (Rx, Ry) (xz, yz)

A1u 1 1 1 1 1 -1 -1 -1 -1 -1

A2u 1 1 1 -1 -1 -1 -1 -1 1 1 z

B1u 1 -1 1 1 -1 -1 1 -1 -1 1

B2u 1 -1 1 -1 1 -1 1 -1 1 -1

Eu 2 0 -2 0 0 -2 0 2 0 0 (x, y)
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Table B.2: Assignments of observed Raman modes in Bi2212 single crystal [169]

.

Raman shift (cm−1) Symmetry (D2h)
† Assignment

28 Ag
∗∗ amplitude mode

47 Ag
∗∗ second-order scattering

62 Ag
∗ Bi a-axis vibration

106 B1g
∗ Bi b-axis vibration

109 Ag
∗ Cu a-axis vibration

119 Ag Bi c-axis vibration

129 Ag Cu c-axis vibration

180 Ag
∗ Sr a-axis vibration

180 Ag Sr c-axis vibration

285 B1g OCu c-axis vibration

(out of phase)

295 Ag
∗ OBi a-axis vibration

355 Ag
∗ OCu a-axis vibration

400 Ag
∗ OSr a-axis vibration

465 Ag OSr c-axis vibration

630 Ag OBi a-axis vibration

660 Ag
∗∗∗ Oextra or folded OBi c-axis vibration

∗ The Raman modes induced by orthorhombic distortion.
∗∗ The Raman modes induced by superstructure modulation.
∗∗∗ The Raman modes induced by extra oxygen atoms (or folded optical modes).



Appendix C

Additive mode in Raman

measurement

Additive mode allows us to measure Raman spectra with high resolution of energy.

Here are the configuration and the optical path in this mode.

Figure C.1: Optical diagram of the additive mode.
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Figure C.2: Optical path in the additive mode. M notation denotes a mirror, G is for
grating and S is for slit.
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