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## Abstract

These days, it becomes popular that people use computer networks and many network services are provided. In computer networks, messages are transmitted over communication lines, and it is not difficult to eavesdrop the lines. Moreover, injecting false messages or replays of previous messages to the lines is also not difficult.

To prevent the unauthorized disclosure of data, the cryptographic system which consists of encryption and decryption is used. To prevent the unauthorized modification of data, various basic protocols, say a digital signature, are proposed. Also, by using these basic techniques, protocols for many activities, say an election and a bidding, are proposed. These protocols use cryptographic systems and/or one-way functions, and are called cryptographic protocols.

Because of a protocol's defect, a cryptographic protocol may not be secure even though the cryptographic systems used in the protocol are assumed to be secure. For this reason, when we discuss the security of a protocol itself, the cryptographic systems used in the protocol are assumed to be secure. Under this assumption, the cryptographic protocol is said to be secure if it is impossible for enemies to violate the intention of the protocol, for example, to disclose or modify protected data, where it is supposed that the enemies can use any information which they can get from networks by wiretapping, and use any operation which is not prohibited in the protocol. In most cases, it is not clear whether or not a proposed cryptographic protocol is secure, and the security of very few cryptographic protocols except for some protocols are verified in their proposal.

For such security problems of cryptographic protocols, the decision problem has been formalized as a unification problem of two terms in term rewriting system. In this formalization, the two terms are not unifiable if and only if the protocol is secure. In general, it is known that the decision problem is undecidable. Moreover, there is no even semidecision procedure to assure the security of cryptographic protocols which are secure in the above sense. Our group has presented a sufficient condition under which the decision problem is decidable, and for the security problems which satisfy the sufficient condition, our group also presented a polynomial time decision algorithm. But it is not clear whether or not the decision algorithm can decide the security in practical time since the worst case time complexity of this algorithm is $O\left(n^{8}\right)$.

In the first part of this dissertation, the implementation and evaluation of the algorithm are described. To implement this algorithm, the detail of the algorithm is designed since the algorithm was presented in abstract way. The algorithm is also
refined to speed up and to save space in average case since it is surmised that the original algorithm is not efficient in average case. To evaluate the usefulness of the algorithm, the security problems of several cryptographic protocols which satisfy the sufficient condition are considered, and those security problems are solved by using the implemented system. The system can decide the security in a few minutes or less for simple protocols and in two days or less for comparatively complex protocols. From these results, it is confirmed that this system can decide the security in practical time and we conclude that this system is useful to decide the security of cryptographic protocols.

There are some cases that the security problems of cryptographic protocols proposed so far do not satisfy the sufficient condition. Many of those security problems do not satisfy one subcondition (right-linearity) of the sufficient condition but satisfy any other subconditions. In the second part of this dissertation, a polynomial time verification method for security problems including the problems which do not satisfy right-linearity is proposed. Since this method is not a decision algorithm, not all the security of such problems can be decided by this verification method. To verify such security problems, first, the decision problem is modified to the problem with sorts (types) of terms. In this decision problem, we introduce three transformations of a formal description of a security problem. They transform the original description to the description which satisfies right-linearity grammatically. And we show the relations between the security of the original description and that of transformed one. By using these transformations as subroutines, we present a new polynomial time verification method for security problems including the problems which do not satisfy right-linearity. As described above, this method cannot decide all the security of such problems, but stops in polynomial time. A security problem for the network authentication protocol, Kerberos, which is used in the Internet is one of the security problems that newly can be assured the security by this new method.

Consequently, we conclude that, by using the verification methods described in this dissertation, we can analyze the security of cryptographic protocols more formally.
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## Chapter 1

## Introduction

These days, it becomes popular that people use computer networks and many network services are provided. In computer networks, messages are transmitted over communication lines, and it is not difficult to eavesdrop the lines. Moreover, injecting false messages or replays of previous messages to the lines is also not difficult [2].

To prevent the unauthorized disclosure of data, the cryptographic system which consists of encryption and decryption is used. To prevent the unauthorized modification of data, various basic protocols, say digital signature protocols, are proposed. Also, by using these basic techniques, protocols for many activities, say an election and a bidding, are proposed. These protocols use cryptographic systems and/or one-way functions, and are called cryptographic protocols.

Because of a protocol's defect, a cryptographic protocol may not be secure even though the cryptographic systems used in the protocol are assumed to be secure. For this reason, when we discuss the security of a protocol itself, the cryptographic systems used in the protocol are assumed to be secure. Under this assumption, the cryptographic protocol is said to be secure if it is impossible for enemies to violate the intention of the protocol, for example, to disclose or modify protected data, where it is supposed that the enemies can use any information which they can get from networks by wiretapping, and use any operation which is not prohibited in the protocol $[3,4,6,7]$. But the security of very few cryptographic protocols except for some protocols, say [11], are verified formally in their proposal. In most cases, it is not clear whether or not a proposed cryptographic protocol is secure. It has been pointed out that the designers of a network (or those of cryptographic protocols) were not necessarily honest. Hence, the users of cryptographic protocols desire to assure the security of them.

For such security problems of cryptographic protocols, various kinds of research have been done. The decision problem of the security problems has been discussed and has been formalized as a unification problem of two terms in term rewriting system [3, $4,6,7]$. In this formalization, the two terms are not unifiable if and only if the protocol is secure. In general, it is known that the decision problem is undecidable[6], that is, there is no systematic way to decide the security of cryptographic protocols.

Several approaches to verify the security of cryptographic protocols have been proposed. If a protocol is insecure, it is theoretically possible to find security flaws
by enumerating and checking all the information which active enemies can obtain. By using this approach, some systems to support finding security flaws have been implemented, say Interrogator[16] and NRL Protocol Analyzer[12]. But as mentioned in [15], this approach is not efficient and this approach cannot be used to assure the security of cryptographic protocols. If a cryptographic protocol is secure in the above sense, it must be pointed out that the protocol is secure in some way, but even a semidecision procedure to assure the security does not exist.

Another approach based on modal logics, BAN logic[1], has been proposed to decide the security of authentication protocols. This approach is similar to what have been developed for the analysis of evolution of knowledge and belief in distributed systems. BAN logic can show whether or not an authentication protocol is secure. But as pointed out in [15], BAN logic has a problem in deciding the security of authentication protocols since active attacks like impersonating are not considered.

In [3], the decision problem in very simple and restricted cases is discussed and therefore, the class of protocols which can be decided the security by this method is too limited.

In $[6,7]$, our group has presented a sufficient condition under which the decision problem is decidable, and our group also has presented a polynomial time (of the length of the description of a security problem) decision algorithm for the security problems of cryptographic protocols which satisfy the sufficient condition. The class of protocols which can be decided the security by this algorithm is much larger than that considered in [3].

But it is not clear whether or not the decision algorithm proposed in $[6,7]$ can decide the security in practical time since this algorithm needs $O\left(n^{8}\right)$ time in worst case, where $n$ represents the length of the description of a security problem. In this dissertation, the decision algorithm proposed in $[6,7]$ is implemented and evaluated. To implement this algorithm, the detail of the algorithm is designed since the algorithm was presented in abstract way. The algorithm is also refined to speed up and to save space in average case since it is surmised that the original algorithm is not efficient in average case. To evaluate the usefulness of the algorithm, the security problems of several cryptographic protocols which satisfy the sufficient condition are considered, and those security problems are solved by using the implemented system. As the result of modification and refinement of the original algorithm, the system can decide the security in a few minutes or less for simple protocols and in two days or less for comparatively complex protocols. From these results, it is confirmed that this system can decide the security in practical time and we conclude that this system is useful to decide the security of cryptographic protocols.

There are some cases that the security problems of cryptographic protocols pro-
posed so far do not satisfy the sufficient condition. The sufficient condition consists of three subconditions. Many of those security problems do not satisfy one subcondition, especially one property of the subcondition called right-linearity, but satisfy any other subconditions of the sufficient condition. In this dissertation, a polynomial time verification method for security problems including the problems which do not satisfy right-linearity is proposed. Since this method is not a decision algorithm, not all the security of such problems can be decided by this new method. To verify such security problems, first, the decision problem is modified to the problem with sorts (types). By this modification, it becomes natural to treat the substitutions for variables whose domains are restricted. We introduce three transformations of a formal description of a security problem. They transform the original description to the description which satisfies right-linearity grammatically. And we show the relations between the security of the original description and that of transformed one. By using these transformations as subroutines, we present a new polynomial time verification method for security problems including the problems which do not satisfy right-linearity. As described above, this method cannot decide all the security of such problems, but stops in polynomial time. One of the security problems that newly can be assured the security by this new method is a security problem for the network authentication protocol, Kerberos, which is used in the Internet. This fact shows that this new method is more useful than the decision algorithm proposed in $[6,7]$.

Consequently, we conclude that, by using the verification methods described in this dissertation, we can analyze the security of cryptographic protocols more formally.

In Chapter 2, first, a brief review of the decision problem for the security of cryptographic protocols formalized in $[6,7]$ is given. Next, the detail and the refinement about the decision algorithm proposed in $[6,7]$ is discussed. And in this chapter, a system which implements the detailed algorithm on a UNIX workstation is presented. To evaluate the usefulness of the system, the security for several protocols are decided by the system.

In Chapter 3, first, the decision problem formalized in $[6,7,21]$ is modified. Next, it is shown that the decision algorithm is not applicable for security problems of some proposed cryptographic protocols by giving an example of such security problems, that is, a security problem for the authentication protocol Kerberos. And we propose a new verification method for security problems including the problems which do not satisfy one subcondition of the sufficient condition. To confirm the usefulness of the new method, the security problem for Kerberos is verified.

Chapter 4 concludes the results of this dissertation and discusses future research subjects.

## Chapter 2

## Implementation of Polynomial <br> Time Decision Algorithm for <br> Security of Cryptographic <br> Protocols and Its Evaluation

### 2.1 Introduction

For the security of cryptographic protocols, the decision problem has been discussed and has been formalized as a unification problem of two terms in term rewriting system $[3,4,6,7]$. In this formalization, the two terms are not unifiable if and only if the protocol is secure. It is shown that, in general, the decision problem is undecidable [6]. In $[6,7]$, our group has presented a sufficient condition under which the decision problem is decidable, and also has presented a polynomial time algorithm for the security of cryptographic protocols which satisfy the sufficient condition.

But it is not clear whether or not the decision algorithm proposed in $[6,7]$ can decide the security in practical time since this algorithm needs $O\left(n^{8}\right)$ time in worst case, where $n$ represents the length of the description of a security problem.

In this chapter, the decision algorithm proposed in $[6,7]$ is implemented and evaluated. In the atgorithm, a term is represented as a string and the above unification problem of two terms is reduced to the non-emptiness problem of the intersection of two regular sets. The intersection is empty if and only if the two terms are not unifiable, that is, the protocol is secure. We show the way to construct non-deterministic finite automata (NFA) which accept those two regular sets. Each NFA is constructed by constructing an initial NFA and adding edges according to axioms in the formal description of the security problem to the initial NFA. To decide whether or not a new edge should be added for a state pair, the path labels between the states of NFA at that time are examined. We can speed up this in avarage case by dividing edges into groups on their labels to reduce the number of checks. We develop a compact representation of NFAs to save space and reduce the computation time for deciding the non-emptiness of intersection of two regular sets.

To evaluate the usefulness of the algorithm, the security problems of several cryptographic protocols which satisfy the sufficient condition are considered. These protocols are digital signatures[10], a bidding protocol[17], a secret communication protocol[18] and an authentication protocol [20]. Those security problems are solved by using the implemented system. As the result of modification and refinement of the original algorithm, the system can decide the security in a few minutes or less for simple protocols, digital signatures and an authentication protocol, and in two days or less for comparatively complex protocols, a bidding protocol and a secret communication protocol. From these results, it is confirmed that this system can decide the security in practical time and we conclude that this system is useful to decide the security of cryptographic protocols.

This chapter is organized as follows. In Section 2.2, a brief review of the security problem of cryptographic protocols formalized in $[4,6,7]$ is given. In Section 2.3, a sufficient condition under which the security problem is decidable is shown. In Section 2.4, we go into detail about our decision algorithm proposed in [6]. In Section 2.5, a decision system which implements the algorithm on a UNIX workstation is shown. In Section 2.6 , the decision experiments for several protocols are summarized.

### 2.2 Security Problem

We follow the definition of the security of cryptographic protocols formalized in $[6,7]$.

For a given cryptographic protocol, the security problem is defined by 5 -tuple $(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$, where $\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}$ and $\boldsymbol{G}$ are defined as follows:
(1) $\boldsymbol{F}$ is a finite set of function symbols which contains constant symbols. $\boldsymbol{F}$ contains the symbols of operations of the protocol, i.e. function symbols of encryption and decryption, constant symbols such as messages and keys, and so on.
For $f \in \boldsymbol{F}$, let $a(f)$ denote the number of arguments of $f$. For a subset $\boldsymbol{F}^{\prime} \subseteq \boldsymbol{F}$, let $T_{V A R}\left(\boldsymbol{F}^{\prime}\right)$ be the infinite set of terms on $\boldsymbol{F}^{\prime}$ with variables and let $T\left(\boldsymbol{F}^{\prime}\right)$ be the set of terms without variables.
(2) $\boldsymbol{A}$ is a finite set of axioms by which we represent the properties of the functions of $\boldsymbol{F}$. We assume that enemies can use no knowledge on the properties of functions other than the axioms in $\boldsymbol{A}$. The congruence relation defined by $\boldsymbol{A}$ is denoted by $\overline{\bar{A}}$.
(3) $\boldsymbol{I}$ is a finite subset of $T(\boldsymbol{F}), \boldsymbol{I}$ consists of those terms which correspond to information that enemies are assumed to acquire, e.g. their own keys and/or information through wiretapping.
(4) $\boldsymbol{O}$ is a subset of $\boldsymbol{F}$. $\boldsymbol{O}$ consists of the symbols of those operations which are assumed to be available for the enemies.
Let $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ be the set of terms representing such information that the enemies can acquire by executing any combination of operations provided by the system on the information corresponding to terms in $\boldsymbol{I}$ and by drawing inference from axiom in $\boldsymbol{A}$. $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ is defined formally as follows:

## 1. $\boldsymbol{I} \subset Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$,

2. for $f \in \boldsymbol{O}$ and $t_{i} \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ with $1 \leq i \leq a(f)$, $f\left(t_{1}, t_{2}, \cdots, t_{a(f)}\right) \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$, and
3. for $t_{1} \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ and $t_{2} \in T(\boldsymbol{F})$ such that $t_{1} \overline{\bar{A}} t_{2}, t_{2} \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$.
(5) $\boldsymbol{G}=\left\{g_{1}, g_{2}\right\}$ for terms $g_{1}, g_{2} \in T_{V A R}(\boldsymbol{F})$. It represents enemies' goal. Let the set of all the variables which occur at least once in $g_{1}$ or $g_{2}$ be $\left\{X_{1}, X_{2}, \cdots, X_{h}\right\}$. For $h$ terms $t_{1}, t_{2}, \cdots, t_{h}$ in $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$, consider the following condition:

Condition: Let $g_{1}^{\prime}$ and $g_{2}^{\prime}$ be the terms obtained from $g_{1}$ and $g_{2}$ by substituting $t_{i}$ for each variable $X_{i}$, respectively, then it holds that $g_{1}^{\prime} \overline{\bar{A}} g_{2}^{\prime}$

The goal of enemies is to know at least one set of the "values" of $t_{1}, t_{2}, \cdots, t_{h}$, which satisfies the condition.

The protocol described by ( $\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G}$ ) is defined to be secure if and only if there exist no $h$ terms in $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$, which satisfy the condition.

We may consider several ( $\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G}$ )'s for the security of one protocols. In the following, we discuss about the decision problem whether or not a protocol is secure for its environment in the sense of the definition above. Several decision examples will be shown in Section 2.6
2.3 A Sufficient Condition under which Security Problem is Decidable

The security problem is decidable if the following conditions 1 to 3 hold [6].
Condition 1: $\quad \boldsymbol{F}$ is partitioned into two sets $\boldsymbol{F}_{1}$ and $\boldsymbol{F}_{2}$, and $\boldsymbol{A}$ is also partitioned into two sets $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ in the following way:

1. Each function $f$ in $\boldsymbol{F}_{1}$ is defined in terms of function in $\boldsymbol{F}_{2}$ by a unique axiom in $\boldsymbol{A}_{1}$ as follows:

For each $f \in \boldsymbol{F}_{1}$, there is exactly one axiom in $\boldsymbol{A}_{1}$ of the form $f\left(X_{1}, X_{2}, \cdots, X_{a(f)}\right)==t$, where $X_{1}, X_{2}, \cdots, X_{a(f)}$ are distinct variables and $t \in T_{V A R}\left(\boldsymbol{F}_{2}\right)$. All the variable $X_{i}$ with $1 \leq i \leq a(f)$ also occurs in its right-hand side.
2. Properties of functions in $\boldsymbol{F}_{2}$ are defined by axioms in $\boldsymbol{A}_{2}$. The left-hand and right-hand sides of an axiom in $\boldsymbol{A}_{2}$ are terms in $T_{V A R}\left(\boldsymbol{F}_{2}\right)$ and any variable in the right-hand side of the axiom in $\boldsymbol{A}_{2}$ also occurs in its left-hand side. By regarding axioms in $\boldsymbol{A}_{2}$ as rewriting rules from its left-hand side to the right-hand side, $\boldsymbol{A}_{2}$ has the finite termination property and the Church-Rosser property[9] on $T_{V A R}\left(\boldsymbol{F}_{2}\right)$, that is, if $t_{1} \overline{\bar{A}}_{2} t_{2}, t_{1}$ and $t_{2}$ can be rewritten to the same term by the rewriting rules.
3. In the right-hand side of each axiom in $\boldsymbol{A}\left(\boldsymbol{A}_{1}\right.$ and $\left.\boldsymbol{A}_{2}\right)$, each variable occurs exactly once in the axiom (right-linearity).
$\boldsymbol{F}_{1}$ is the set of function symbols which corresponds to operations available in the protocol and these operations are defined by the axioms in $\boldsymbol{A}_{1}$. Functions in $\boldsymbol{F}_{2}$ are the primitive functions which are used to define operations, and the axioms in $\boldsymbol{A}_{2}$ represent their properties.

Condition 2: $\quad g_{1}$ and $g_{2}$ have no common variables. For any variable $X$ in $g_{1}$ (or $\left.g_{2}\right), X$ occurs only once in $g_{1}\left(\right.$ or $\left.g_{2}\right)$.

To describe Condition 3, we need some definitions. Let $N_{+}$and $N_{+}^{*}$ be the set of positive integers and the set of strings of positive integers, respectively. Let $\lambda$ be the empty string in $N_{+}^{*}$. For $t \in T_{V A R}\left(\boldsymbol{F}_{2}\right)$, we define the set of "occurrences", denoted $O c c(t) \subseteq N_{+}^{*}$, of subterms of $t$ and the subterm at occurrence $v$, denoted $t / v$, for $v \in \operatorname{Occ}(t)$ as follows:

1. If $t$ is a constant in $\boldsymbol{F}_{2}$ or a variable, then $O c c(t) \triangleq\{\lambda\}$, and $t / \lambda \triangleq t$.
2. If $t=f\left(t_{1}, t_{2}, \cdots, t_{a(f)}\right)$, then $O c c(t) \triangleq\{\lambda\} \cup\left\{i v \mid 1 \leq i \leq a(f), v \in O c c\left(t_{i}\right)\right\}$, $t / \lambda \triangleq t$ and $t / i v \triangleq t_{i} / v$.
For a term $t \in T_{V A R}\left(\boldsymbol{F}_{2}\right)$ and an occurrence $v \in \operatorname{Occ}(t)$, we say that $v$ is a leaf occurrence of $t$, if and only if the subterm $t / v$ is a constant in $\boldsymbol{F}_{2}$ or a variable. For a term $t$, consider a leaf occurrence $v$. For any $v_{1} \in \operatorname{Occ}(t)$ which is not a prefix of $v$, if $t / v_{1}$ is a variable or has no variable, then we call $v$ a trunk of $t$.

Condition 3: Each axiom, $t_{L}==t_{R}$, in $\boldsymbol{A}_{2}$, satisfies either 1 or 2 .

1. $t_{R}$ is a variable $X$ or is $f(X)$ for $f \in \boldsymbol{F}_{2}$ and variable $X$. The variable $X$ occurs in $t_{L}$ only once but $t_{L} \neq X$ and the occurrence of $X$, denoted $v_{L}$, is a trunk of $t_{L}$.
2. $t_{R}$ is a constant in $\boldsymbol{F}_{2}$ and $t_{L}$ has a trunk $v_{L}$ such that $t_{L} / v_{L}$ is a constant in $\boldsymbol{F}_{2}$ or a variable which occurs exactly once in $t_{L}$.

### 2.4 Polynomial Time Decision Algorithm for the Security Problem

### 2.4.1 Preliminaries

In this section, we restrict the form of axioms in $\boldsymbol{A}_{2}$ for simplicity. For each axiom in $\boldsymbol{A}_{2}$, its right-hand side is a variable and the variable occurs exactly once in its lefthand side. Other variables in its left-hand side occur at most twice. To describe the algorithm, we need some definitions.

Definition of $O^{\prime}$ : Let $\boldsymbol{O}^{\prime}$ be the smallest set of terms such that

1. for each axiom $t_{L}==t_{R}$ in $\boldsymbol{A}_{1}, t_{R} \in \boldsymbol{O}^{\prime}$, and
2. for $f \in \boldsymbol{F}_{2}$ and distinct variables $X_{1}, X_{2}, \cdots, X_{a(f)}$,
$f\left(X_{1}, X_{2}, \cdots, X_{a(f)}\right) \in \boldsymbol{O}^{\prime}$.

Definition of $T_{0}, T_{1}, T_{1 *}$ : For $t \in T_{V A R}(\boldsymbol{F})$, let $\bar{t}$ denote the normal form of $t$ which is obtained by rewriting $t$ with axioms in $\boldsymbol{A}_{\mathbf{2}}$ as term rewriting rules. Define

$$
\begin{aligned}
& T_{0}=\{\bar{t} \mid t \in \boldsymbol{I}\} \cup \boldsymbol{O}^{\prime} \\
& T_{1}=\left\{\overline{g_{1}}, \overline{g_{2}}\right\} \cup T_{0} \\
& T_{1 *}=\left\{t \mid t \text { is a subterm of a term in } T_{1}\right\}
\end{aligned}
$$

We also define that $T_{1 *}^{2}=\left\{\left(t_{1}, t_{2}\right) \mid t_{1}, t_{2} \in T_{1 *}\right\}$.
Definition of $\Sigma, L(t)$ : We define an alphabet $\Sigma$ as follows:

$$
\begin{aligned}
\Sigma \triangleq \quad & \left\{t \mid t \text { is a constant in } \boldsymbol{F}_{2}\right\} \cup\left\{f_{t_{1}, t_{2}, \cdots, t_{i-1}, *, t_{i+1}, \cdots, t_{a(f)}} \mid\right. \\
& f\left(t_{1}, t_{2}, \cdots, t_{a(f)}\right) \text { is in } T_{1 *} \text { or a subterm of left-hand and } \\
& \text { right-hand sides of axioms in } \left.\boldsymbol{A}_{\mathbf{2}}, 1 \leq i \leq a(f)\right\} .
\end{aligned}
$$

Let $S$ be a symbol other than those in $\Sigma$. We define a string on $\Sigma \cup\{S\}$, denoted $s t(t, v)$, for $t \in T_{1^{*}} \cup$ \{subterms of left-hand and right-hand sides of axioms in $\boldsymbol{A}_{2}$ \} and a leaf occurrence $v$ of $t$, as follows:

1. If $t$ is a constant in $\boldsymbol{F}_{2}$, then $s t(t, \lambda)=t$.
2. If $t$ is a variable, then $s t(t, \lambda)=S$.
3. If $t=f\left(t_{1}, t_{2}, \cdots, t_{a(f)}\right)$ for $f \in \boldsymbol{F}_{2}$ and $t_{1}, t_{2}, \cdots, t_{a(f)} \in T_{V A R}\left(\boldsymbol{F}_{2}\right)$, and $v=i v_{1}$, then $s t(t, v)=f_{t_{1}, \cdots, t_{i-1}, *, t_{i+1}, \cdots, t_{a(f)}} \cdot s t\left(t_{i}, v_{1}\right)$.
For $t \in T_{1 *}$, let $L(t)=L_{T}(t) \cup L_{N}(t)\left\{\alpha \mid \alpha \in L U_{N}\right\}^{*}\left\{\alpha \mid \alpha \in L U_{T}\right\}$, where

$$
\begin{aligned}
L_{T}(t) & =\{s t(t, v) \mid t / v \text { is a constant }\} \\
L U_{T} & =\bigcup_{t_{2} \in T_{0}} L_{T}\left(t_{2}\right) \\
L_{N}(t) & =\{\alpha \mid \text { For a leaf occurrence } v \text { of } t, s t(t, v)=\alpha S\} \\
L U_{N} & =\bigcup_{t_{1} \in T_{0}} L_{N}\left(t_{1}\right)
\end{aligned}
$$

Let $Q^{\prime}$ be the set of terms such that

1. $\left\{t \mid t \in T_{0}\right.$ and there is a leaf occurrence $v$ of $t$ such that $t / v$ is a constant $\} \subset Q^{\prime}$,
2. Any term obtained from $t \in T_{0}$ by substituting $t^{\prime} \in Q^{\prime}$ for one variable in $t$ is in $Q^{\prime}$.
Then for any string $\alpha$ in $L(t)$ which contains a variable, there is a term $t^{\prime}$ which is obtained from $t$ by substituting $t^{\prime \prime} \in Q^{\prime}$ for one variable in $t$ and its leaf occurrence $v$ such that $s t\left(t^{\prime}, v\right)=\alpha$ if we extend the definition of $s t\left(t^{\prime}, v\right)$ to any term $t^{\prime} \in Q^{\prime}$ naturally.

Definition of $\psi_{f}, \psi_{*}, \psi_{t}: \quad$ Functions $\psi_{f}: \Sigma \rightarrow \boldsymbol{F}_{2}, \psi_{*}: \Sigma \rightarrow N_{+} \cup\{0\}$, and $\psi_{t}: \Sigma \times N_{+} \rightarrow T_{V A R}\left(\boldsymbol{F}_{2}\right)$ are defined as follows:

1. For $b=f_{t_{1}, t_{2}, \cdots, t_{i-1}, *, t_{i+1}, \cdots, t_{o(f)}} \in \Sigma$,

$$
\psi_{f}(b) \triangleq f, \psi_{*}(b) \triangleq i, \text { and } \psi_{t}(b, j) \triangleq t_{j}, \text { for } 1 \leq j \leq i-1, i+1 \leq j \leq a(f)
$$

2. If $t$ is a constant in $\boldsymbol{F}_{2}$, then $\psi_{f}(t)=t, \psi_{*}(t)=0$

Definition of $R R(P)$ : For a subset $P$ of $T_{1 *}^{2}$, let $R R(P)$ be the smallest set of rewriting rules defined as follows:

For an axiom in $\boldsymbol{A}_{2}, t_{L}==X$, consider the unique leaf occurrence $t_{L} / v_{L}=X$ of $t_{L}$. Let $s t\left(t_{L}, v_{L}\right)=b_{1} b_{2} \cdots b_{q} S$. For any $\alpha=a_{1} a_{2} \cdots a_{q}$ satisfying 1 and $2, \alpha \Rightarrow \lambda \in$ $R R(P)$.

1. $\psi_{f}\left(a_{i}\right)=\psi_{f}\left(b_{i}\right), \psi_{*}\left(a_{i}\right)=\psi_{*}\left(b_{i}\right)$ for $1 \leq i \leq q$.
2. For $b_{i}$ with $1 \leq i \leq q$ and $j$ with $1 \leq j \leq a\left(\psi_{f}\left(b_{i}\right)\right)$ and $j \neq \psi_{*}\left(b_{i}\right)$, if $\psi_{t}\left(b_{i}, j\right)$ is a term which has no variable, then $\psi_{t}\left(b_{i}, j\right)=\psi_{t}\left(a_{i}, j\right)$. Otherwise $\left(\psi_{t}\left(b_{i}, j\right)\right.$ is a variable), if there are $i^{\prime}$ and $j^{\prime}$ such that $\psi_{t}\left(b_{i}, j\right)$ and $\psi_{t}\left(b_{i^{\prime}}, j^{\prime}\right)$ are the same variable, then $\left(\psi_{t}\left(a_{i}, j\right), \psi_{t}\left(a_{i^{\prime}}, j^{\prime}\right)\right) \in P$.

Definition of $L_{R}(L(t), R R(P)): \quad L_{R}(L(t), R R(P))$ is the set of strings in $L(t)$ and those obtained from $L(t)$ by applying rewriting rules in $R R(P)$, that is, $L_{R}(L(t)$, $R R(P))$ is defined as the smallest set of strings as follows:

$$
\text { 1. } L(t) \subset L_{R}(L(t), R R(P)) \text { and }
$$

2. for $\alpha_{1} \alpha_{2} \alpha_{3} \in L_{R}(L(t), R R(P))$ and $\alpha_{2} \Rightarrow \lambda \in R R(P)$, $\alpha_{1} \alpha_{3} \in L_{R}(L(t), R R(P))$.

Definition of $E Q S Y M B^{2}(P)$ : For the subset $P$ of $T_{1 *}^{2}$, let $E Q S Y M B^{2}(P)$ be the smallest set such that

1. for $a \in \Sigma,(a, a) \in E Q S Y M B^{2}(P)$,
2. for $a_{1}, a_{2} \in \Sigma,\left(a_{1}, a_{2}\right) \in E Q S Y M B^{2}(P)$ if
(a) $\psi_{f}\left(a_{1}\right)$ and $\psi_{f}\left(a_{2}\right)$ are the same function (not constant) in $\boldsymbol{F}_{2}$,
(b) $\psi_{*}\left(a_{1}\right)=\psi_{*}\left(a_{2}\right)$, and
(c) for all $j$ with $1 \leq j \leq a\left(\psi_{f}\left(a_{1}\right)\right)$ and $j \neq \psi_{*}\left(a_{1}\right)$, $\left(\psi_{t}\left(a_{1}, j\right), \psi_{t}\left(a_{2}, j\right)\right) \in P$.

Definition of $E^{2}\left(P, t_{1}, t_{2}\right)$ : For a subset $P$ of $T_{1 *}^{2}$, and two terms $t_{1}, t_{2} \in T_{1 *}$, the predicate $E^{2}\left(P, t_{1}, t_{2}\right)$ is true if and only if there are strings of the same length, $a_{11} a_{12} \cdots a_{1 r} \in L_{R}\left(L\left(t_{1}\right), R R(P)\right)$ and $a_{12} a_{22} \cdots a_{2 r} \in L_{R}\left(L\left(t_{2}\right), R R(P)\right)$, such that $\left(a_{1 j}, a_{2 j}\right) \in E Q S Y M B^{2}(P)$, for $1 \leq j \leq r$.

### 2.4.2 Decision Algorithm

It is shown in [6] that, to decide whether or not a given cryptographic protocol is secure, it is sufficient to get subsets of $T_{1 *}^{2}, P_{0}, P_{1}, \cdots$, where

$$
\begin{aligned}
P_{0}= & \left\{(t, t) \mid t \in T_{1 *}^{2}\right\} \\
P_{i+1} & =P_{i} \cup\left\{\left(t_{1}, t_{2}\right) \mid\left(t_{1}, t_{2}\right) \notin P_{i} \text { and } E^{2}\left(P_{i}, t_{1}, t_{2}\right)=\text { True }\right\},
\end{aligned}
$$

successively, until $P_{i}=P_{i+1}$ holds, and then check whether $\left(\overline{g_{1}}, \overline{g_{2}}\right)$ is in $P_{i}$ or not. The protocol is "Secure" if and only if $\left(\overline{g_{1}}, \overline{g_{2}}\right)$ is not in $P_{i}$. Since $L_{R}\left(L\left(t_{j}\right), R R\left(P_{i}\right)\right)$ with $j=1,2$ are regular languages $[6,7]$, we can evaluate whether $E^{2}\left(P_{i}, t_{1}, t_{2}\right)$ is true or not in the same way of deciding whether the intersection of the two regular languages is empty or not.

The decision algorithm for the security problem of cryptographic protocols is described as follows:

## Algorithm for Solving the Security Problem

INPUT: The formal description of the protocol ( $\boldsymbol{F}, \boldsymbol{A}, I, O, G)$
OUTPUT:The answer, "Secure" or "Insecure"

## STEP 0

1. Compute $T_{1}$ * and $P=\left\{\left(t_{1}, t_{1}\right) \mid t_{1} \in T_{1 *}\right\}$,
2. For each $t \in T_{1}$, construct a nondeterministic finite automaton (NFA) $M_{0}(t)$ which accepts $L(t)$.

## STEP 1

1. Compute $R R(P)$.
2. For each $t \in T_{1}$., construct an NFA which accepts $L_{R}(L(t), R R(P))$ from $M_{0}(t)$ and $R R(P)$. And replace $M_{0}(t)$ by the resultant NFA.

## STEP 2

1. Compute $E Q S Y M B^{2}(P)$.
2. For each $\left(t_{1}, t_{2}\right) \in T_{1 *}^{2}$, which is not in $P$, construct an NFA $M_{1}^{2}\left(t_{1}, t_{2}\right)$ which accepts a nonempty language if and only if the predicate $E^{2}\left(P, t_{1}, t_{2}\right)$ is true.
3. Compute

$$
P^{\prime}=\left\{\left(t_{1}, t_{2}\right) \mid\left(t_{1}, t_{2}\right) \notin P \text { and } M_{1}^{2}\left(t_{1}, t_{2}\right) \text { accepts a nonempty language }\right\} .
$$

## STEP 3

If $P^{\prime}=\emptyset$ then goto STEP 4 , else replace $P$ by $P \cup P^{\prime}$, and goto STEP 1 .

## STEP 4

If $\left(\overline{g_{1}}, \overline{g_{2}}\right) \notin P$, then output "Secure", else output "Insecure".

### 2.5 Implementation of Decision Algorithm

We have developed a decision system for the security problem of cryptographic protocols on UNIX Workstation with language C. The number of lines of the source program is about 3000 . In this section, we describe the implementation of the algorithm. For other parts of the algorithm not described below, the implementation is straightforward.

## Construction of NFA, $M_{0}(t)$, which Accepts $L(t)$ [STEP 0-2]

Instead of constructing a state transition diagram of $M_{0}(t)$ for each $t \in T_{1 *}$, we construct one state transition diagram, denoted $\delta$, as follows:

1. For $t \in T_{1}$, consider a tree representation of term $t$ as shown in Fig. 2.1(a). Let nodes of the tree expressions of terms in $T_{1}$ and $s_{F}$ be the states of the state transition diagram. $s_{F}$ is the only final state.
2. Let each edge of a tree be directed in the direction from root to leaf. If directed edge $e$ is from $v$ labeled $f$ and the term expressed by the subtree whose root is $v$ is $f\left(t_{1}, t_{2}, \cdots, t_{a(f)}\right)$, then let the label of $e$ be $f_{t_{1}, t_{2}, \cdots, t_{i-1}, *, t_{i+1}, \cdots, t_{a(f)}}$ (see Fig. 2.1(b)).
3. For each leaf of trees whose label is a constant $c$, then add a directed edge labeled $c$ from the leaf to $s_{F}$. For each leaf whose label is a variable, add directed edges labeled $\varepsilon$ from the leaf to each root of terms $t \in T_{0}$.

Since $t \in T_{1 *}$ is a subterm of $T_{1}$, there is a state, $s_{\text {init }}(t)$, which corresponds to the root of the tree for $t$. In the state transition diagram $\delta$, regard $s_{\text {init }}(t)$ as the initial state. Then the resulting NFA determined by $\delta$ and $s_{\text {init }}(t)$ accepts $L(t)$.

## Procedure to Update $M_{0}(t)$ [STEP 1-2]

For each path on a state transition diagram, let the label of the path be the string obtained by concatenating labels of edges on the path. For example, if all labels of edges are $\varepsilon$ then the label of the path is $\lambda$, and if the labels of edges are $a, \varepsilon, b$ then the label of the path is $a b$.

Update NFA $M_{0}(t)$ to accept the language $L_{R}(L(t), R R(P))$ as follows
For each reduction rule $w \Rightarrow \lambda$ in $R R(P)$ and all paths labeled $w$, repeat adding an edge labeled $\varepsilon$ which connects each ends of $w$ on $\delta$.

Let $R R_{1}(P)$ be the set of reduction rules which are in $R R(P)$ before the latest execution of STEP 1-2 (if this is the first turn then $R R_{1}(P)=\emptyset$ ) and let $R R_{0}(P)$ be the set of reduction rules added by the execution of STEP 1-1 of this turn.


Fig. 2.1 Tree expression of a term $t=E\left(e_{A}, D\left(d_{B}, h\left(k_{h}, m\right)\right)\right)$.

Then, if we can add edges to the state transition diagram, we can do it by using rules in $R R_{0}(P)$ only. First, deal with those paths which have already existed and $R R_{0}(P)$, and next, deal with those paths which contain edges added newly and $R R_{0}(P) \cup R R_{1}(P)$.

To describe the procedure, we introduce some definitions. On the state transition diagram at each time, let $S T^{+}(s, w)$ be the set of states reachable from the state $s$ via a path labeled $w$, and let $S T^{-}(s, w)$ be the set of those states from which there is a path labeled $w$ to the state $s . S T^{+}(s, \lambda)$ (or $S T^{-}(s, \lambda)$ ) contains $s$ itself.

## Procedure to Update $\delta$

INPUT: $\delta, R R_{0}(P), R R_{1}(P)$
OUTPUT:The new $\delta$

1. Add all edges of $\delta$ to a queue of edges, denoted $Q E 0$, and let another queue of edges, denoted $Q E 1$, be empty.
2. If $Q E 0$ is empty then go to 3 , else repeat (a) and (b) during it is not empty.
(a) Take out the first edge $e$ from $Q E 0$. Suppose that $e$ is an edge labeled $a$ from $s_{1}$ to $s_{2}$.
(b) For the edge $e$ and each reduction rule $R R_{0}(P)$ such that $a_{1} a_{2} \Rightarrow \lambda\left(a_{i} \in\right.$ $\Sigma, 1 \leq i \leq 2$ ), execute the following procedure.
i. If $a=a_{1}$, then get the sets of states $K_{B}=S T^{-}\left(s_{1}, \lambda\right)$ and $K_{E}=$ $S T^{+}\left(s_{2}, a_{2}\right)$ and for any pair of states, $s_{B} \in K_{B}$ and $s_{E} \in K_{E}$, such that there is no edge labeled $\varepsilon$ from $s_{B}$ to $s_{E}$, add the edge labeled $\varepsilon$ to $\delta$ and enqueue the edge to $Q E 1$.
ii. If $a=a_{2}$, get two sets of states $K_{B}=S T^{-}\left(s_{1}, a_{1}\right)$ and $K_{E}=S T^{+}\left(s_{2}, \varepsilon\right)$, and add edges to $\delta$ and $Q E 1$ like above.
iii. If $a=\varepsilon$, then get two sets of states, $K_{B}=S T^{-}\left(s_{1}, a_{1}\right)$ and $K_{E}=$ $S T^{+}\left(s_{2}, a_{2}\right)$, and add edges to $\delta$ and $Q E 1$ like above.
3. If $Q E 1$ is empty, then output $\delta$ and terminate, else repeat (a) and (b) until $Q E 1$ becomes empty.
(a) Take out the first edge $e$ of $Q E 1$. Suppose that $e$ is an edge labeled $a$ from $s_{1}$ to $s_{2}$.
(b) For the edge $e$ and each reduction rule in $R R_{0}(P) \cup R R_{1}(P)$ such that $a_{1} a_{2} \Rightarrow$ $\lambda\left(a_{i} \in \Sigma, 1 \leq i \leq 2\right)$, execute 2 (b)i-2(b)iii.

## Procedure to Construct $M_{1}^{2}$ [STEP 2-2]

Let the set of pairs of states in $\delta$ be denoted $K^{2}$. Construct the following state transition diagram $\delta^{2}$ on $K^{2}$. For each state in $K^{2},\left(s_{1}, s_{2}\right)$, and each element in $E Q S Y M B^{2}(P),\left(a_{1}, a_{2}\right)$, add an edge from each state of a subset of $K^{2}, S T^{-}\left(s_{1}, a_{1}\right) \times$ $S T^{-}\left(s_{2}, a_{2}\right)$ to $\left(s_{1}, s_{2}\right)$.

## Procedure to Get $P^{\prime}$ [STEP 3-1]

Use the state transition diagram $\delta^{2}$.

1. Let the set of pairs of states, $P^{\prime}$, be empty.
2. By tracing edges of $\delta^{2}$, get the set of those states, denoted $K_{P}$, from which the final state, $\left(s_{F}, s_{F}\right) \in K_{2}$, is reachable on $\delta^{2}$.
3. For $\left(t_{1}, t_{2}\right) \notin P$, if $\left(s_{\text {init }}\left(t_{1}\right), s_{\text {init }}\left(t_{2}\right)\right) \in K_{P}$, then add $\left(t_{1}, t_{2}\right)$ to $P^{\prime}$.

### 2.6 Experimental Results and Evaluation

### 2.6.1 Digital Signature Protocols

For two digital signature protocols in [10], we consider some security problems and decide their security

In both protocols, a hash function, denoted $h$, and encryption and decryption functions of a public key cryptosystem, denoted $E$ and $D$, respectively, are used. We assume that $E$ and $D$ have the property represented by the following axioms.

$$
\begin{aligned}
& E\left(e_{X}, D\left(d_{X}, Y\right)\right)==Y \\
& D\left(d_{X}, E\left(e_{X}, Y\right)\right)==Y
\end{aligned}
$$

where $e_{X}$ is a public encryption key of user $X$ and $d_{X}$ is a decryption key of user $X$ only known to $X$.

## Digital Signature Protocol (1)

The protocol is shown in Fig. 2.2. A public key $k_{h}$ is used as the first argument of hash function $h$. When user A sends a message $M$ and A's signature of $M$ to user B , they do the following operations:

- User A generates A's signature $D\left(d_{A}, h\left(k_{h}, M\right)\right)$ for $M$. Then A sends the pair of the message and the signature to $B$.
- User B gets the pair. B computes the result obtained by applying the function $h$ with the public key $k_{h}$ to the message and the result obtained by applying the function $E$ with A's public key $e_{A}$ to the signature. B accepts the pair if and only if they are the same.

For the security of the protocol shown in Fig. 2.2, we consider the following two problems:
a-1 Suppose that A sent a message $M$ and A's signature $D\left(d_{A}, h\left(k_{h}, M\right)\right)$ for $M$ to B. Whether or not a enemy B and/or another user C can forge A's signature $D\left(d_{A}, h\left(k_{h}, M^{\prime}\right)\right)$ for a message $M^{\prime}\left(M^{\prime} \neq M\right)$ chosen by the enemy?
a-2 Whether or not a enemy B and/or another user C can obtain the pair, a message $Z$ and the signature $D\left(d_{A}, h\left(k_{h}, Z\right)\right)$ ?

For example, the formal description of $\mathbf{a} \mathbf{- 1}$ is as follows:

$$
\begin{aligned}
\boldsymbol{F}= & \left\{h, E, D, M, M^{\prime}, k_{h}, d_{A}, d_{B}, d_{C}\right. \\
& \left.e_{A}, e_{B}, e_{C}, A, B, C\right\} \\
\boldsymbol{A}= & \left\{E\left(e_{X}, D\left(d_{X}, Y\right)\right)==Y\right. \\
& D\left(d_{X}, E\left(e_{X}, Y\right)\right)==Y \mid \\
& Y \in\{A, B, C\}\} \\
\boldsymbol{I}= & \left\{M, M^{\prime}, D\left(d_{A}, h\left(k_{h}, M\right)\right), k_{h},\right. \\
& \left.d_{B}, d_{C}, e_{A}, e_{B}, e_{C}, A, B, C\right\} \\
\boldsymbol{O}= & \{h(X, Y), E(X, Y), D(X, Y)\}, \\
\boldsymbol{G}= & \left\{E\left(e_{A}, X\right), h\left(k_{h}, M^{\prime}\right)\right\}
\end{aligned}
$$

## Digital Signature Protocol (2)

For the protocol shown in Fig.2.3, we consider the following two security problems:
b-1 Suppose that A sent a pair, a message $M$ and A's signature for $M$ to B . Whether or not a enemy B and/or another user C can forge A's signature $D\left(d_{A}, M^{\prime}\right)$ for a message $M^{\prime}\left(M^{\prime} \neq M\right)$ chosen by the enemy?
b-2 Whether or not a enemy B and/or another user C can make a pair, a message $X$ and the signature $h\left(k_{h}, E\left(e_{A}, Z\right)\right)$ ?


Fig. 2.2 Digital signature protocol (1).
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user B

Fig. 2.3 Digital signature protocol (2).

Table 2.1 Security of the digital signature protocols.

| Problem | Solution | CPU time |
| :---: | :---: | ---: |
| $\mathbf{a - 1}$ | Secure | 383.8 sec. |
| $\mathbf{a - 2}$ | Secure | 272.4 sec. |
| $\mathbf{b - 1}$ | Secure | 737.0 sec. |
| $\mathbf{b - 2}$ | Insecure | 178.2 sec. |

## Decision Results of the Problems

The decision results of the problems and the CPU times to get the conclusions are listed in Table 2.1. The execution is done by using a workstation, Solbourne Series 5/600.

The solution of b-2 is "Insecure" because there is a pair such as $M$ for $Z$ and $h\left(k_{h}, E\left(e_{A}, M\right)\right)$ for $X$, which satisfies the goal by the enemy, as shown in [19]. But as mentioned in [10], it is possible to detect the unlawful acts of the enemy because the message which B had rarely makes sense.

### 2.6.2 Message Authentication Protocol

For a protocol for message authentication [10] shown in Fig. 2.4, we consider some security problems and decide their security.

## Message Authentication Protocol

For the protocol shown in Fig. 2.4, we consider the following four security problems:
c-1 Suppose that A sent a pair, a message $M$ and A's signature for $M$, to B and a enemy C got a pair, a message $M$ and its authenticator $h\left(k_{h}, M\right)$. Whether or not the enemy C can forge B that the authenticator $h\left(k_{h}, M^{\prime}\right)$ for a message $M^{\prime}\left(M^{\prime} \neq M\right)$ chosen by C ?
c-2 Whether or not the enemy C can obtain a pair, the authenticator $X$ and the message $Z$, which satisfies $X=h\left(k_{h}, Z\right)$ ?
c-3 Suppose that A sent a pair, a message $M$ and A's signature for $M$ to B . Whether or not a enemy B and/or another user C can forge the authenticator $h\left(k_{h}, M^{\prime}\right)$ for a message $M^{\prime}\left(M^{\prime} \neq M\right)$ chosen by the enemy?
c-4 Whether or not a enemy B and/or another user C can obtain a pair, a message $Z$ and the authenticator $X$, which satisfies $X=h\left(k_{h}, Z\right)$ ?

In c-3 and c-4, we consider whether or not the protocol can be used as a digital signature protocol.

## Decision Results of the Problems

The decision results of the above problems and the CPU times to get the conclusions are listed in Table 2.2.

The solutions of c-3 and c-4 are "Insecure" because the protocol is not for digital signature. Therefore, the results do not matter in the case that this protocol is used for message authentication.

user A
user B

Fig. 2.4 Message authentication protocol.

### 2.6.3 Authentication Protocol for Electronic Contracts

For an authentication protocol for electronic contracts [20] shown in Fig. 2.5, we consider some security problems and decide their security

In Fig. 2.5, $c_{1}$ and $c_{2}$ denote hash functions, $E$ and $D$ denote encryption and decryption functions on a public key cryptosystem, respectively, and $E$ and $D$ have the property which can realize the authentication. For the details of the protocol, see [20].

For this protocol, we consider the following five security problems:
d-1 After B sent his electronic tally, $W_{B}^{\prime}$, whether or not a enemy C can impersonate A and send the electronic seal of $\mathrm{A}, W_{A}$ ?
d-2 Whether or not a enemy C can forge a tally of $\mathrm{B}, W_{B}^{\prime}$ ?
d-3 After A received a tally $W_{B}^{\prime}$ of B, whether or not A can forge the electronic seal of $\mathrm{B}, W_{B}$, without sending his seal, $W_{A}$ ?
d-4 After B received a message $m$ from A, whether or not B can forge the seal of A $W_{A}$, without sending his seal $W_{B}$ ?
d-5 When a enemy C knew the secret key of $\mathrm{A}, s_{A}$, whether or not C can send the seal of $\mathrm{A}, W_{A}$, after he receives a tally of $\mathrm{B}, W_{B}^{\prime}$ ? .

## Decision Results of the Problems

The decision results of the problems and the CPU times to get the conclusions are listed in Table 2.3

The solution for d-5 is "Insecure" because the enemy knew the secret key of A. But in [20], proposers of this protocol suppose that the enemy cannot get any secret key, and they also propose the protocol of secret key distribution (we have verified that this key distribution protocol is also "Secure"). Therefore, the result does not matter for the security of this protocol.

In addition, we have decided the security of cryptographic protocols proposed in $[17,18]$. And we confirmed that each protocol is "Secure" with respect to the proposer's intention.

### 2.7 Conclusions

In this chapter, a system for deciding the security of cryptographic protocols is shown. This system can decide the security in polynomial time. Although there is a protocol (the unsigned bidding proposed in [17]) which takes 2 days to decide its


Fig. 2.5 Authentication protocol for electronic contracts.

Table 2.3 Table 3: Security of the authentication protocol for electronic contracts.

| Problem | Solution | CPU time |
| :---: | :---: | ---: |
| $\mathbf{d - 1}$ | Secure | 139.8 sec. |
| $\mathbf{d - 2}$ | Secure | 75.8 sec. |
| $\mathbf{d - 3}$ | Secure | 84.2 sec. |
| $\mathbf{d - 4}$ | Secure | 43.6 sec. |
| $\mathbf{d - 5}$ | Insecure | 391.3 sec. |

## Chapter 3

## A Polynomial Time Verification Method for Security of a Wider Class of Cryptographic Protocols

### 3.1 Introduction

In the previous chapter, we implemented the decision algorithm proposed in $[6,7]$ and evaluated the usefulness of the algorithm by verifying the securities of several cryptographic protocols. As a result, it was shown that this algorithm is very useful but there are some cases that the security problems of cryptographic protocols do not satisfy the sufficient condition under which the decision problem is decidable. The sufficient condition consists of three subconditions. Many of those security problems do not satisfy one subcondition, especially the condition 1.3 called right-linearity, but satisfy any other subconditions of the sufficient condition.

In this chapter, a polynomial time verification method for security problems including the problems which do not satisfy right-linearity is proposed. To verify the security of such problems, first, the decision problem is modified to the problem with sorts (types). By this modification, it becomes natural to express the operations which check the sorts of the inputs and, only if the sorts are valid, output some informations. If the domain of a variable which violates right-linearity in an axiom is finite, the names of users for example, we can transform the description of such problem to the following description which satisfies right-linearity. The new description is obtained from original one by replacing the axiom with axioms which are obtained by substituting the values in the domain to the variable. We prove that the original description and the transformed description are equivalent on the security by showing that the set of values which the enemies can get in the original description and that in the transformed one are the same, that is, the original description is secure if and only if the transformed description is secure. If the size of the domain is too large, it is not practical to apply this transformation to get a formal description of a security problem which satisfies right-linearity from a description which does not satisfy right-linearity. We show a condition under which it is enough to consider only a few representative elements in
the domain. When this condition is satisfied in the original description, for the original description and the transformed description which can be obtained by adding a new constant to the domain of the original description, we prove that these two descriptions are equivalent on the security by showing that the set of values which the enemies can get in the transformed description is greater than that in the original description but the values which the enemies want to get are not in the difference of two sets. By using this result, we show the way to decide the size of the domain which is sufficient to verify the security. For example, when the goal of the enemies is to get the secret message and operations which are not prohibited in the protocol are the same for all users, the description of the problem satisfies this condition. In this case, as the user's names, it is sufficient to consider one user's name except for those who send or receive the secret message legally, and we can use the first transformation practically to get the description which satisfies right-linearity.

We also show a transformation of a description which is obtained by replacing each occurrence of the variable which violates right-linearity in the right-hand side of axioms as an occurrence of different variables. For example, the term $h_{1}\left(X, Y, h_{2}\left(Y, h_{3}(X, Y)\right)\right)$ is transformed to $h_{1}\left(X_{1}, Y_{1}, h_{2}\left(Y_{2}, h_{3}\left(X_{2}, Y_{3}\right)\right)\right)$. In this transformation, since the set of values which the enemies can get in the transformed description includes the set of values which the enemies can get in the original description, the original description is secure if the transformed description is secure. This is not an equivalent transformation but, by using this transformation, we can always get a description which satisfies rightlinearity grammatically.

By using these transformations as subroutines, we present a new polynomial time verification method for security problems including the problems which do not satisfy right-linearity.

For an application of this new method, we consider a basic security problem of a network authentication protocol, Kerberos, "whether or not an enemy client process and an enemy server process can obtain the session key between a client and a server." The decision algorithm proposed in $[6,7]$ is not applicable to the security problem. And we show that Kerberos is secure for that problem in the above sense. This result shows that this new verification method is more useful than the decision algorithm. The security of Kerberos was also discussed in [1] but active attacks like impersonating are not considered in this method.

This chapter is organized as follows. In Section 3.2, a brief review of the generalized security problem of cryptographic protocols is given. In this section, the authentication protocol Kerberos is described briefly, and one of the security problems for Kerberos is considered. Section 3.3 explains our new verification method. In Section 3.4, for an application of our new method, the security problem for Kerberos is summarized and
we show the usefulness of this method.

### 3.2 Generalized Security Problem

### 3.2.1 Definition of Generalized Security Problem

A formal description of the security problem of cryptographic protocols has been presented in [6] and [7]. In this chapter, we slightly modify it by introducing the sorts (or data types).

For a given cryptographic protocol, the security problem is defined by 5-tuple $(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$, where $\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}$ and $\boldsymbol{G}$ are defined as follows:

1. $\boldsymbol{F}$ is a finite set of function symbols which contains constant symbols. $\boldsymbol{F}$ consists of the symbols of operations of the protocol, i.e. function symbols of encryption and decryption, constant symbols such as messages and keys, and so on.
For $f \in \boldsymbol{F}$, let $a(f)$ denote the number of arguments of $f$. We assume that there is a rank function $\operatorname{rank}$, which assigns $\operatorname{rank}(f)=\left(\boldsymbol{u} ; S^{f}\right)$ to each function symbol $f \in \boldsymbol{F}$, where $\boldsymbol{u}$ is an $a(f)$-tuple of sorts and $S^{f}$ is a sort. The $i$-th component of $\boldsymbol{u}$ with $1 \leq i \leq a(f)$ denotes the sort of the $i$-th argument of $f$ and $S^{f}$ is the sort of returned value of $f$. Note that each constant $a$ also has rank of the form $\left(\lambda ; S^{a}\right)$ where $\lambda$ is the 0 -tuple. Let the sort of a term be the sort of the out-most function of the term. Hereafter, we abbreviate a rank of the form $\left(\left(S_{1}^{f}, \ldots, S_{n}^{f}\right) ; S^{f}\right)$ by $\left(S_{1}^{f}, \ldots, S_{n}^{f} ; S^{f}\right)$. For $\boldsymbol{F}$, the infinite set $T_{V A R}(\boldsymbol{F})$ of terms on $\boldsymbol{F}$ and the sort of terms except for variables are defined as follows:
(a) For a constant $c \in \boldsymbol{F}, c \in T_{V A R}(\boldsymbol{F})$. The sort of the term $c$ is that of the constant function $c$.
(b) A variable $X$ is in $T_{V A R}(\boldsymbol{F})$.
(c) For $f \in \boldsymbol{F}$ and $t_{1}, \ldots, t_{a(f)} \in T_{V A R}(\boldsymbol{F})$ such that $t_{i}$ with $1 \leq i \leq a(f)$ is a variable or a term of sort $S_{i}^{f}, f\left(t_{1}, \ldots, t_{a(f)}\right) \in T_{V A R}(\boldsymbol{F})$. The sort of the term $f\left(t_{1}, \ldots, t_{a(f)}\right)$ is defined as that of $f$.

Let $T(\boldsymbol{F})$ be the set of terms in $T_{V A R}(\boldsymbol{F})$ without variables.
2. $\boldsymbol{A}$ is a finite set of axioms by which we define the properties of the functions of $\boldsymbol{F}$. We assume that enemies can use no knowledge on the properties of functions other than the axioms in $\boldsymbol{A}$. The congruence relation defined by $\boldsymbol{A}$ is denoted by $\overline{\bar{A}}$. If no-hand side of an axiom is a variable, then the both-hand sides have the same sort.
3. $\boldsymbol{I}$ is a finite subset of $T(\boldsymbol{F})$. $\boldsymbol{I}$ consists of terms which correspond to information that enemies know, e.g. their own keys and information obtained through wiretapping.
4. $\boldsymbol{O}$ is a subset of $\boldsymbol{F} . \boldsymbol{O}$ consists of the symbols of those operations which are not prohibited to the enemies.
Let $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ be the set of terms representing such information that the enemies can obtain by executing any combination of operations provided by the system on the information corresponding to terms in $\boldsymbol{I}$ and by drawing inference from axiom in $\boldsymbol{A} . Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ is defined formally as follows:
(a) $\boldsymbol{I} \subset Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$.
(b) For $f \in \boldsymbol{O}$ and $t_{i} \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ whose sort is $S_{i}^{f}$ with $1 \leq i \leq a(f)$, $f\left(t_{1}, t_{2}, \cdots, t_{a(f)}\right) \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$.
(c) For $t_{1} \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ and $t_{2} \in T(\boldsymbol{F})$ such that $t_{1} \overline{\bar{A}} t_{2}, t_{2} \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$.
5. $\boldsymbol{G}=\left\{g_{1}, g_{2}\right\}$ is a pair of terms $g_{1}, g_{2} \in T_{V A R}(\boldsymbol{F})$. It represents enemies' goal in the following sense:
Let the set of all the variables that occur at least once in $g_{1}$ or $g_{2}$ be $\left\{X_{1}, X_{2}, \cdots, X_{h}\right\}$ and suppose that the sort of terms which can be substituted for $X_{i}$ with $1 \leq i \leq h$ is $S_{i}$. Consider the following $\boldsymbol{O}$-Restricted Unification Problem(ORUP):

ORUP: The problem to decide whether or not there exist $h$ terms, $t_{i} \in$ $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ of sort $S_{i}$ such that, for the substitution $\sigma \triangleq\left\{X_{1} \mapsto\right.$ $\left.t_{1}, \ldots, X_{h} \mapsto t_{h}\right\}, g_{1} \sigma \overline{\bar{A}} g_{2} \sigma$, where $\left\{X_{1} \mapsto t_{1}, \ldots, X_{h} \mapsto t_{h}\right\}$ denotes substituting $t_{i}$ for $X_{i}$ in $g_{1}$ and $g_{2}$ with $1 \leq i \leq h$.

The goal of enemies is to obtain at least one solution of ORUP, that is, to obtain at least one substitution $\sigma$ which satisfies $g_{1} \sigma \overline{\bar{A}} g_{2} \sigma$.
The answer of the security problem for the protocol described by ( $\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G}$ ) defined to be secure if and only if there exist no $h$ terms in $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ which satisfy the condition. For simplicity, we say $(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$ is secure (or not secure), if the answer of it is secure (or not secure).

We may consider several $(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$ 's for the security of one protocol.

### 3.2.2 Example: A Security Problem of Kerberos Protocol

In this section, we first describe the network authentication protocol Kerberos briefly. The aim of this protocol is to provide secure communication between a client
process and a server process by having a common session key between them. In detail, see [13].

In Kerberos protocol, there are two special kinds of servers, called Kerberos Server and Ticket-Granting Server (TGS). For simplicity, we consider the simplest case where only one Kerberos Server and one TGS exist,

Kerberos Server holds all secret keys of servers, clients and TGS. Let tgs be the identifier of TGS, let $K(s), K(c)$ and $K(t g s)$ be a server $s$ 's, a client $c$ 's and tgs's secret key, and let $K s(c, s)$ be the session key for the communication between $c$ and $s$, respectively. Kerberos server creates a session key between a client and TGS, and a ticket by which TGS can authenticate the client. TGS creates a session key between a client and a server, and a ticket by which the server can authenticate the client.

Let $C 2$ and $C 3$ denote functions concatenate 2 and 3 elements, respectively. Let $E$ and $D$ denote encryption and decryption functions on symmetric key cryptosystem, respectively. $E(K, M)$ means the ciphertext of plain text $M$ encrypted by key $K$ and $D(K, C)$ means the decrypted text of ciphertext $C$ by key $K$.

In Kerberos protocol, a client $c$ and a server $s$ can get a common session key each other by executing the following procedure (see Figure 3.1):

1. Client $c$ sends its identifier $c$ and the identifier of TGS tgs to the Kerberos server to request issuing a ticket for TGS.
2. Kerberos server creates a session key between the client $c$ and the TGS, $K s(c, \operatorname{tg} s)$, and a ticket $T_{c-\operatorname{tgs}}$ for TGS where

$$
T_{c-\operatorname{tgs} s}=E(K(\operatorname{tg} s), C 3(c, \operatorname{tg} s, K s(c, \operatorname{tg} s))) .
$$

Then encrypt them by client $c$ 's secret key $K(c)$ and returns it to the client $c$.
3. The client $c$ gets $T_{c-\operatorname{tgs}}$ and $K s(c, \operatorname{tgs})$ by decrypting the data sent by Kerberos server with his secret key. By using the key $K s(c, t g s)$, the client make his authenticator,

$$
A_{c-\operatorname{tgs}}=E(K s(c, t g s), c),
$$

and send the server's identifier $s, T_{c-\operatorname{tg} s}$ and $A_{c-t g s}$ to TGS.
4. TGS confirms the validity of $T_{c-\operatorname{tg} s}$ and $A_{c-t g s}$ received from the client $c$. Note that TGS can obtain $K s(c, \operatorname{tgs})$ from $T_{c-t g s}$ by using TGS's secret key. Only when they are valid, that is, when the names of client in $T_{c-t g s}$ and $A_{c-t g s}$ are the same, TGS creates a session key between the client $c$ and the server $s$, denoted $K s(c, s)$, and a ticket for the server $s$,

$$
T_{c-s}=E(K(s), C 3(c, s, K s(c, s)))
$$



## 1. $c$, tgs

2. $E(K(c), C 2(K s(c, t g s), E(K(t g s), C 3(c, t g s, K s(c, t g s)))))$
3. $s, E(K(t g s), C 3(c, \operatorname{tg} s, K s(c, t g s))), E(K s(c, t g s), c)$
4. $E(K s(c, \operatorname{tgs}), C 2(K s(c, s), E(K(s), C 3(c, s, K s(c, s)))))$
5. $E(K(s), C 3(c, s, K s(c, s))), E(K s(c, s), c)$

Fig. 3.1 Kerberos protocol.

Then, TGS encrypts them by session key $K s(c, t g s)$ and returns $E\left(K s(c, \operatorname{tg} s), C 2\left(K s(c, s), T_{c-s}\right)\right)$ to the client $c$.
5. The client $c$ gets $T_{c-s}$ and $K s(c, s)$ by using the session key $K s(c, \operatorname{tgs})$, then, sends $T_{c-s}$ and $c$ 's authenticator,

$$
A_{c-s}=E(K s(c, s), c),
$$

to the server $s$.
6. The server $s$ confirms the validity of $T_{c-s}$ and $A_{c-s}$ received from the client $c$ and gets the secret session key between the client $c$ and the server $s$ by decrypting $T_{c-s}$ with his own secret key.

We omit timing information like a timestamp, for simplicity, since it is secure with properly introduced restrictions on timing if the protocol is secure without them and we are mainly concerned with the core of the security problem.

## A Security Problem of Kerberos

Consider the following security problem of Kerberos protocol when a client $c_{1}$ and a server $s_{1}$ get a common session key $K s\left(c_{1}, s_{1}\right)$ by using Kerberos protocol. The problem is whether or not an enemy client process, $e_{c}$, and an enemy server process, $e_{s}$ can obtain the session key between a client, $c_{1}$, and a server, $s_{1}$, under the condition that the enemy can use any information from unprotected channels and operations not prohibited in the protocol.

Let $n_{s}$ and $n_{c}$ be the numbers of servers and clients which are not enemy, respectively. We assume that $n_{c}$ and $n_{s}$ are constants and that one session key has been held by each pair of a client process and a server process. We consider the case that $e_{c}$ and $e_{s}$ have wiretapped all sessions concerned between all server processes and all client processes.

Then, the above security problem is described as follows:
$\boldsymbol{F}=\{E, D, C 2, C 3, P 21, P 22, P 31, P 32, P 33, O P K, O P T$, Auth $, K, K s$ $\left.t g s, e_{c}, e_{s}\right\} \cup\left\{c_{i} \mid 1 \leq i \leq n_{c}\right\} \cup\left\{s_{j} \mid 1 \leq j \leq n_{s}\right\}$.

We use three sorts, $S_{C}, S_{S}$ and $S_{M}$ in this description. The sort of functions which denote the names of client processes is $S_{C}$. The sort of functions which denote the names of server processes is $S_{S}$. The sorts of the remaining functions are $S_{M}$. Sorts $S_{C}$ and $S_{S}$ are subsorts of $S_{M}$, that is, a function $t$ of sort $S_{C}$ (or $S_{S}$ ) is also of sort $S_{M}$. In other words, the sort of every term in $T_{V A R}(\boldsymbol{F})$ is $S_{M}$ or its subsort. In Kerberos protocol, the Kerberos server and the TGS can check the sorts of data sent
by a process and if at least one of the sorts are not valid, these server do not reply to the process.

The meaning and the rank function of each operation are summarized in Tables 3.1 and 3.2 , respectively.
$\boldsymbol{A}=\{E(X, D(X, Y))==Y, D(X, E(X, Y))==Y$
$P 21(C 2(X, Y))==X, P 22(C 2(X, Y))==Y$,
$P 31(C 3(X, Y, Z))==X, P 32(C 3(X, Y, Z))==Y$,
$\operatorname{P33}(C 3(X, Y, Z))==Z, \operatorname{Auth}(X, X, Y)==Y$,
$O P K(X)==E(K(X), C 2(K s(X, t g s), E(K(t g s), C 3(X, \operatorname{tgs}, K s(X, t g s))))$,
$O P T(W, X, Y, Z)==\operatorname{Auth}(P 31(D(K(t g s), Y)), D(P 33(D(K(t g s), Y)), Z)$,

$$
E(P 33(D(K(t g s), Y)), C 2(K s(W, X), E(K(X), C 3(P 31(D(K(t g s), Y)),
$$

$$
X, K s(W, X))))))\}
$$

$\boldsymbol{I}=\left\{t g s, c_{c}, s_{j}, e_{c}, e_{s}, K\left(e_{c}\right), K\left(e_{s}\right)\right.$,
$E\left(K\left(c_{i}\right), C 2\left(K s\left(c_{i}, t g s\right), E\left(K(t g s), C 3\left(c_{i}, t g s, K s\left(c_{i}, t g s\right)\right)\right)\right)\right)$,
$E\left(K(t g s), C 3\left(c_{i}, \operatorname{tgs}, K s\left(c_{i}, t g s\right)\right)\right), E\left(K s\left(c_{i}, t g s\right), c\right)$,
$E\left(K s\left(c_{i}, \operatorname{tgs}\right), C 2\left(K s\left(c_{i}, s_{j}\right), E\left(K\left(s_{j}\right), C 3\left(c_{i}, s_{j}, K\left(c_{i}, s_{j}\right)\right)\right)\right)\right)$,
$\left.E\left(K\left(s_{j}\right), C 3\left(c_{i}, s_{j}, K s\left(c_{i}, s_{j}\right)\right)\right), E\left(K s\left(c_{i}, s_{j}\right), c_{i}\right)\right\}$,
$O=\{E, D, C 2, C 3, P 21, P 22, P 31, P 32, P 33, O P K, O P T, A u t h\}$,
$\boldsymbol{G}=\left\{X, K s\left(c_{1}, s_{1}\right)\right\}$.
In the previous chapter, a sufficient condition is shown under which a security problem is decidable in polynomial time. An input formal description of a security problem to the system described in the previous chapter is required to satisfy the sufficient condition. The system is not applicable to the security problem for Kerberos since the form of axioms for $O P K$ and $O P T$ do not satisfy the following subcondition

Table 3.1 Functions used in Kerberos protocol.

| $E$ | The encryption function. |
| :---: | :--- |
| $D$ | The decryption function. |
| $C_{2}, C_{3}$ | Concatenate functions for two and three elements, respectively. |
| $P 21, P 22$ | Projection functions for $C 2$ which satisfy <br> the third and forth axioms in $\boldsymbol{A}$, respectively. |
| $P 31, P 32, P 33$ | Projection functions for $C 3$ which satisfy <br> the fifth, sixth and seventh axioms in $\boldsymbol{A}$, respectively. |
| $O P K$ | A function which corresponds to the operation in steps 1 and 2. |
| $O P T$ | A function which corresponds to the operation in steps 3 and 4. |
| Auth | A function which decides the validity of information <br> sent in step 3. |

Subcondition: Let $\overline{\boldsymbol{O}}$ denote the subset of function symbols in $\boldsymbol{O}$ whose unique axiom has the form $f\left(X_{1}, \ldots, X_{a(f)}\right)==r$, where $X_{i}$ with $1 \leq i \leq a(f)$ are distinct variables, and for $f \in \bar{O}$, let $A_{f}$ denote the axiom of $f$. Each variable $X_{i}$ with $1 \leq i \leq a(f)$ occurs in its right-hand side $r$ exactly once (right-linearity).

### 3.3 Polynomial Time Verification Method

In the security problem for Kerberos, the numbers $n_{c}$ and $n_{s}$ depend on the network, and these values may be very large. Here, we prove that it is enough to consider

Table 3.2 The rank functions of function symbols.

| function symbol | rank of the function |
| :---: | :---: |
| $E, D$ | $\left(S_{M}, S_{M} ; S_{M}\right)$ |
| $C 2$ | $\left(S_{M}, S_{M} ; S_{M}\right)$ |
| $C 3$ | $\left(S_{M}, S_{M}, S_{M} ; S_{M}\right)$ |
| $P 21, P 22$ | $\left(S_{M} ; S_{M}\right)$ |
| $P 31, P 32, P 33$ | $\left(S_{M} ; S_{M}\right)$ |
| $O P K$ | $\left(S_{C} ; S_{M}\right)$ |
| $O P T$ | $\left(S_{C}, S_{S}, S_{M}, S_{M} ; S_{M}\right)$ |
| $A u t h$ | $\left(S_{M}, S_{M}, S_{M} ; S_{M}\right)$ |
| $K$ | $\left(S_{M} ; S_{M}\right)$ |
| $K s$ | $\left(S_{M}, S_{M} ; S_{M}\right)$ |
| tgs | $\left(\lambda ; S_{M}\right)$ |
| $c_{i}, e_{c}$ | $\left(\lambda ; S_{C}\right)$ |
| $s_{j}, e_{s}$ | $\left(\lambda ; S_{S}\right)$ |

the case where $n_{c}=1$ and $n_{s}=1$. The similar problem occurs for many protocols. Therefore, we consider this problem in a more general framework.

Consider a security problem $P \triangleq(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$. For a constant $a$ in $\boldsymbol{F}$, in troduce a new constant $a^{\prime}$ of sort $S^{a}$ and consider the following security problem $P_{+} \triangleq\left(\boldsymbol{F}_{+}, \boldsymbol{A}, I_{+}, \boldsymbol{O}, \boldsymbol{G}\right)$, where

$$
\begin{aligned}
\boldsymbol{F}_{+} & =\boldsymbol{F} \cup\left\{a^{\prime}\right\}, \\
\boldsymbol{I}_{+} & =\boldsymbol{I} \cup\{\varphi(t) \mid t \in \boldsymbol{I}, t \text { contains } a \text { in its subterm. }\},
\end{aligned}
$$

and $\varphi(t)$ is the term obtained from $t$ by replacing every $a$ in $t$ with $a^{t}$. For $P_{+}$and $P$, the following theorem holds in general.

Theorem 1: $P_{+}$is secure iff $P$ is secure
Proof. See Appendix A.
Corollary 1: The security problem for Kerberos with any $n_{c}$ and $n_{s}$ is secure iff the problem with $n_{c}=1$ and $n_{s}=1$ is secure

For a security problem which does not satisfy the Subcondition (right-linearity) explained in the previous section but satisfies other subconditions of the sufficient condition, there exist many cases where the security of the protocol can be verified by using the following two theorems.

Let $\dot{O}$ denote the subset of function symbols in $\boldsymbol{O}$ whose unique axiom has the form $f\left(X_{1}, \ldots, X_{a(f)}\right)==r$, where $X_{i}$ with $1 \leq i \leq a(f)$ are distinct variables but this axiom does not satisfy the right-linearity, and for $f \in \dot{\boldsymbol{O}}$, let $A_{f}$ denote the axiom of $f$. Consider a formal description $P \triangleq(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$ such that

1. the right-hand side of $A_{f}$ does not include $f$ in its subterm and
2. there is no occurrence of $f$ in every term in $\boldsymbol{I}$ and $\boldsymbol{G}$.

For $f \in \dot{\boldsymbol{O}}$, let $f\left(X_{1}, \ldots, X_{a(f)}\right)==r$ be the unique axiom in which $f$ appears. Let $D_{i}$ be the set of terms in $T(\boldsymbol{F})$ with sort $S_{i}^{f}$ with $1 \leq i \leq a(f)$. Without loss of generality, we can assume that there is a non-negative integer $l$ with $l \leq a(f)$ such that, for any $i$ with $1 \leq i \leq l$, all of the following three conditions hold, and for $l<i \leq a(f)$, at least one of the conditions does not hold:(1) $X_{i}$ appears more than once in $r$, (2) the number of element in $D_{i}$ is finite, and (3) $D_{i} \subseteq \boldsymbol{I}$.

Now we consider the following transformed formal description of a security problem $\hat{P} \triangleq(\hat{\boldsymbol{F}}, \hat{\boldsymbol{A}}, \hat{\boldsymbol{I}}, \hat{\boldsymbol{O}}, \hat{\boldsymbol{G}}):$

1. $\hat{\boldsymbol{F}}$ is the set of function symbols obtained by replacing function $f$ with function symbols $f_{a_{1}, \ldots, a_{l}}$ where $a_{i} \in D_{i}$.
2. $\hat{\boldsymbol{A}}$ is the set of axioms defined as follows: If $l=a(f), \hat{\boldsymbol{A}}=\boldsymbol{A}-$ $\left\{f\left(X_{1}, \ldots, X_{a(f)}\right)==r\right\}$. Otherwise, replace the axiom $f\left(X_{1}, \ldots, X_{a(f)}\right)$ $==r$ with the following axioms: for all substitutions $\sigma \triangleq\left\{X_{1} \mapsto a_{1}, \ldots, X_{l} \mapsto\right.$ $\left.a_{l}\right\}$ with $a_{i} \in D_{i}$,

$$
f_{a_{1}, \ldots, a_{l}}\left(X_{l+1}, \ldots, X_{a(f)}\right)==r \sigma
$$

3. $\hat{\boldsymbol{I}} \triangleq \boldsymbol{I} \cup\left\{r \sigma \mid \sigma=\left\{X_{1} \mapsto a_{1}, \ldots, X_{l} \mapsto a_{l}\right\}, a_{i} \in D_{i}, 1 \leq i \leq l\right\}$ if $l=a(f)$. Otherwise, $\hat{\boldsymbol{I}} \triangleq \boldsymbol{I}$.
4. $\hat{\boldsymbol{O}} \triangleq \boldsymbol{O}-\{f\}$ if $l=a(f)$. Otherwise, let $\hat{\boldsymbol{O}}$ be the set of function symbols obtained from $\boldsymbol{O}$ by replacing $f$ with all functions $f_{a_{1}, \ldots, a_{l}}$ where $a_{i} \in D_{i}$.
5. $\hat{G} \triangleq \boldsymbol{G}$.

For $P$ and $\hat{P}$, the following theorem obviously holds:
Theorem 2: $P$ is secure iff $\hat{P}$ is secure.
If there is no axiom in $\hat{\boldsymbol{A}}$ which does not satisfy the right-linearity, then by applying the system described in the previous chapter to the transformed problem, we can verify the security.

In the security problem of Kerberos described in the previous section, this theorem can be used to remove the non-right-linearity of $A_{O P K}$ and $A_{O P T}$. But there still remains an axiom $A_{O P T}$ which does not satisfy the right-linearity.

For a formal description of a security problem $P \triangleq(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$, let $\dot{\boldsymbol{O}}$ be the set of function symbols described in this subsection. And for each $f \in \dot{\boldsymbol{O}}$, let $l_{i}$ denote the number of occurrences of $X_{i}$ in the right-hand side of $A_{f}$ with $1 \leq i \leq a(f)$. Then, introduce a new tidnction frimi arity $\sum_{i=1}^{a(f)} l_{i}$ for $f$ and transform the security problem $P$ to $P^{\prime} \triangleq\left(\boldsymbol{F}^{\prime}, \vec{A}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}, \boldsymbol{G}\right)$ iy the following way:

1. For each $\boldsymbol{r}^{\text {d }} \boldsymbol{\phi}$, redidace chand $f$ with $f^{\prime}$ in $\boldsymbol{F}$. Let $\boldsymbol{F}^{\prime}$ denote new $\boldsymbol{F}$.

2. For each $f^{\prime}$ with $f \in \boldsymbol{O}$, add an axiom of $f^{\prime}$, instead of $f^{\prime}$ s axiom, to $\boldsymbol{A}$ as follows: To describe the new axioms, we need some definitions. Let $N_{+}$and $N_{+}^{*}$ be the set of positive integers and the set of strings of positive integers, respectively. Let $\lambda$ be the empty string in $N_{+}^{*}$. For $t \in T_{V A R}(\boldsymbol{F})$, we define the set of "occurrences" of subterms of $t$, denoted $\operatorname{Occ}(t) \subseteq N_{+}^{*}$, and the subterm at occurrence $v$, denoted $t / v$, for $v \in O c c(t)$ as follows:
(a) If $t$ is a constant in $\boldsymbol{F}$ or a variable, then $\operatorname{Occ}(t) \triangleq\{\lambda\}$, and $t / \lambda \triangleq t$.
(b) If $t=f\left(t_{1}, t_{2}, \cdots, t_{a(f)}\right)$, then $O c c(t) \triangleq\{\lambda\} \cup\left\{i v \mid 1 \leq i \leq a(f), v \in O c c\left(t_{i}\right)\right\}$, $t / \lambda \triangleq t$ and $t / i v \triangleq t_{i} / v$.

The left-hand side of $f^{\prime \prime} s$ axiom is

$$
f^{\prime}\left(X_{11}, \ldots, X_{1 l_{1}}, \ldots, X_{a(f) 1}, \ldots, X_{a(f) l_{a(f)}}\right) .
$$

Suppose that the occurrences of $X_{i}$ in $r$ with $1 \leq i \leq a(f)$ are $O_{i 1}, \ldots, O_{i i_{i}}$, then the right-hand side of $f^{\prime \prime}$ s axiom be the form obtained from $r$ by replacing $r / O_{i j}$ with a variable $X_{i j}$ where $1 \leq j \leq l_{i}$. For example, if $f$ 's axiom is

$$
f(X, Y)==h_{1}\left(X, Y, h_{2}\left(Y, h_{3}(X, Y)\right)\right)
$$

where $X$ and $Y$ are variables, then $f^{\prime \prime}$ 's axiom is

$$
f^{\prime}\left(X_{1}, X_{2}, Y_{1}, Y_{2}, Y_{3}\right)==h_{1}\left(X_{1}, Y_{1}, h_{2}\left(Y_{2}, h_{3}\left(X_{2}, Y_{3}\right)\right)\right)
$$

For a term $t \in T_{V A R}(\boldsymbol{F})$, let $\psi(t)$ be the term obtained from $t$ by replacing every subterm of the form $f\left(t_{1}, \ldots, t_{a(f)}\right)$ with

4. $\boldsymbol{I}^{\prime}=\{\psi(t) \mid t \in \boldsymbol{I}\}$.
5. $\boldsymbol{G}^{\prime}=\left\{\psi\left(g_{1}\right), \psi\left(g_{2}\right)\right\}$.

For any $P$ and its transformed description $P^{\prime}$, the following theorem holds.
Theorem 3: If $P^{\prime}$ is secure, then $P$ is also secure.
Proof. See Appendix A.
Let $(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$ be the formal description of a security problem by applying Theorem 2 and $\boldsymbol{A}$ contains axioms which do not satisfy the right-linearity. In this case, run the system described in the previous chapter for the transformed formal description $\left(\boldsymbol{F}^{\prime}, \boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}, \boldsymbol{G}^{\prime}\right)$ and decide the security. If the output is secure, which implies that $(\boldsymbol{F}, \boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}, \boldsymbol{G})$ is also secure, then output "Secure", otherwise output "This system cannot decide the security" and halt. In our problem about Kerberos, this theorem is used to remove the non-right-linearity of $A_{O P T}$ (for further detail, see the next section).

### 3.4 Verification Example: Verification for Security of Kerberos Protocol

From Corollary 1, it is sufficient to consider the case where there exist one server process, denoted $s_{1}$, and one client process, denoted $c_{1}$, in deciding the security of Kerberos.

By using theorems in the last section, transform the problem as follows: By Theorem 2, instead of considering the function $O P K$ and its axiom, add the terms (to $\boldsymbol{I}$ ) obtained by substituting a client's names $c_{1}$ and an enemy client's name $e_{c}$ for $X$ of the right-hand side of $A_{O P K}$, respectively. For the function $O P T$ and its axiom, the set of terms which can be substituted for $W$ and $X$ are $\left\{c_{1}, e_{c}\right\}$ and $\left\{s_{1}, e_{s}\right\}$, respectively. By Theorem 2, instead of the function symbol $O P T$ and its axiom, it is sufficient to introduce the new function symbols $O P T_{c_{1}, s_{1}}, O P T_{e_{c}, s_{1}}, O P T_{c_{1}, e,}$ and $O P T_{e_{c}, e_{0}}$ and their axioms:

$$
\begin{align*}
& O P T_{c_{1}, s_{1}}(Y, Z)==\operatorname{Auth}(P 31(D(K(\operatorname{tgs}), Y)), D(P 33(D(K(\operatorname{tgs}), Y)), Z), \\
& \quad E\left(P 33(D(K(t g s), Y)), C 2\left(K s\left(c_{1}, s_{1}\right), E\left(K\left(s_{1}\right), C 3(P 31(D(K(t g s), Y)),\right.\right.\right. \\
& \left.\left.\left.\left.s_{1}, K s\left(c_{1}, s_{1}\right)\right)\right)\right)\right), \tag{3.1}
\end{align*}
$$

$O P T_{\text {e. }, s_{1}}(Y, Z)==\operatorname{Auth}(P 31(D(K(t g s), Y)), D(P 33(D(K(t g s), Y)), Z)$, $E\left(P 33(D(K(\operatorname{tgs}), Y)), C 2\left(K s\left(e_{c}, s_{1}\right), E\left(K\left(s_{1}\right), C 3(P 31(D(K(\operatorname{tgs}), Y))\right.\right.\right.$, $\left.\left.\left.\left.s_{1}, K s\left(e_{c}, s_{1}\right)\right)\right)\right)\right)$ ),
$O P T_{c_{1}, e,}(Y, Z)==\operatorname{Auth}(P 31(D(K(\operatorname{tgs}), Y)), D(P 33(D(K(t g s), Y)), Z)$, $E(P 33(D(K(\operatorname{tgs})), Y)), C 2\left(K s\left(c_{1}, e_{s}\right), E\left(K\left(e_{s}\right), C 3(P 31(D(K(\operatorname{tgs}), Y))\right.\right.$, $\left.\left.\left.\left.e_{s}, K s\left(c_{1}, e_{s}\right)\right)\right)\right)\right)$ ), and
$O P T_{e_{0}, e_{0}}(Y, Z)==\operatorname{Auth}(P 31(D(K(\operatorname{tgs}), Y)), D(P 33(D(K(\operatorname{tgs}), Y)), Z)$, $E\left(P 33(D(K(t g s), Y)), C 2\left(K s\left(e_{c}, e_{s}\right), E\left(K\left(e_{s}\right), C 3(P 31(D(K(t g s), Y))\right.\right.\right.$,

$$
\left.\left.\left.\left.\left.e_{s}, K s\left(e_{c}, e_{s}\right)\right)\right)\right)\right)\right) .
$$

Moreover, instead of using these four function symbols, introduce the new function symbols, $O P T_{c_{1}, s_{1}}^{\prime}, O P T_{e_{c}, s_{1}}^{\prime}, O P T_{c_{1}, e_{e}}^{\prime}$, and $O P T_{e_{0}, e^{e}}^{\prime}$, of arity 2 , in the same manner as the way to construct the transformed description in Theorem 3

After reconstructing the formal description in Section 3, the transformed formal description for this problem is as follows:

$$
\begin{aligned}
\boldsymbol{F}=\{ & \{E, D, C 2, C 3, P 21, P 22, P 31, P 32, P 33, A u t h, K, \\
& \left.O P T_{c_{1}, s_{1}}^{\prime}, O P T_{e_{c}, s_{1}}^{\prime}, O P T_{c_{1}, e_{e}}^{\prime}, O P T_{e_{c}, e_{e},}^{\prime}, t g s, c_{1}, s_{1}, e_{c}, e_{s}, K s\right\},
\end{aligned}
$$

$\boldsymbol{A}=\{E(X, D(X, Y))==Y, D(X, E(X, Y))==Y$,
$P 21(C 2(X, Y))==X, P 22(C 2(X, Y))==Y$,
$P 31(C 3(X, Y, Z))==X, P 32(C 3(X, Y, Z))==Y$,
$P 33(C 3(X, Y, Z))==Z, \operatorname{Auth}(X, X, Y)==Y$,
and the four axioms of $O P T_{c_{1}, s,}^{\prime}, O P T_{c_{c}, s_{1}}^{\prime}, O P T_{c_{1}, e_{e}}^{\prime}$ and $O P T_{c_{c}, e,}^{\prime}$, obtained from Eq.(3.1)-(3.4)\},
$I=\left\{t g s, c_{1}, s_{1}, e_{c}, e_{s}, K\left(e_{c}\right), K\left(e_{s}\right)\right.$,
$E(K(c), C 2(K s(c, t g s), E(K(t g s), C 3(c, t g s, K s(c, t g s)))))$,
$E\left(K\left(e_{c}\right), C 2\left(K s\left(e_{c}, \operatorname{tgs}\right), E\left(K(\operatorname{tgs}), C 3\left(e_{c}, \operatorname{tgs}, K s\left(e_{c}, t g s\right)\right)\right)\right)\right)$,
$E(K(\operatorname{tgs}), C 3(c, \operatorname{tgs}, K s(c, \operatorname{tgs}))), E(K s(c, \operatorname{tgs}), c)$,
$E\left(K s\left(c_{1}, t g s\right), C 2\left(K s\left(c_{1}, s_{1}\right), E\left(K\left(s_{1}\right), C 3\left(c_{1}, s_{1}, K s\left(c_{1}, s_{1}\right)\right)\right)\right)\right)$,
$E\left(K s\left(e_{c}, t g s\right), C 2\left(K s\left(e_{c}, s_{1}\right), E\left(K\left(e_{c}\right), C 3\left(e_{c}, s_{1}, K s\left(e_{c}, s_{1}\right)\right)\right)\right)\right)$,
$\left.E\left(K\left(s_{1}\right), C 3\left(c_{1}, s_{1}, K s\left(c_{1}, s_{1}\right)\right)\right), E\left(K s\left(c_{1}, s_{1}\right), c_{1}\right)\right\}$,
$O=\{E, D, C 2, C 3, P 21, P 22, P 31, P 32, P 33$, Auth,
$\left.O P T_{c_{1}, s_{1}}^{\prime}, O P T_{e_{c}, s_{1}}^{\prime}, O P T_{c_{1}, e}^{\prime}, O P T_{\epsilon_{c}, e_{e}}^{\prime}\right\}$,
$G=\left\{X, K s\left(c_{1}, s_{1}\right)\right\}$.
By using the system constructed in the previous chapter, we have decided the security and the answer is "Secure". It takes about 8.5 hours to decide the security by using DEC AlphaServer $21004 / 275$ ( 202.9 SPECint 92). Consequently, we conclude that the enemy processes $e_{c}$ and $e_{s}$ cannot obtain $K s\left(c_{1}, s_{1}\right)$.

### 3.5 Conclusions

In this chapter, we introduce some transformations of a formal description of a security problem and prove some theorems on the relation between the security of the original description and that of transformed one. By using the theorems, we present a useful approach to decide security problems which do not satisfy some of the conditions described in the previous chapter. This method can assure the security for the security problem in a class which properly includes the class the above algorithm can assure. For this reason, this method gives cryptographic protocol designers great helps

For an application of this new method, we considered a basic security problem of Kerberos protocol, and have confirmed its security.

## Chapter 4

## Conclusions

In this dissertation, polynomial time verification methods for the security of cryptographic protocols were described.

In Chapter 2, the implementation and the evaluation of an algorithm proposed in $[6,7]$ to decide the security of cryptographic protocols was shown. For the security problems of cryptographic protocols which satisfy the sufficient condition $[6,7]$ under which the algorithm is applicable, the system could solve the security problems in a few minutes or less for simple protocols and in two days or less for comparatively complex protocols. By these result, it was confirmed that this system could decide the security in practical time. Moreover, this is the first system which can assure the security of cryptographic protocols and this is the first system which stops in polynomial time.

There are some cases that the security problems of cryptographic protocols proposed so far do not satisfy the sufficient condition. Many of those security problems do not satisfy one subcondition called right-linearity, but satisfy any other subconditions of the sufficient condition. In Chapter 3, we proposed a polynomial time verification method for such security problems. Not all the security of such problems can be decided by this new method, that is, this verification method has the cases that outputs "This system cannot decide the security" for such security problems but this method can always stop in polynomial time. In the security problems that newly can be assured the security by this new method, there exists a security problem for the network authentication protocol, Kerberos, which is used in the Internet. By this fact, it is shown that this new method is more useful than the decision algorithm proposed in $[6,7]$.

Consequently, we concluded that, by using the system and the verification method described in this dissertation, we can analyze the security of cryptographic protocols more formally.

The future research subjects are as follows: The form of axioms in $\boldsymbol{A}_{1}$ is very restricted, that is, only the form $f\left(x_{1}, \cdots, x_{a(f)}\right)$ is allowed by the sufficient condition. One subject is, by relaxing the restriction of the form of left-hand side of axioms in $\boldsymbol{A}_{1}$, to get the new sufficient condition to make the problem decidable, and, by modifying the procedures related to $\boldsymbol{A}_{1}$ of the decision algorithm, to construct a new decision algorithm under the new sufficient condition. Another subject is to output how the
enemy get to their goal information concretely when the system or the verification method have decided that the security of a cryptographic protocol is insecure. This information will be a help to detect the fault of this insecure protocol.

## Appendix A

## Proofs of Theorems

## Proof of Theorem 1

To prove Theorem 1, we show the following lemmas first:
Lemma 1: For two terms $t_{1}$ and $t_{2}$ in $T\left(\boldsymbol{F}_{+}\right)$such that $t_{1} \overline{\bar{A}} t_{2}, \varphi^{-1}\left(t_{1}\right) \overline{\bar{A}}^{\bar{A}} \varphi^{-1}\left(t_{2}\right)$, where $\varphi^{-1}\left(t_{+}\right)$is the term obtained from $t_{+}$by replacing every $a^{\prime}$ in $t_{+}$with $a$.
Proof. The set $\boldsymbol{A}$ of axioms in $P_{+}$is the same as that in $P$, and no axiom in $\boldsymbol{A}$ includes $a^{\prime}$. For this reason, whenever $t_{1} \overline{\bar{A}} t_{2}$ holds, $\varphi^{-1}\left(t_{1}\right) \overline{\bar{A}} \varphi^{-1}\left(t_{2}\right)$ also holds.

Lemma 2: For each $t_{+} \in Q\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$, there exists one term $t \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ such that $\varphi^{-1}\left(t_{+}\right)=t$.
Proof. We prove this lemma by induction
For a formal description $\left(\boldsymbol{F}^{\prime}, \boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}, \boldsymbol{G}^{\prime}\right)$, let $Q_{i}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ be the set of terms defined as follows:

1. $Q_{0}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)=\boldsymbol{I}^{\prime}$,
2. $Q_{i+1}=Q_{i} \cup\left\{f\left(t_{1}, \cdots, t_{a(f)}\right) \mid\right.$ for $f \in \boldsymbol{O}^{\prime}$ and $t_{i} \in Q_{i}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ whose sort is $S_{i}^{f}$ with $\left.1 \leq i \leq a(f)\right\}$
$\cup\left\{t_{2} \mid\right.$ for $t_{1} \in Q_{i}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ and $t_{2} \in T\left(\boldsymbol{F}^{\prime}\right)$ such that $t_{1} \overline{\bar{A}}^{\prime} t_{2}$ \}.

We prove this lemma by showing that, for each $t_{+} \in Q_{i}\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$, there exists one term $t \in Q_{i}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ such that $\varphi^{-1}\left(t_{+}\right)=t$

For each $t_{+} \in Q_{0}\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$, the statement holds obviously. Assume that the statement holds for $i=k$,
Case 1: Consider $f\left(t_{1}, \ldots, t_{a(f)}\right) \in Q_{k+1}\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$ with $t_{1}, \ldots, t_{a(f)} \in Q_{k}\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$ Since $\varphi^{-1}\left(f\left(t_{1}, \ldots, t_{a(f)}\right)\right)=f\left(\varphi^{-1}\left(t_{1}\right), \ldots, \varphi^{-1}\left(t_{a(f)}\right)\right)$ and each $\varphi^{-1}\left(t_{j}\right)$ with $1 \leq j \leq$ $a(f)$ is in $Q_{k}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ by inductive hypothesis, we have that

$$
f\left(\varphi^{-1}\left(t_{1}\right), \ldots, \varphi^{-1}\left(t_{a(f)}\right)\right) \in Q_{k+1}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})
$$

Case 2: Consider $t_{2+} \in Q_{k+1}\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$ such that there is a term $t_{1+} \in Q_{k}\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$ with $t_{1+} \overline{\bar{A}} t_{2+}$. There exists $t_{1} \in Q_{k}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ such that $\varphi^{-1}\left(t_{1+}\right)=t_{1}$ by inductive hypothesis. By Lemma $1, \varphi^{-1}\left(t_{2+}\right) \overline{\bar{A}} t_{1}$ and $\varphi^{-1}\left(t_{2+}\right) \in Q_{k+1}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ holds.

Proof of Theorem 1. Since $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}) \subset Q\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$ holds by the definitions of $P$ and $P_{+}$, if $P$ is not secure, then $P_{+}$is not secure.

For $g_{1}$ and $g_{2}$ in $G$ and a substitution $\sigma \triangleq\left\{X_{1} \mapsto t_{1}, \ldots, X_{h} \mapsto t_{h}\right\}$, suppose that $\varphi\left(g_{1}\right) \sigma \overline{\bar{A}} \varphi\left(g_{2}\right) \sigma$ holds, where $t_{i}$ is in $Q\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$ with $1 \leq i \leq h$.

The set of variables of a term $t$ and that of $\varphi(t)$ are the same. By the definition of $\varphi$ and $\varphi^{-1}$,

$$
\varphi^{-1}\left(\varphi\left(g_{1}\right) \sigma\right)=g_{1} \sigma_{\varphi^{-1}}
$$

where $\sigma_{\varphi^{-1}}$ denotes the substitution $\left\{X_{1} \mapsto \varphi^{-1}\left(t_{1}\right), \ldots, X_{h} \mapsto \varphi^{-1}\left(t_{h}\right)\right\}$, and

$$
\varphi^{-1}\left(\varphi\left(g_{2}\right) \sigma\right)=g_{2} \sigma_{\varphi^{-1}}
$$

holds. Since each $t_{i}$ with $1 \leq i \leq h$ is in $Q\left(\boldsymbol{A}, \boldsymbol{I}_{+}, \boldsymbol{O}\right)$, by Lemma 2, each $\varphi^{-1}\left(t_{i}\right)$ is in $Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$. By Lemma 1, we have that

$$
\varphi^{-1}\left(\varphi\left(g_{1}\right) \sigma\right) \equiv \overline{\bar{A}} \varphi^{-1}\left(\varphi\left(g_{2}\right) \sigma\right)
$$

Consequently, if $P_{+}$is not secure, then $P$ is not secure.

## Proof of Theorem 3

To prove Theorem 3, we show that the following lemmas hold:
Lemma 3: For two terms $t_{1}$ and $t_{2}$ in $T(\boldsymbol{F})$ such that $t_{1} \overline{\bar{A}} t_{2}, \psi\left(t_{1}\right) \underset{A^{\prime}}{\bar{A}} \psi\left(t_{2}\right)$.
Proof. By the definitions of $\boldsymbol{A}$ and $\boldsymbol{A}^{\prime}$, whenever an axiom $A$ in $\boldsymbol{A}$ is applicable to a term $t \in T(\boldsymbol{F})$, the axiom $A^{\prime}$ in $\boldsymbol{A}^{\prime}$ corresponding to $A$ is applicable to the term $\psi(t)$. And for the resultant term $t^{\prime}$ of applying $A$ to $t$, the resultant term of applying $A^{\prime}$ to $\psi(t)$ is $\psi\left(t^{\prime}\right)$. Hence, the statement holds.

Lemma 4: For each $t \in Q(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O}), \psi(t) \in Q\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$.
Proof. We prove the lemma by induction. Let $Q_{i}$ be the set of terms defined in the proof of Lemma 2. We prove this lemma by showing that
$\psi(t) \in Q_{i}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ for each $t \in Q_{i}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$.
In two formal descriptions $P$ and $P^{\prime}$, for $t \in Q_{0}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$, obviously $\psi(t) \in Q_{0}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ (basis). Assume that the statement holds for $k$. Consider $f\left(t_{1}, \ldots, t_{a(f)}\right) \in Q_{k+1}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ with $t_{1}, \ldots, t_{\alpha(f)} \in Q_{k}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$.
Case 1: In the case that $f \notin \dot{\boldsymbol{O}}$, since $\psi\left(f\left(t_{1}, \ldots, t_{\alpha(f)}\right)\right)=f\left(\psi\left(t_{1}\right), \ldots, \psi\left(t_{a(f)}\right)\right)$ and each $\psi\left(t_{i}\right) \in Q_{k}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ with $1 \leq i \leq a(f)$, we have that $\psi\left(f\left(t_{1}, \ldots, t_{a(f)}\right)\right) \in$ $Q_{k+1}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$.

In the other case that $f \in \dot{\boldsymbol{O}}, \psi\left(f\left(t_{1}, \cdots, t_{a(f)}\right)\right)$ is

$$
f^{\prime}(\underbrace{\psi\left(t_{1}\right), \ldots, \psi\left(t_{1}\right)}_{l_{1}}, \ldots, \underbrace{\psi\left(t_{a(f)}\right), \ldots, \psi\left(t_{a(f)}\right)}_{l_{a(f)}})
$$

by the definition of $f$ and $f^{\prime}$. Since each $\psi\left(t_{i}\right) \in Q_{k}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ with $1 \leq i \leq a(f)$, all arguments of $f^{\prime}$ are in $Q_{k}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$ and $f^{\prime} \in \boldsymbol{O}^{\prime}$,

in $Q_{k+1}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$. Consequently,

$$
\psi\left(f\left(t_{1}, \ldots, t_{a(f)}\right)\right) \in Q_{k+1}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)
$$

Case 2: For $t_{k} \in Q_{k}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ and $t \in T(\boldsymbol{F})$ such that $t_{k} \overline{\bar{A}} t, t \in Q_{k+1}(\boldsymbol{A}, \boldsymbol{I}, \boldsymbol{O})$ by assumption. By Lemma $3, \psi\left(t_{k}\right){ }_{\overline{A^{\prime}}} \psi(t)$ holds. Since $\psi(t) \in T\left(\boldsymbol{F}^{\prime}\right), \psi(t) \in$ $Q_{k+1}\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$.

Proof of Theorem 3. We prove the contraposition. Like the proof of Theorem 1, for $g_{1}$ and $g_{2}$ in $\boldsymbol{G}$ and a substitution $\sigma$, suppose that

$$
g_{1} \sigma \overline{\bar{A}} g_{2} \sigma
$$

By the definition of $\psi$,

$$
\psi\left(g_{1}\right) \sigma=\psi\left(g_{1}\right) \sigma_{\psi}
$$

where $\sigma_{\psi}$ denotes the substitution $\left\{X_{1} \mapsto \psi\left(t_{1}\right), \ldots, X_{h} \mapsto \psi\left(t_{h}\right)\right\}$, and

$$
\psi\left(g_{2}\right) \sigma=\psi\left(g_{2}\right) \sigma_{\psi}
$$

hold. By Lemma 4, each $\psi\left(t_{i}\right)$ with $1 \leq i \leq h$ are in $Q\left(\boldsymbol{A}^{\prime}, \boldsymbol{I}^{\prime}, \boldsymbol{O}^{\prime}\right)$. By Lemma 3,

## $\psi\left(g_{1}\right) \sigma_{\psi} \underset{\bar{A}^{\prime}}{\overline{\bar{\prime}}} \psi\left(g_{2}\right) \sigma_{\psi}$

that is,

$$
\psi\left(g_{1}\right) \sigma \underset{\bar{A}^{\prime}}{\overline{\bar{x}}} \psi\left(g_{2}\right) \sigma
$$

Consequently, if $P$ is not secure, then $P^{\prime}$ is not secure.
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