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SUMMARY

Previously reported wideband CMOS low-noise amplifiers (LNAs) have difficulty in achieving both wideband input impedance matching and low noise performance at low power consumption and low supply voltage. We present a transformer noise-canceling wideband CMOS LNA based on a common-gate topology. The transformer, composed of the input and shunt-peaking inductors, partly cancels the noise originating from the common-gate transistor and load resistor. The combination of the transformer with an output series inductor provides wideband input impedance matching. The LNA designed for ultra-wideband (UWB) applications is implemented in a 90 nm digital CMOS process. It occupies 0.12 mm$^2$ and achieves $S_{11} < -10$ dB, $NF < 4.4$ dB, and $S_{21} > 9.3$ dB across 3.1–10.6 GHz with a power consumption of 2.5 mW from a 1.0 V supply. These results show that the proposed topology is the most suitable for low-power and low-voltage UWB CMOS LNAs.
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1. Introduction

Ultra-wideband (UWB) technology has attracted much interest in recent years, because of its ability to realize high-speed wireless personal area networks (WPANs), in which electronic devices are required to transfer large amounts of data, such as audio or video files, at a high data transfer rate. UWB frequency bands assigned from 3.1 to 10.6 GHz are utilized by two different communication systems: multiband orthogonal frequency division multiplexing (MB-OFDM) UWB [1] or single-carrier direct sequence (DS) UWB [2]. The MB-OFDM UWB system using 14 sub-bands, each with a bandwidth of 528 MHz, transmits signals modulated by OFDM in the subband. The data rate is up to 480 Mbps. The DS-UWB system spreads the spectrum over the low band (3.1–4.85 GHz) or high band (6.2–9.7 GHz), and provides a maximum data rate of 1320 Mbps. In either case, wideband low-noise amplifiers (LNAs) are essential for the RF front-ends of UWB receivers.

The UWB LNA must meet several stringent requirements: input impedance matching, low noise performance, and sufficient gain across 3.1–10.6 GHz at low power consumption, a low supply voltage, and low cost (i.e., small area and requiring no additional layers). In addition, it is desirable to implement the LNA with digital CMOS technologies for the integration of RF front-ends and digital circuits. Although several wideband CMOS LNAs have been proposed in recent years, none of them have simultaneously met all these requirements. An LNA with wideband LC matching networks [3] consumes a large chip area. Although resistive-feedback LNAs [4]–[6] and common-drain feedback LNAs [7], [8] occupy small chip areas, they require high power consumption and high supply voltages to simultaneously achieve wideband input impedance matching and low noise performance. A reactive-feedback LNA [9], [10] demands two thick metal layers to form a transformer that provides a reactive feedback. Noise-canceling LNAs [11]–[14] require additional circuits and power consumption. Distributed LNAs [15], [16] consume much higher power and larger areas than other LNAs.

In this paper, we propose a transformer noise-canceling common-gate LNA employing an output series inductor [17]. The proposed LNA is suitable for low-power and low-voltage operation, and achieves $S_{11} < -10$ dB, $NF < 4.4$ dB, and $S_{21} > 9.3$ dB across 3.1–10.6 GHz. This paper is organized as follows. Section 2 describes the proposed circuit topology and noise cancellation mechanisms. The noise, input admittance, gain, stability, and group delay of the proposed LNA are analyzed in Sect.3. Section 4 describes the design methodology for the LNA. Section 5 shows the measurements of the LNA implemented in a 90 nm digital CMOS process, and Sect.6 concludes the paper.

2. Transformer Noise-Canceling LNA

This section presents the circuit topology of the transformer noise-canceling CMOS LNA and the noise cancellation mechanisms.

2.1 Circuit Topology

Figure 1 shows a schematic of the proposed LNA, based on a common-gate (CG) LNA with a shunt-peaking inductor. The CG topology is suitable for low-voltage operation, because it does not require a cascode transistor to alleviate the Miller effect from the CG transistor $M_1$ [18]. The main difference between the proposed LNA and the CG LNA is that the input and shunt-peaking inductors, $L_p$ and $L_s$, are magnetically coupled to form a transformer. A similar topology has been reported for narrowband applications [19]. The transformer cancels the noise produced by $M_1$ and the load resistor $R_L$, thereby improving the noise performance with-
out additional circuits or increased power consumption. The transformer also provides a positive feedback, whose mechanism is as follows: An output current generated by a signal voltage flows through $L_p$, which induces a voltage that is in phase with the signal voltage to $L_p$. The output series inductor $L_s$ forms a π network with the parasitic capacitances, $C_1$ and $C_2$, extending not only the gain bandwidth, but also the input bandwidth, which is defined as the frequency range of $|S_{11}| < -10$ dB. The chip area of the proposed LNA is the same as that of a CG LNA with a shunt-peaking inductor, because $L_p$ can be stacked on $L_s$, i.e., a stacked transformer, which occupies the area of one inductor.

### 2.2 Noise Cancellation

The transformer partly cancels the output noise originating from the CG transistor $M_1$ and load resistor $R_L$, thereby improving the LNA noise performance. The small-signal circuit of the proposed LNA is shown in Fig. 2, where the voltage supply terminal ($V_{DD}$) is connected to the AC ground; the noise of the signal source resistance $R_s$, $M_1$, and $R_L$ are represented by the noise current sources $i_{ns}$, $i_{nd}$, and noise voltage source $v_{nsL}$, respectively; $M_1$, given by $k \sqrt{L_p L_s}$, is the mutual inductance of the transformer and $k$ the magnetic coupling factor; $C_p$ represents the sum of the gate-source capacitance of $M_1$ and the parasitic capacitances of the input pad and $L_p$; $Z_L$ is the load impedance considering the right hand side of output node A. The mechanisms for the noise cancellation are conceptually illustrated in Figs. 3(a) and (b). The transformer detects noise currents flowing through the primary (or secondary) inductor $L_p$, inducing voltages correlated with the currents to the secondary (or primary) inductor $L_s$.

#### 2.2.1 Transistor Noise Cancellation

The output noise voltage generated by $i_{nd}$ is partly canceled by the induced noise voltage originating from $i_{nd}$ flowing through $L_p$, as shown in Fig. 3(a). The noise current $i_{nd}$ first flowing through $L_s$ and $R_L$ generates a noise voltage $v_{n1} = -i_{nd}(R_L + sL_s)$, and then a noise voltage $v_{n1}' = -i_{nd} \cdot sM$ is induced in $L_p$. Next, $i_{nd}$ flows through $L_p$, producing a noise voltage $v_{n2} = i_{nd} \cdot sL_p$, which is canceled by $v_{n1}'$. Here, the transformer induces a noise voltage $v_{n2}' = i_{nd} \cdot sM$ in $L_s$. The induced noise voltage $v_{n2}'$ is correlated and antiphase with $v_{n1}'$, and hence the total output noise voltage is reduced: $-i_{nd}(R_L + sL_s) - sM).$ The expression of the output noise voltage (at node A) including the effect of $Z_L$ can be derived from Fig. 2:

$$v_{out,ind} = -i_{nd}Z_L$$

$$n^2 k^2 - nk + \left( \frac{1}{R_s} + sC_p + \frac{1}{sL_p} \right) (R_L + s(1-k^2)L_s)$$

$$\times \left[ \left( \frac{1}{\sqrt{\frac{1}{R_s} + Y_{IN}} \cdot Z_L + R_L + s(1-k^2)L_s} \right) \right],$$

(1)

where $n = \sqrt{L_s/L_p}$ is the turn ratio of the transformer; $Y_{IN} = i_{ns}/v_{ns}$, described in the next section, is the input admittance of the LNA, and $i_{ns}$ and $v_{ns}$ are the input current and voltage, respectively, as shown in Fig. 2. The term of $s(1-k^2)L_s$ in the numerator of Eq. (1) shows that the transistor noise is partly canceled by the transformer.

#### 2.2.2 Load Resistor Noise Cancellation

The CG transistor $M_1$ drains a part of the output noise current originating from $v_{nR_L}$, reducing the output noise voltage, as shown in Fig. 3(b). The noise current due to $v_{nR_L}$, which is given by $v_{nR_L}/(sL_s + R_L + Z_L)$, first flows through $L_s$ and then the transformer induces a noise voltage $v_{nR_L}' = -sMv_{nR_L}/(sL_s + R_L + Z_L)$ in $L_p$. The transistor $M_1$ detects a gate-source voltage $v_{gs} = v_{nR_L}' / sL_p(1/R_s + g_m + sC_p + 1/L_p)$, and drains noise current of $g_m v_{nR_L}$ accordingly. This results in a reduction of the output noise current originating from $v_{nR_L}$. Considering the noise current due to $M_1$, we can obtain the output noise current flowing $Z_L$:

$$i_{out,nR_L} = \left( \frac{1}{\sqrt{\frac{1}{R_s} + Y_{IN}}} \cdot Z_L + R_L + s(1-k^2)L_s \right) v_{nR_L}$$

$$\left( \frac{1}{\sqrt{\frac{1}{R_s} + Y_{IN}}} \right),$$

(2)

and the output noise voltage (at node A), $v_{out,nR_L}$, is given by $i_{out,nR_L} Z_L$. The term $-nk g_m$ in Eq. (2) originates from the
2.2.3 Verification

The effectiveness of the transformer noise cancellation is verified through simulation. Figure 4 shows the simulated $NF$ and $NF_{\text{min}}$ of the proposed LNAs with and without the noise cancellation (i.e., $k = 0, 1.0$), where 90 nm CMOS process parameters are used and $R_p$ represents the parasitic resistance of $L_p$. The LNA with $k = 0$ corresponds to a CG LNA with a load resistor and shunt-peaking inductor. The $NF$ of the LNA with $k = 1.0$ is up to 2.2 dB lower than that of the LNA with $k = 0$. Figure 5 shows the simulated noise factors contributed from $M_1$, $R_L$, and $R_p$ ($F_{M_1}$, $F_{R_L}$, and $F_{R_p}$, respectively) with and without the noise cancellation. The transformer reduces $F_{M_1}$ by up to 35% and $F_{R_p}$ by 65%. The contribution from $R_p$ also slightly decreases and hence $R_p$ contributes little to the overall $NF$ (i.e., 0.1 dB in Fig. 4). The noise contributions from $M_1$ and $R_L$ change with the turn ratio. A noise optimization procedure will be presented in the next section.

3. Circuit Analysis

The transformer improves the LNA noise performance at the cost of the input and gain bandwidths. The output series inductor $L_1$ extends both the bandwidths. In this section, the noise, input admittance, gain, stability, and group delay of the LNA are analyzed, and noise optimization and impedance matching procedures are presented.

3.1 Noise

The amount of noise cancellation is mainly determined by the turn ratio of the transformer. From the small-signal equivalent circuit shown in Fig. 2, the output noise voltage due to $R_s$ is given by

$$v_{\text{out},\text{ins}} = Z_L \left( g_m R_L + nk + s(1 - k^2) L_s g_m \right) i_{\text{ins}}.$$  \hspace{1cm} (3)

Using Eqs. (1)–(3), we obtain the noise factor of the proposed LNA:

$$F \approx 1 + F_{M_1} + F_{R_L},$$  \hspace{1cm} (4)

$$F_{M_1} = \frac{\left| v_{\text{out},\text{ins}} \right|^2}{i_{\text{ins}}}.$$
where \(g_{d0}\) is the zero-bias drain conductance of \(M_1\); the coefficient of channel thermal noise \(\gamma\) equals 2/3 in long-channel MOSFETs, but exceeds this value in short-channel MOSFETs [20]–[22]. The value of \(\gamma\) in a fabricated 90 nm MOSFET is approximately two, shown by the measured and simulated \(NF\) of the LNA, as will be shown in Sect. 5. For simplicity, the magnetic coupling factor \(k\) is assumed to be one. The parasitic resistance of \(L_p\), the parasitic capacitance between \(L_p\) and \(L_s\), and the induced-gate noise current of \(M_1\) are ignored, because they do not have a significant effect on the overall \(NF\). The transconductance \(g_m\) and load resistance \(R_L\) cannot be optimized for noise, because they are determined from input impedance matching conditions, as will be shown in the following subsection.

The optimum \(n\) for the noise performance can be obtained from Eqs. (4)–(6). Setting the derivatives of Eqs. (5) and (6) with respect to \(n\) to zero (i.e., \(\partial F_{M_1}/\partial n = 0\) and \(\partial F_{RL}/\partial n = 0\) for \(\omega = 1/\sqrt{L_pC_p}\)), we can obtain

\[
n_{opt,M_1} = -g_m R_L + \sqrt{(g_m R_L)^2 + g_m R_L + R_L/R_s}, \quad (7)
\]

\[
n_{opt,RL} = 1 + \frac{1}{g_m R_s}, \quad (8)
\]

for which a minimum \(F_{M_1}\) and \(F_{RL}\) are achieved, respectively. Similarly, the optimum \(n\) for \(F_n\), \(n_{opt}\), can be obtained from \(\partial F/\partial n = 0\):

\[
\left(n_{opt}^2 - n_{opt} + \frac{R_L}{R_s}\right) \times \left(n_{opt}^2 + (2n_{opt} - 1)g_m R_L - \frac{R_L}{R_s}\right) \gamma g_{d0}
\]

\[
- \left(1 - n_{opt}\right)g_m + \frac{1}{R_s}\left(g_m^2 R_L + g_m + \frac{1}{R_s}\right) R_L = 0. \quad (9)
\]

Figures 6(a) and (b) show the calculated \(F, F_{M_1}\), and \(F_{RL}\) \((R_L = 50 \Omega)\) versus \(n\) and \(NF\) with \(R_L\) as a parameter at \(\omega = 1/\sqrt{L_pC_p}\), respectively. For \(R_L = 50 \Omega\), minimum \(F_{M_1}\), \(F_{RL}\), and \(F\) are achieved for \(n\) of 0.68, 1.66, and 1.0, given by Eqs. (7)–(9), respectively. Figure 6(b) shows that the calculated \(NF\) \((R_L = 150 \Omega)\) for \(n = 1.0\) is consistent with the simulated \(NF\) \((k = 1.0)\) at 7.2 GHz, shown in Fig. 4, although \(R_p\) is ignored in Eqs. (4)–(6). Moreover, the \(NF\) becomes a minimum around one even with varying \(R_L\) from 50 to 200 \(\Omega\). A large \(n\) makes the LNA unstable, as will be explained in Section 3.4, and leads to an increase in the parasitic capacitance of \(L_s\), causing poor high-frequency performance. The optimum \(n\) is thus determined to be one.

### 3.2 Input Impedance Matching

In the proposed topology with the input and shunt-peaking inductors coupled, the output load affects the LNA input impedance through the coupling. The output series inductor \(L_1\) contributes to wideband input impedance matching. From Fig. 2, the input admittance of the proposed LNA, \(Y_{IN}\), is given by

\[
Y_{IN}(j\omega) = g_m + j\omega C_p + \frac{1}{j\omega L_p} + Y_T. \quad (10)
\]

The first three terms in Eq. (10) represent the input admittance of the CG LNA. The last term \(Y_T\) is generated by coupling \(L_1\) and \(L_s\), and is given by

\[
Y_T(j\omega) = \frac{nk(nk - g_m Z_L)}{R_L + Z_L + jnk^2 L_p(1 - k^2)}. \quad (11)
\]

When \(L_1\) is connected in series with the output, \(Z_L\) is expressed as

\[
\frac{1}{Y_T(j\omega)} = \frac{(1 - k)^2}{R_L + Z_L + jnk^2 L_p(1 - k^2)}.
\]
where $C_1$ represents the sum of the gate-drain capacitance of $M_1$ and the parasitic capacitance of $L_1$; $C_2$, which is typically larger than $C_1$, represents the sum of the input capacitance of the following stage and the parasitic capacitance of $L_1$. Equations (10)–(12) show that $Y_{IN}$ is a function of $Y_T$, whose frequency behavior significantly depends on that of $Z_L$. From Eqs. (10)–(12), the calculated frequency behavior of $Y_T$ is shown in Fig. 7(a) (solid line), and that of $Y_T$ for $Z_L(j\omega) = 1/j\omega(C_1 + C_2)$ is also shown for comparison (dashed line). The $\pi$ network consisting of $C_1$, $L_1$, and $C_2$ acts as a short or an open [23] (i.e., $Z_L = 0$ or $\infty$), providing a maximum and minimum $\text{Re}[Y_T(j\omega)]$ and $\text{Im}[Y_T(j\omega)]$:

$$Z_L(j\omega) = \frac{1}{j\omega C_1} / \left( j\omega L_1 + \frac{1}{j\omega C_2} \right),$$

where $C_1$ represents the sum of the gate-drain capacitance of $M_1$ and the parasitic capacitance of $L_1$; $C_2$, which is typically larger than $C_1$, represents the sum of the input capacitance of the following stage and the parasitic capacitance of $L_1$. Equations (10)–(12) show that $Y_{IN}$ is a function of $Y_T$, whose frequency behavior significantly depends on that of $Z_L$. From Eqs. (10)–(12), the calculated frequency behavior of $Y_T$ is shown in Fig. 7(a) (solid line), and that of $Y_T$ for $Z_L(j\omega) = 1/j\omega(C_1 + C_2)$ is also shown for comparison (dashed line). The $\pi$ network consisting of $C_1$, $L_1$, and $C_2$ acts as a short or an open [23] (i.e., $Z_L = 0$ or $\infty$), providing a maximum and minimum $\text{Re}[Y_T(j\omega)]$ and $\text{Im}[Y_T(j\omega)]$:

$$\text{Re}[Y_T(j\omega)]_{\text{max}} \approx \frac{n^2k^2}{R_L},$$

$$\text{Re}[Y_T(j\omega)]_{\text{min}} \approx -nkg_m,$$

$$\text{Im}[Y_T(j\omega)]_{\text{max}} \approx \frac{nk}{2} \left( g_m + \frac{nk}{R_L} \right),$$

$$\text{Im}[Y_T(j\omega)]_{\text{min}} \approx \frac{-nk}{2} \left( \frac{L_C}{C_1 + C_2} + \frac{nk}{R_L} \right),$$

at the following frequencies:

$$\omega_1 = \frac{1}{\sqrt{L_1C_2}}$$

$$\omega_2 = \frac{1}{\sqrt{L_1C_1C_2}}.$$
When $\text{Im}[Y_{IN}(j\omega)] = 0$, Eq. (22) can be simplified to

$$10 \text{mS} < \text{Re}[Y_{IN}(j\omega)] < 38 \text{mS}. \quad (23)$$

At $\omega_0$, $\text{Im}[Y_{IN}(j\omega_0)] = 0$ and the real part of $Y_{IN}(j\omega)$ is approximated as

$$\text{Re}[Y_{IN}(j\omega_0)] \approx g_m \left( 1 - \frac{nk}{1 + \omega_0^2 R_L^2(C_1 + C_2)^2} \right). \quad (24)$$

where $\omega_0^2 nk R_L(C_1 + C_2)^2/g_m \ll 1$. Substituting Eq. (24) into Eq. (23) gives the lower limit to $g_m$:

$$10 \text{mS} < g_m \left( 1 - \frac{nk}{1 + \omega_0^2 R_L^2(C_1 + C_2)^2} \right). \quad (25)$$

In the frequency range from $\omega_0$ to $\omega_1$, the real and imaginary parts of $Y_{IN}$ reach the maximum values at $\omega_1$ and $\omega_3$, respectively:

$$\text{Re}[Y_{IN}(j\omega)]_{\text{max}} = g_m + \frac{n^2 k^2}{R_L}. \quad (26)$$

$$\text{Im}[Y_{IN}(j\omega)]_{\text{max}} = \omega_3 C_p - \frac{1}{\omega_3 L_p} + \frac{nk}{2} \left( g_m + \frac{nk}{R_L} \right). \quad (27)$$

where $\omega_0 < \omega_3 < \omega_1$ and $\omega_3 < 1/(\sqrt{L_p}C_p)$ are assumed. Substituting Eqs. (26) and (27) into Eq. (22), we can have the worst case upper limit to $g_m$ and lower limit to $R_L$. For example, when $\text{Im}[Y_{IN}(j\omega)]$ is negligible against $\text{Re}[Y_{IN}(j\omega)]$ (around $\omega_1$), the following condition is derived from Eqs. (22) and (26):

$$g_m + \frac{n^2 k^2}{R_L} < 38 \text{mS}. \quad (28)$$

An impedance matching procedure for the proposed LNA is as follows:

1. Select $g_m$ and $R_L$ to satisfy Eqs. (25) and (28)
2. Select $L_p$ such that $\omega_0$ equals the lower edge of the desired input band
3. Select $L_4$ such that $\omega_3$ equals the upper edge of the desired input band

Figure 7(c) shows the calculated $S_{11}$ of the LNAs with and without $L_4$, where $\omega_0$ and $\omega_4$ are set to approximately 3.1 GHz and 10.6 GHz, respectively. A transconductance of 30 mS, a load resistance of 150$\Omega$, and other values shown in Fig. 7 result in $\text{Re}[Y_{IN}(j\omega)]_{\text{max}} \approx 35$ mS and $\text{Im}[Y_{IN}(j\omega)]_{\text{max}} \approx 10$ mS, allowing $|S_{11}| < -10$ dB from $\omega_0$ to $\omega_1$. Around $\omega_4$, the π network including $L_4$ decreases $\text{Re}[Y_{IN}(j\omega)]$ and $\text{Im}[Y_{IN}(j\omega)]$:

$$\text{Re}[Y_{IN}(j\omega_4)] = g_m - \frac{n k}{2 R_L} \left( \frac{\omega_4 L_4 C_g g_m}{C_1 + C_2} - nk \right). \quad (29)$$

$$\text{Im}[Y_{IN}(j\omega_4)] = \omega_4 C_p - \frac{1}{\omega_4 L_p} - \frac{n k}{2 R_L} \left( \frac{\omega_4 L_4 C_g g_m}{C_1 + C_2} + nk \right). \quad (30)$$

providing $|S_{11}| < -10$ dB. Consequently, the input impedance matching is achieved from $\omega_0$ to $\omega_4$.

### 3.3 Gain

The transformer provides the positive feedback from node $A$ to the input, as shown in Sect. 2.1. The transformer positive feedback reduces the gain ($S_{21}$) bandwidth of the LNA. The $S_{21}$ of the LNA with output impedance matching is given by

$$S_{21} = \frac{v_{out}}{v_{in}} = \frac{2 v_{out}}{v_s} = \frac{2}{1 + R Y_{IN}} A_v, \quad (31)$$

where $v_s$ is the signal voltage and $A_v$, defined by $v_{out}/v_{in}$, is the voltage gain from the input to the output of the LNA, as shown in Fig. 2. Equation (31) shows that the frequency response of $A_v$ is shaped by that of $Y_{IN}$ (i.e., $S_{11}$), which results in that of $S_{21}$.

The frequency response of $A_v$ of the proposed LNA is similar to that of a CG LNA with a load resistor and output series inductor. The output network combining a shunt-peaking inductor with an output series inductor gives a larger bandwidth than the counterpart with either inductor, as explained in [23, 24]. However, the shunt-peaking inductor $L_s$ in the proposed LNA does not increase the bandwidth. The $A_v$ of the LNA is given by

$$A_v(s) = \frac{g_m R_L}{1 + \frac{s}{\omega_c} + \frac{1}{2 s^2} \left( \frac{1}{m_1} + \frac{k_c}{m_2} \right) \frac{s^2}{\omega_c^2} + \frac{k_c}{m_1} \left( \frac{1}{m_2} \right) \frac{s^4}{\omega_c^4}}, \quad (32)$$

where $k_c = C_1/(C_1 + C_2)$, $m_1 = R_L^2(C_1 + C_2)/L_s$, and $m_2 = R_L^2(C_1 + C_2)/L_1$. Substituting $k = 0$ into Eq. (32) gives the $A_v$ of the CG LNA with both the shunt-peaking and output series inductors. Equation (32) shows that all $m_i$ are divided by a factor of $(1 - k^2)$, i.e., $L_s$ is multiplied by a factor of $(1 - k^2)$. This means that the effective $L_s$ in the proposed LNA becomes small, compared with the shunt-peaking inductor in the CG LNA, and then contributes less to bandwidth extension. The calculated $A_v$ with $k$ as a parameter is shown in Fig. 8, where $f_c = 4.2$ GHz, $k_c = 0.4$, $m_1 = 1.6$, and $m_2 = 2.25$ originate from $C_1 = 100$ fF, $C_2 = 150$ fF, $L_s = 3.5$ nH, $L_1 = 2.5$ nH, and $R_L = 150 \Omega$. A very large peak (ripple) is found when $k = 0$, because $L_s$ is larger than $L_1$, i.e., $m_1 < m_2$ [23, 24]. Figure 8 shows that both the peak and bandwidth decrease as $k$ increases. Consequently, the bandwidth of the proposed LNA ($k \approx 0.9$) closely equals that of the CG LNA with only the output series inductor. A flat voltage gain of the CG LNA across the entire UWB frequency band can be obtained by selecting an appropriate value of $m_2$ (approximately 2), as discussed in [24].

An $S_{21}$ variation of the proposed LNA mainly originates from the characteristic of $Y_{IN}$ ($S_{11}$). As shown in Fig. 7(c), the input impedance matching condition improves around $\omega_0$ and $\omega_4$, but deteriorates around $\omega_1$. This means that an input signal of $\omega_1$ is less transferred to the input of...
the LNA, compared to that of \( \omega_0 \) or \( \omega_1 \), which results in a reduction in the magnitude of \( S_{21} \) around \( \omega_1 \). The difference between \( S_{21}(j \omega_0) \) and \( S_{21}(j \omega_1) \) can be approximated from Eq. (31):

\[
\Delta S_{21} = \frac{S_{21}(j \omega_0)}{S_{21}(j \omega_1)} = 1 + R_L Y_{IN}(j \omega_1) = 1 + R_L \cdot \text{Re}[Y_{IN}(j \omega_1)],
\]

where \( A_s(j \omega_0) = A_s(j \omega_1) \) is assumed, the real parts of \( Y_{IN}(j \omega_0) \) and \( Y_{IN}(j \omega_1) \) are given by Eqs. (24) and (26), respectively, and the imaginary parts of \( Y_{IN}(j \omega_0) \) and \( Y_{IN}(j \omega_1) \) can be neglected, as shown in the previous subsection. Figure 9 shows the calculated \( A_s \) and \( S_{21} \) of the proposed LNA with \( k = 0.9 \). Substituting the parameters shown in Fig. 9 into Eq. (33) gives \( \Delta S_{21} = -3.6 \) dB, while an \( S_{21} \) variation of \(-4.7 \) dB is seen in Fig. 9, and then \(-1.1 \) dB originates from the difference of \( A_s \). The difference of \( S_{21} \) can be reduced by decreasing \( R_s \), as shown by Eqs. (24), (26), and (33). Moreover, using a common-source (CS) amplifier with a gain peak around \( \omega_1 \) as the second stage, we can obtain a flat gain.

### 3.4 Stability

The proposed LNA becomes potentially unstable, due to the transformer positive feedback. A linear two-port is unconditionally stable when it meets the following conditions [25]:

\[
\Gamma_S < 1, \quad \Gamma_L < 1, \quad \Gamma_{IN} < 1, \quad \Gamma_{OUT} < 1,
\]

where \( \Gamma_S \), \( \Gamma_{IN} \), \( \Gamma_L \), and \( \Gamma_{OUT} \) represent the source, input, load, and output reflection coefficients, respectively. Equations (34)–(37) state that the real parts of the input and output impedances for passive source and load impedances must be positive [25]:

\[
\text{Re}[Z_{IN}] > 0, \quad \text{Re}[Z_{OUT}] > 0.
\]

In what follows, to simplify the expression of the output impedance of the LNA, we will verify whether the LNA without the output \( \pi \) network \((C_1, L_1, \text{and } C_2)\) satisfies the above conditions or not.

First, the real part of the input admittance of the LNA can be derived from Eqs. (10)–(11) for \( Z_L = \infty \):

\[
\text{Re}[Y_{IN}(j \omega)] = g_m(1 - nk). \tag{40}
\]

In the case of the proposed LNA, \( n \) is selected to be one, shown in Sect. 3.1, and \( k \) of the on-chip transformer is less than one [26]: \( nk < 1 \). The requirement of Eq. (38) is thus satisfied. Next, the output impedance considering the left-hand side of output node A (Fig. 2) is given by

\[
Z_{OUT, A}(j \omega) = \left( \frac{1}{R_s} + g_m + j \omega C_p \right) \left( R_L + j \omega (1 - k^2) L_s \right) + n^2 + \frac{R_s}{R_L}.
\]

Equation (41) indicates that the real part of \( Z_{OUT, A} \) becomes a maximum around \( \omega = 1/\sqrt{L_p C_p} \) and can be approximated by

\[
\text{Re}[Z_{OUT, A}(j \omega)] \approx R_L, \quad \text{Re}[Z_{OUT, A}(j \omega)] \approx R_L + \frac{(1 - k^2) L_s}{C_p} \left( \frac{1}{R_s} + g_m \right), \tag{43}
\]

at low and high frequencies (i.e., \( \omega \ll 1/\sqrt{L_p C_p} \) and \( \omega \gg 1/\sqrt{L_p C_p} \), respectively. The requirement of Eq. (39) is therefore satisfied.

The stability is also ensured through simulation. Figure 10 shows the simulated \( K \) and \( B_1 \) of the proposed LNA, which are given by [25]

\[
K = \frac{1 - |S_{11}|^2 - |S_{21}|^2 + |\Delta|^2}{2|S_{12}S_{21}|}, \tag{44}
\]

\[
B_1 = \frac{1 - |S_{11}|^2}{2}, \quad B_2 = \frac{1 - |S_{11}|^2}{2}, \quad B_3 = \frac{1 - |S_{11}|^2}{2}.
\]
and that the simulated group delays of the proposed LNA with the input, and $L_1$, $C_1$, and $C_2$ at the output, and these resonance frequencies, $\omega_0$ and $\omega_2$, are given by Eqs. (21) and (18), respectively. Pushing the resonance frequencies out of the desired frequency band (i.e., increasing $L_p$ or decreasing $L_1$) allows a small group delay variation. Figure 11 shows that the simulated group delays of the proposed LNA with $L_p$ and $L_1$ as a parameter. The group delay (for $L_p = 3.0$ nH in Fig. 11(a)) dramatically changes around 3 GHz ($\omega_0$) and 11 GHz ($\omega_2$). The simulations also show that the variation can be reduced by increasing $L_p$ or decreasing $L_1$.

### 3.5 Group Delay

A group delay variation is important for DS-UWB or pulse-based UWB systems. The group delay is the derivative of the phase of the signal transfer function ($S_{21}$), and hence any resonance in the signal path contributes to the variation [27]. The critical resonances in the proposed LNA originate from the combinations of $L_p$ (transformer) and $C_p$ at the input, and $L_1$, $C_1$, and $C_2$ at the output, and these resonance frequencies, $\omega_0$ and $\omega_2$, are given by Eqs. (21) and (18), respectively. Pushing the resonance frequencies out of the desired frequency band (i.e., increasing $L_p$ or decreasing $L_1$) allows a small group delay variation. Figure 11 shows that the simulated group delays of the proposed LNA with $L_p$ and $L_1$ as a parameter. The group delay (for $L_p = 3.0$ nH in Fig. 11(a)) dramatically changes around 3 GHz ($\omega_0$) and 11 GHz ($\omega_2$). The simulations also show that the variation can be reduced by increasing $L_p$ or decreasing $L_1$.

### 4. Design

By using a 90 nm CMOS process and device parameters, the proposed LNA is designed to satisfy the following typical specifications of the UWB LNA: $|S_{11}| < -10$ dB, $NF < 4$ dB, and $|S_{21}| > 10$ dB across the entire UWB frequency band (3.1–10.6 GHz). Current consumption is set to 2.5 mA at a 1.0 V supply.

#### 4.1 Input Transistor and Load Resistor

The transconductance $g_m$ and load resistance $R_L$ are determined by the input impedance matching conditions, given by Eqs. (25) and (28), and the desired gain. A transconductance of 30 mS and load resistance of 145 $\Omega$ provide both $|S_{11}| < -10$ dB and $A_v \approx 14$ dB in the lower UWB band (3.1–5 GHz). The load resistance includes the parasitic resistance of $L_p$. A bias current of 2.5 mA and $g_m$ of 30 mS result in a gate width of $4 \times 10 \mu$m (10 gate fingers, each with a unit of of 4 $\mu$m width) and gate length of 100 nm.

#### 4.2 Transformer

The transformer adopts a stacked configuration in which $L_p$ is stacked on $L_s$. This configuration provides the largest coupling factor and a small area [26]. The large parasitic resistance of $L_s$, due to the lower thin metal layer, is not problematic, because it can be absorbed into $R_L$.

The parasitic capacitance between $L_p$ and $L_s$, $C_c$, has a relatively small effect on the LNA performance. This capacitance significantly affects the frequency response of a non-inverting transformer [26]. Although the proposed LNA employs the noninverting stacked transformer, the signal current injected into $L_s$ by $M_t$ reduces the effect of $C_c$. Figure 12 shows the simulated $S_{11}$ and $NF$ of the LNA includ-

---

\[ B_1 = 1 + |S_{11}|^2 - |S_{22}|^2 - |\Delta|^2, \]  

\[ K = 1 + |S_{11}|^2 - |S_{22}|^2 - |\Delta|^2, \]  

\[ \Delta = S_{11}S_{22} - S_{12}S_{21}. \]  

At low frequencies, $A_v \approx g_mR_L + nk = 5.25$.  

---
ing $C_c$. In the lower UWB band, $C_c$ slightly decreases the magnitude of the $S_{11}$ and has little impact on the NF; in the higher, a large $C_c$ decreases the input bandwidth and increases the NF by up to 0.20 dB. In the simulations, for wideband input impedance matching, $C_c$ must be less than 300 fF, which can be realized even with the stacked transformer.

The transformer is designed to achieve $|S_{11}| < -10$ dB (of the LNA) in the lower UWB band and $NF < 4.0$ dB across the entire UWB band. Selecting $L_p$ such that $\omega_0$ equals approximately 3.1 GHz allows the LNA to achieve $|S_{11}| < -10$ dB in the lower band. A wide metal for realizing $L_p$ reduces the parasitic resistance; however, it leads to a large chip area and large parasitic capacitance. For $L_p$, we adopt a 3.5-turn square inductor with an outer diameter of 165 $\mu$m, metal width of 3 $\mu$m, and metal spacing of 2 $\mu$m. To achieve a turn ratio of one, $L_s$ is designed as follows: an outer diameter is 165 $\mu$m, a metal width 2 $\mu$m, and a metal spacing 3 $\mu$m. The metal thicknesses of $L_p$ (top pad metal) and $L_s$ (metal 6) are 1.9 $\mu$m and 0.9 $\mu$m, respectively.

The parasitic capacitance $C_c$ is reduced by offsetting the upper metal layer from the lower by short horizontal distance (3 $\mu$m), which results in $C_c \approx 240$ fF. Three-dimensional (3-D) electromagnetic (EM) simulations by Ansoft HFSS showed $L_p = L_s = 4.0$ nH and $k = 0.9$ at low frequencies.

4.3 Output Series Inductor

The output series inductor $L_1$ is designed to set $\omega_4$ to the upper edge of the desired input band (10.6 GHz). We use a relatively low Q inductor to reduce the chip area and parasitic capacitance, which reduces the gain bandwidth of the LNA. The outer diameter of $L_1$ is 140 $\mu$m, the metal width 3 $\mu$m, the metal spacing 2 $\mu$m, and the metal thickness 1.9 $\mu$m (top pad metal). EM simulations showed that the inductance and maximum $Q$ were 3.2 nH and 6.0 (at 5.0 GHz), respectively.

5. Experimental Results and Discussion

The designed LNA was fabricated in a 90 nm digital CMOS process without metal-insulator-metal (MIM) capacitors. A micrograph of the fabricated LNA is shown in Fig. 13. The active chip area excluding pads was 0.48x0.25 mm$^2$. The input and output pads were not electrostatic-discharge (ESD) protected. Metal fills consisting of metal 1–6 layers were placed both inside and outside the fabricated transformer and inductor to meet metal density rules in the CMOS process. They were 1.5 $\mu$m by 1.5 $\mu$m squares with a spacing of 0.2 $\mu$m. The average horizontal distance between the metal fills and traces of the inductors was 15 $\mu$m. For measurements, a unity-gain CS amplifier with a 50 $\Omega$ output resistor was used as a buffer. The S-parameters, noise, and linearity of the LNA were measured using on-wafer RF probes. The power consumption of the LNA and buffer were 2.5 mW and 4.0 mW, respectively, at a supply voltage of 1.0 V.

Figure 14 shows the measured and simulated $S_{11}$ and $S_{21}$ of the LNA. The LNA achieved $|S_{11}| < -10$ dB and $|S_{21}| > 9.3$ dB across 3.1–10.6 GHz. The discrepancy between the measurements and simulations at frequencies above 4 GHz is mainly attributed to insufficient accuracy in the simulations of the transformer and inductor used. The HFSS simulation models of the transformer and inductor included no metal fills to solve convergence problems and reduce the memory requirement. The metal fills increase the parasitic capacitances and resistances of the transformer and inductor [28]–[30], which results in the discrepancy.

Figure 15 shows the measured and simulated $S_{12}$ of the LNA with the buffer. The LNA achieved $|S_{12}| < -34$ dB across 3.1–10.6 GHz. The measured $S_{12}$ of the stand-alone buffer (not shown) was less than $-24$ dB over the same frequency range. Thus, the $S_{12}$ of the LNA without the buffer was less than $-10$ dB. The poor reverse isolation performance is due to the transformer, and an additional stage may be required to improve the isolation performance.

Figure 16 shows the measured and simulated group de-

---

*The inductors $L_p$ and $L_1$ in the previous work [17] were implemented by using metal 6 layers (0.9 $\mu$m thick) and $L_s$ by using a metal 5 layer (0.3 $\mu$m thick). This leads to the differences between the simulations/measurements shown in [17] and in Sect. 5.*
lays. The group delay variation increased around the edge of the UWB frequency band, as analyzed in Sect. 3.5. A group delay variation of approximately 60 ps was achieved for the entire band.

Figure 17 shows the measured and simulated $NF$ of the LNA. Note that these results included the noise of the output buffer, which increased the overall $NF$ by 0.8 dB for an LNA gain of 10 dB in simulation. The LNA with the buffer achieved an $NF$ of 3.8–4.4 dB across the entire UWB band. This means that the proposed LNA with an additional CS amplifier like the buffer can achieve $NF < 4.4$ dB. The difference between the measurements and simulations can be explained by the extra input-referred noise of the buffer, caused by the lower measured gain than the simulated one.

Figure 18 shows the measured output power of the fundamental tone and third-order intermodulation (IM$_3$) products for two tones (3.000 GHz and 3.001 GHz). The measured input third-order intercept point (IIP$_3$) and 1-dB compression point (including the effect of the output buffer) were approximately $-9.3$ dBm and $-20$ dBm, respectively. Figure 19 shows IIP$_3$ and IIP$_2$ measured by applying two tones ($f_{I1}$ and $f_{I2}$) with 1-MHz spacing. The measured frequency range of 3–6 GHz was limited by a signal generator, and IM$_3$ and IM$_2$ products were measured at $2f_{I1} - f_{I2}$ and $f_{I1} + f_{I2}$, respectively. The LNA obtained $IIP_3 > -9.3$ dBm and $IIP_2 > -6.3$ dBm in the frequency range.

Table 1 shows a summary of the LNA performance and a comparison with previously reported wideband CMOS LNAs. The proposed LNA achieved input impedance matching and comparable noise performance across the entire UWB band with the lowest reported power consumption and supply voltage. The LNA also consumed the smallest chip area among the 3.1–10.6 GHz LNAs employing inductors [10], [11], [16], [24].

An additional amplifier stage can allow the proposed LNA to achieve more and flatter gain across 3.1–10.6 GHz. A relatively low gain of the implemented LNA ($> 9.3$ dB) leads to an increase in the overall $NF$ of the receiver. For instance, the $NF$ specification for RF receivers of the MB-

---

†We found noise measurement errors in the previous work [17]. We overmeasured the loss of an input cable by approximately 1.0 dB. This resulted in smaller measured $NF$ in [17] by 1.0 dB.

††Due to the wideband characteristic of a UWB LNA, IM$_2$ products at $f_{I1} + f_{I2}$ generated by the LNA do not decrease and then affect the performance of a receiver.
OFDM UWB system is less than 6.6 dB [31], [32]. A receiver employing the proposed LNA may have difficulty in satisfying such an NF specification. A CS amplifier with a load inductor, shown in Fig. 20, improves the LNA gain, alleviating this problem. The CS amplifier is designed to have a gain peak around 8.0 GHz and power consumption of 2.0 mW. The 2.6-nH inductor consists of stacked square spiral inductors implemented by the top pad metal and metal 6 layers, and occupies only 55 × 55 μm². Figure 21 shows the simulated $S_{21}$ and NF of the LNAs with and without the CS amplifier. The inductor was designed by using the EM simulator. The LNA with the CS amplifier achieved more and flatter gain ($|S_{21}| > 20$ dB) and the same noise performance as the LNA without the CS amplifier ($NF < 4.3$ dB) across 3.1–10.6 GHz. The group delay variation (not shown) was reduced to approximately 20 ps. Considering the measurements of the fabricated LNA, we conclude that the proposed LNA with the CS amplifier can achieve $|S_{21}| > 20$ dB and $NF < 4.4$ dB across 3.1–10.6 GHz with an additional power consumption of 2.0 mW and chip area of 55 × 55 μm².

6. Conclusion

We have demonstrated a transformer noise-canceling UWB CMOS LNA with an output series inductor. The transformer partly cancels the noise of the common-gate transistor and load resistor, thereby improving the LNA noise performance. The output series inductor improves both the gain and input bandwidths. Circuit analysis showed

![Common-source amplifier with a load inductor.](image20)

### Table 1 Measured performance and comparison of wideband CMOS LNAs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>90 nm</td>
<td>2.8–12</td>
<td>3.8–4.4*</td>
<td>9.3–13.1†</td>
<td>−9.3</td>
<td>1.0</td>
<td>2.5</td>
<td>0.12</td>
<td>Transformer noise-canceling CG</td>
</tr>
<tr>
<td>[4]</td>
<td>90 nm</td>
<td>0.5–6.2</td>
<td>1.9–2.6</td>
<td>25*</td>
<td>−16</td>
<td>2.7</td>
<td>35.2</td>
<td>0.025</td>
<td>Resistive feedback CS</td>
</tr>
<tr>
<td>[6]</td>
<td>90 nm</td>
<td>0.5–5.0</td>
<td>2.3–2.6</td>
<td>21–22*</td>
<td>−8.8</td>
<td>1.8</td>
<td>12</td>
<td>0.012</td>
<td>Resistive feedback CS</td>
</tr>
<tr>
<td>[7]</td>
<td>90 nm</td>
<td>0–6</td>
<td>3.4–4.3</td>
<td>12.5–15.3</td>
<td>N/A</td>
<td>1.0</td>
<td>3.4</td>
<td>0.0017</td>
<td>Common-drain feedback CS</td>
</tr>
<tr>
<td>[8]</td>
<td>130 nm</td>
<td>1.7–4</td>
<td>&gt;2.4</td>
<td>15–17</td>
<td>−4.1</td>
<td>1.4</td>
<td>25</td>
<td>0.019</td>
<td>Common-drain feedback CS*</td>
</tr>
<tr>
<td>[10]</td>
<td>130 nm</td>
<td>3.1–10.6</td>
<td>2.1–2.9</td>
<td>13.7–16.5</td>
<td>−8.5</td>
<td>1.2</td>
<td>9.0</td>
<td>0.40</td>
<td>Reactive feedback CS</td>
</tr>
<tr>
<td>[11]</td>
<td>180 nm</td>
<td>0–14.1</td>
<td>4.5–5.1</td>
<td>12.0–13.7</td>
<td>−6.2</td>
<td>1.8</td>
<td>20</td>
<td>0.50</td>
<td>Noise-canceling CG using CS</td>
</tr>
<tr>
<td>[13]</td>
<td>130 nm</td>
<td>3.7–8.8</td>
<td>3.6–4.5</td>
<td>8.1–11</td>
<td>−7.2</td>
<td>1.5</td>
<td>19</td>
<td>0.05</td>
<td>Noise-canceling CG using CS</td>
</tr>
<tr>
<td>[14]</td>
<td>180 nm</td>
<td>1–11</td>
<td>2.9–3.0</td>
<td>8.9–9</td>
<td>−3.55</td>
<td>1.8</td>
<td>21.6</td>
<td>0.20</td>
<td>Distributed</td>
</tr>
<tr>
<td>[16]</td>
<td>180 nm</td>
<td>2.6–10.7</td>
<td>4.4–5.3</td>
<td>6.0–8.5*</td>
<td>7.4</td>
<td>1.8</td>
<td>4.5</td>
<td>0.40</td>
<td>Capacitor cross-coupled CG*</td>
</tr>
</tbody>
</table>

*Input bandwidth *Without buffers †3.1–10.6 GHz frequency range *Voltage gain *Input-output differential topology
that the best turn ratio for the noise performance is one and input impedance matching depends not only on the common-gate transistor but also on the load resistor. The LNA designed for UWB applications was fabricated in a 90 nm digital CMOS process. The fabricated LNA occupied 0.12 mm², and achieved $S_{11} < -10$ dB, $NF < 4.4$ dB, and $S_{21} > 9.3$ dB across 3.1–10.6 GHz, while consuming 2.5 mW from a 1.0 V supply. The proposed topology is the most suitable for low-power and low-voltage UWB CMOS LNAs.
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