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Summary

The use of railway transportation among different alternatives (e.g. road and air transportation) brings many profits such as less carbon dioxide emission and energy consumption. Although the infrastructure and the signaling costs of railways are high, they provide more environmental friendly and affordable solutions. Railway signaling systems are divided into two main categories named as fixed-block (conventional) and moving-block signaling systems. Independent of the signaling category, the vital component of railway systems which provides safe travel and transportation is the signaling system, namely, the interlocking software. Since railway signaling systems are classified as safety-critical systems due to the high risk value, the design and development steps of railway signaling systems are defined by international committees such as European Committee for Electrotechnical Standardization (CENELEC), International Union of Railways (UIC), The European Rail Industry (UNIFE), Union Industry of Signaling (UNISIG), and European Railway Agency (ERA). In addition to the railway related safety standards, the designers should consider the requirements and safety rules of the country where the signaling system is to be applied.

After the determination of the software requirements (both world-wide and country-based safety rules), the designer should choose appropriate modeling methods, combination of software architectures, and test procedures to achieve the required Safety Integrity Level (SIL). SIL is a discrete level for specifying the safety integrity requirements of the safety functions allocated to the Electrical, Electronic, or Programmable Electronic (E/E/PE) safety-related systems.

In this thesis, railway signaling systems are studied from the discrete event systems (DESs) point of view since railway signaling systems can be regarded as DESs because of having features like non-determinism, asynchronism, event-driven, and simultaneity. The main reason for using the DES modeling tools such as automata and Petri nets in railway signaling systems is to model the specifications of the system and to evaluate the operational requirements by analysis and re-design.
First, fault diagnosis in fixed-block railway signaling systems is studied. Detecting a fault is a critical and stringent task in railway signaling systems. The signaling system components are modeled by Petri nets and a diagnoser is designed to show diagnosability of the system.

Next, to satisfy the safety requirements of the railway related functional safety standards, a signaling system architecture which consists of two controllers and a coordinator for a fixed-block railway signaling system is studied. Based on the Petri net models of railway field components, decision making strategies including fault diagnosis are developed.

Instead of fixed-block signaling systems, moving-block signaling systems are in use to increase the transport capacity by reducing headways on railway lines. As a final study, speed control of two consecutive trains as moving-block is realized in two levels: the modeling level and the control level. The aim of this final study is to provide safe travel of trains in moving-block signaling systems. The generalized batches Petri nets approach is used for modeling the system to cope with both discrete and continuous behavior of the moving-block signaling systems and a fuzzy logic control method is proposed at the control level.
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1. Introduction

1.1 Background

The use of railway transportation among different alternatives (e.g. road and air transportation) brings many profits such as less carbon dioxide emission and energy consumption. Although the infrastructure and the signaling costs of railways are rather high, they provide more environmental friendly and affordable solutions.

Railway systems can be grouped as fixed-block railway systems and moving-block railway systems from the structural point of view. In fixed-block railway systems, railway lines are divided into blocks with fixed-length and trains are moving according to the route reservation procedure whereas in moving-block railway systems, each train is regarded as a moving-block and more than one train occupancy is allowed in the same railway block.

Although there are many infrastructure and superstructure components in railways, the main component that provides safe travel and transportation is the signaling system, in other words, the interlocking system. As the speed and the density of railways are increasing day by day, the need of reliable and safe signaling systems in railways is much more today.

To provide safety in railways and fulfill the railway related functional safety requirements, railway people and committees formed international standards. For example, for fixed-block railway signaling systems, the EN 50126 standard describes the functional safety requirements related with all kinds of railway applications where Reliability, Availability, Maintenance and Safety analysis (RAMS) is determined. The EN 50128 (similar to the EN 61508-3) determines methodologies for building software for railway control applications and the EN 50129 (similar to the EN 61508-2) defines requirements for hardware of electric, electronic, and programmable devices used in railways. In addition to these European standards for fixed-block railway signaling systems, EIRENE (European Integrated Railway Radio Enhanced Network) and GSM-R (GSM for Railways) specifications are formed by
the UIC (International Union of Railways) and the ERA (European Railway Agency). ERTMS (European Rail Traffic Management System) is the combination of European Train Control System (ETCS) and GSM-R. ERTMS is a unified standard that combines different European standards for both fixed and moving-block railway systems.

In addition to the requirements and recommendations of railway related safety standards, signaling system engineers should take fault diagnosis into account while developing the signaling system software, namely, interlocking software. From the safety-related standards point of view, fault diagnosis is regarded as the activity of checking whether a system is in a faulty state, and it should be performed at the smallest subsystem level to prohibit the effect of incorrect results [1]. Especially for large and complex systems, diagnosis of faults becomes a critical and stringent task. Diagnosability analysis for fixed-block railway signaling systems can be considered as an intermediate step between modeling the system and testing the developed software. This intermediate step can be seen as a time-consuming and stringent task for signaling system software developers but it determines whether the developed system models are diagnosable or not before testing the signaling system software. Another benefit of this intermediate step is to combine the theoretical background and the practical background of signaling system engineers.

Although there are various design methods, safety precautions, and recommendations of the railway-related safety standards, sometimes the occurrence of accidents cannot be prevented. Safety Integrity Level (SIL) is a discrete level for specifying the safety integrity requirements of the safety functions allocated to the Electrical, Electronic, or Programmable Electronic (E/E/PE) safety-related systems. According to the software design steps mentioned in the V-model in [2], designers should choose approved combinations of software architectures such as defensive programming, diverse programming, and failure assertion programming architectures from table A.3 of [3] to achieve the required SIL which should be at least at 3 for railway applications [4]. The purpose of defensive programming is to consider the worst case from all input and response to it in a predetermined and plausible way. Input variables and the effect of output variables should be checked, the coding standards should be used, and the code should be as simple as possible [5]. The main purpose of failure assertion programming is to detect software design faults while
executing a program and continue the operation for high reliability [1]. The main aim of diverse programming is to develop \( N \) different program versions for the given input-output specifications. These different versions should be developed by different workgroups so that they do not fail at the same time because of the same reason. These different versions are combined together under a coordinator (namely, a voter) where their responses are subjected to a voting operation. Diverse programming does not overcome possible software design faults but this method enables us to handle unpredictable and unknown design faults, prevents the system, and provides the continuity of the system operation in a safe way [1].

Detailed definitions of different voting strategies can be found in [6]-[10]. If the system is not fail-safe (where the safe-state of the system is not predetermined), then generalized voting strategies can be used and generally \( N \) is chosen as 3 [11]-[13]. By contrast, as mentioned in section B.17 of [3], if the system has a safe-state (or the system is fail-safe), then it is feasible to demand complete agreement, in other words, complete agreement of the program versions can be sought before getting into an unsafe state. In this case, typically \( N \) is chosen as 2 [3], [10], [14], [15]. In [10], according to the recommendations of the railway-related safety standards, an interlocking system architecture which consists of two controllers (called modules in [10]) and a coordinator (called a voter in [10]) was proposed for a fixed-block railway signaling system, and certain synchronization problems between controllers were addressed.

Instead of dividing railway lines into blocks with fixed length, trains are regarded as moving blocks in railway lines in moving-block signaling systems [16]. A moving-block is considered as the sum of the length of the train and the safe following distance between trains. Moving-block signaling systems provide more efficient use of railway lines by enabling multiple train movements on the same block, especially on metro and urban lines. Moreover, moving-block signaling systems increase the transport capacity and reduce headways.

From the infrastructure point of view, renovation of old railway lines in Turkey has an increasing trend in past few years with the government investments for railways. From the signaling system point of view, developing signaling systems for unsignaled railway lines and implementation of ERTMS on new high speed
railways by Turkish State Railways (TCDD), and research and development activities of private companies such as Istanbul Ulasim A.S. continue today.

1.2 Discrete Event Systems Approach

Railway systems are regarded as discrete event systems (DESs) because of having features like non-determinism, asynchronism, event-driven, and simultaneity [17]. Representation of such a system with a model is necessary as in the conventional control theory. Modeling tools for DESs must be suitable to cover all their different features. Several methods were introduced as DES modeling tools like Grafcet [18], automata [19], and Petri nets [20]. For more details about DES theory, the reader is referred to [17]. The main aim to use the DES modeling tools in railway signaling systems is to model the specifications of the system and to evaluate the operational requirements by analysis and re-design [21]. In fact, the use of these DES modeling tools is highly recommended in table B.5 of [2] and in table A.16 of [3] as a modeling technique to design a SIL3 or SIL4 safety-critical software.

For instance, the use of Petri nets as a modeling tool in control of several transportation alternatives such as urban traffic [22] and railway systems [23] can be found in the literature. Additionally, the use of colored Petri nets with object-oriented programming [24] and a Petri net modeling technique with a supervisory control scheme [25] can be also found in the literature. However, in these studies, faulty conditions are not included in the Petri net models and a fault diagnosis approach is not considered.

Events in DESs can be classified as observable and unobservable events. A DES is said to be diagnosable if it is possible to detect, with a finite delay, occurrences of certain unobservable events which are referred to failure events [26]. The diagnoser is built from the system model itself and performs diagnostics when it observes online the behavior of the system. States of the diagnoser carry failure information, and occurrences of failures can be detected with a finite delay by inspecting these states [27].

The pioneer study on failure diagnosis of DESs is the work of Sampath et al. [26], [27] which is an automata-based approach. They gave the definition of diagnosability and presented a necessary and sufficient condition for the system to be
diagnosable. They also proposed a diagnoser design method for an experimental simple HVAC system. In [28], they developed a diagnoser design procedure for active diagnosis of DESs that presents an integrated approach to control and diagnosis. As an alternative to automata-based modeling, Ushio et al. proposed a diagnoser for a system modeled by a Petri net where only the marking of some of the places, called observable places, is observable [21]. Chung [29] extended the work of [21] by assuming that some of the transitions are also observable in addition to observable places. In [30], an approach to test diagnosability by checking the structure property of the diagnoser was proposed based on the method of [21]. More topics and approaches on diagnosis of Petri nets can be found in [31]-[34].

1.3 Contributions and Structure of the Thesis

In this thesis, both fixed-block and moving-block railway systems are studied using their DES models.

The first objective of this thesis is to examine the fault diagnosis scheme by using the DESs approach and apply to fixed-block railway signaling systems. To perform fault diagnosis for fixed-block railway signaling systems, the operational behavior of the railway field components are modeled by Petri nets. Then, a diagnoser is designed to show diagnosability of the system. In [35], a time Petri net modeling technique with an online monitoring approach to estimate and monitor the train movement in a small model railway layout was examined, and certain sufficient conditions for diagnosability which take temporal information into account were obtained. As possible faults, point machine faults were considered there. In this thesis, in addition to point machine faults, the route reservation procedure and faulty conditions in wayside signals are considered, and the diagnosability property is verified based on the necessary and sufficient condition of [26] in the untimed setting.

Next, according to the recommendations of the railway-related safety standards, an interlocking system architecture [10] which consists of two controllers and a coordinator for a fixed-block railway signaling system is studied. The use of Petri nets and the combination of defensive programming, diverse programming, and failure assertion programming architectures from table A.3 of [3] is chosen as recommended to develop SIL3 software. Based on the Petri net models of railway
field components, decision making strategies of the controllers and the coordinator including fault diagnosis are developed.

Moreover, for speed control of two consecutive trains in moving-block railway systems, a two level control scheme is proposed. In the first level, a hybrid technique using a generalized batches Petri nets approach with controllable batch speed [36] is slightly modified and used for modeling the system. In the second level, two fuzzy PD controllers are designed to control velocity and acceleration of the following train. The first level can be considered as the traffic control center where the train movements are monitored. The second level can be considered as the train on-board computer. Simulation results are shown in order to demonstrate the accuracy of the proposed approach.

The structure of this thesis is as follows: Basic definitions of fixed-block signaling systems and moving-block signaling systems are explained in Chapter 2. In Chapter 3, a fault diagnosis approach based on Petri net models is explained and a case study is given. A control architecture including two controllers and a coordinator is explained, and their decision making strategies are developed in Chapter 4. In Chapter 5, modeling and speed control of moving-block signaling systems are studied. The thesis ends with a conclusion in Chapter 6.

The works of the thesis are published as journal publications in [37], [38] and [39].
2. Railway Signaling Systems

Railway signaling systems are mainly divided into two groups on a railway block basis. In fixed-block signaling systems, namely, conventional railway signaling systems, railway lines are partitioned into blocks with fixed length, and in moving-block signaling systems, the sum of the length of train and its braking distance is considered as a moving block. In this chapter, basic definitions of fixed-block signaling systems and moving-block signaling systems are explained.

2.1 Fixed-Block Signaling Systems

In fixed-block railway signaling systems, railway lines are divided into fixed-length subsections, named as railway blocks. The length of a railway block is determined according to different variables such as the permitted line speed and the gradient of the railway line. Each block has entrance and exit signals with different types depending on the location of the signal [40]. Dispatchers (responsible officers) request routes for incoming and outgoing trains in the region of their responsibility.

These requests are evaluated by the interlocking system, and are accepted if all safety conditions are satisfied or rejected if at least one safety condition is not met [41]. In order to prohibit collisions, only one train is allowed in each railway block at a time. Since the occupation of the next block is indicated by the wayside signals, train drivers have to pay attention to the signals on their way of movement. Even though conventional railway systems have several drawbacks such as the reduction in railway line capacity and the same safe braking distances for all kinds of trains, they are in use since the mid 1800’s. First railway systems did not need any signaling system due to low traffic and density. Therefore, the train movements were managed by the help of the railway guards. The railway guards stand at the beginning of each railway block and warn the train drivers of the obstruction in front of their way [42]. Later, by the increment of railway traffic, many accidents occurred because of either railway guards, train drivers, or component malfunctions. In order to overcome all
these problems, the first interlocking system installation was built in UK in 1843 [40].

In addition to mechanical interlocking systems where the railway traffic operations were realized by signalboxes manually and semaphores which are the earliest forms of mechanical signals [43], electronic interlocking systems such as SMILE [44], STERNOL [45], ELEKTRA [46], and other microprocessor-based systems [47] were used. An early North American railway signaling system named as Centralized Traffic Control (CTC) system was first installed in 1937 in Colorado [48]. The Drucktasten-Relaisstellwerk Siemens (DRS), namely, the pushbutton relay system can be regarded as an early version of the CTC systems, which was in use since mid-1950 by the Turkish State Railways (TCDD) [49]. Even though the name of a signaling system varies from country to country, the basic principles are almost the same. For instance, the basic principles of the British Absolute Block Signaling (ABS) [50], the basic principles the North American CTC, and the DRS are very similar to each other.

Today, the need for reliable and safe signaling systems is much more than in the past because of high train speeds and traffic density. Ensuring the system safety at all times is the most important issue in railway systems where small failures may result in a large number of casualties and property loss.

2.1.1 Components of the Fixed-Block Signaling Systems

Similar to [40], [51], a brief description of the components of fixed-block signaling systems is given in this chapter.

2.1.1.1 Traffic Control Center

The Traffic Control Center (TCC) is responsible for the whole train traffic in its region. The components of the railway field can be controlled and monitored by the TCC. The dispatchers manage all operations including train movements.

2.1.1.2 Signaling System Control Software (Interlocking System)

The signaling system control software, namely, the interlocking system (IS) evaluates the requests of the dispatchers and sends proper commands to the railway
field equipment, if necessary. The most important task of the signaling system control software is to provide the system safety at all times.

2.1.1.3 Signals

Since every country has its own signaling principles and safety standards, the use of colors of railway signals and their combinations may vary from country to country. Railway signals inform train drivers of the occupation of the next block. The train drivers have to pay attention to the signals on the right side with respect to their direction of movement. For example, in the TCDD, the meaning of the red color is that the next block is occupied, whereas the yellow color means that the next block is free but not after the next block. The yellow color also permits a train to proceed with reduced speed. The green color indicates that the next two blocks are free and the train can proceed. The Japanese Railways uses red, yellow, and green signals with their combinations and the North American Railways uses purple and amber signals. Signals are generally located at the entrance and exit of railway blocks.

2.1.1.4 Point Machines (Points, Railway Switches)

Point machines (PMs) enable the railway vehicles to change the track one to another. They are established in certain locations where track change is needed. They have two location indicators known as normal and reverse. The positions of the PM can be controlled by the TCC either manually or automatically. PMs can also be controlled by the officers in the railway field by using a metal bar (lever).

2.1.1.5 Railway Blocks

The occupation of a train in a railway block is detected by the help of track circuits or axle counters [52]. Depending on the length of the block, one or more track circuits are used. Track circuits operate according to the short-circuit principle. By the entrance of a train into a railway block, the track circuit is short-circuited by the axles of the train. In this situation, the interlocking system considers that the related block is occupied. TCDD uses three different types of track circuits, namely, DC-type, AC-type, and Jointless-type track circuits [40]. On the other hand, axle counters can be used to detect the train locations. The counter heads of the axle counters are located at the intersection points of the railway blocks and count the
train axles. The railway block is assumed to be occupied until the total number of the incoming axles becomes equal to the total number of the outgoing axles.

A general block diagram of the whole system is given in Figure 2.1.

![General block diagram of the fixed-block signaling system](image)

**Figure 2.1**: General block diagram of the fixed-block signaling system.

### 2.1.2 Influence of Functional Safety Standards on Fixed-Block Signaling Systems

Failure is defined as termination of the ability of a functional unit to provide a required function or operation of a functional unit in any way other than as required, whereas fault is defined as abnormal condition that may cause a reduction in, or loss of, the capability of a functional unit to perform a required function [53]. It is important to note that the definitions of fault and failure are slightly different in the safety standards but in this thesis both of them are used to mean that the system does not work as desired. A safety-critical system is defined as a system where human safety is dependent upon the correct operation of the system. Also, a system is said to be safety-critical in [54] if the failure of a system could lead to results that are determined to be undesirable. Based on these definitions, air traffic control systems, nuclear power reactor control systems, and railway signaling systems can be classified as safety-critical systems because sometimes possible failures may lead to death of many people [55].

In this context, development of railway signaling systems has been guided by the railway-related safety standards. The umbrella standard IEC 61508 defines the functional safety requirements of all kinds of Electrical/Electronic/Programmable Electronic (E/E/PE) devices. Moreover, EN 50126 standard describes the functional safety requirements related with all kinds of railway applications where Reliability,
Availability, Maintenance and Safety analysis (RAMS) is determined. EN 50128 standard (similar to EN 61508-3) determines methodologies for building software for railway control applications and EN 50129 standard (similar to EN 61508-2) defines requirements for hardware of E/E/PE devices [4].

The designers should consider the appropriate methods and techniques from the railway related safety standards according to the correct SIL. The term SIL is a discrete level for specifying the safety integrity requirements of the safety functions allocated to the E/E/PE safety-related systems [53]. The SIL definition is made for two categories as Software SIL and System SIL. Software SIL is a classification number that determines the techniques that have to be applied to reduce software faults to an appropriate level and System SIL is a classification number that determines the required rate of confidence [3]. For instance, for a SIL 3 system in high demand mode of operation or continuous mode of operation [53], the average frequency of a dangerous failure of the safety function per hour (failure rate - λ) is between $10^{-8}$ and $10^{-7}$ [56]. The corresponding value of the mean time to failure (MTTF) is roughly between 1000 and 10000 years. In another words, a SIL 3 system is expected to work between 1000 and 10000 years without falling into a hazardous state. The required SIL for a given system can be determined by using figure E.1, figure E.2, and table E.1 in EN 61508-5 [57].

The software development lifecycle (the V-model) is defined in [2] for the guidance in the software development process for safety-critical systems. The V-model is given in Figure 2.2.

![Figure 2.2: The V-model.](image-url)
It is obvious from the initial step of the V-model that the safety requirements of the software and the required SIL of the software have to be determined. These requirements are determined by the combination of the international safety requirements such as only one train is allowed in a railway block and the safety requirements determined by the competent authorities. In the second step, combination of several software architectures recommended in table A.3 in [3] should be chosen in order to provide the determined SIL in the first step. Later, related system sub models (modules) have to be obtained. Suitable methods for system modeling according to the determined SIL can be found in table A.16 in [3]. After modeling the required components of the safety-critical system, the obtained models have to be transformed into code snippets (or software function blocks). At last, the developed software have to be tested for verification, validation, and commissioning. From the engineering point of view, to cope with the requirements of the railway related safety standards and to achieve the desired SIL, railway signaling engineers have to pay more attention to both signaling software development and signaling software testing when designing the signaling software for fixed-block railways [2], [3], [58], [59].

2.2 Moving-Block Signaling Systems

As mentioned previously, trains are moving according to a route reservation procedure in fixed-block signaling systems. Trains cannot enter the same railway line in opposite directions and must leave at least one block while moving on the same railway line in the same direction. Briefly, for each block, at most one train is allowed to move. Since trains need a long stopping distance that depends on different variables such as mass of train, brake reaction time, or type of brakes etc., the length of the blocks have to be determined carefully. As it is obvious from the above, it is not possible to use the overall capacity of the railway lines efficiently [40].

Moving-block signaling systems [16] provide more efficient use of the railway lines by enabling multiple train movements on the same block, especially on metro and urban lines. Moreover, the moving-block signaling system increases the transport capacity and reduces headways. A moving block is defined as the sum of the length of the train and the safe braking distance. ERTMS application level 3 [60] and Communication Based Train Control (CBTC) [61] systems are examples of
moving-block signaling systems and already in use, in different regions in worldwide. Unlike fixed-block signaling systems, track circuits and wayside signals are removed from the railway lines. As a result of this, the total maintenance costs of railway lines are significantly decreased.

ERTMS can be considered as a standard for safety signaling and communication systems for railways across Europe and also world-wide. ERTMS increases railway capacity, decreases energy consumption, and optimizes train speeds. Another main purpose of ERTMS is to unify different national signaling and train control systems in Europe. In addition to European countries, ERTMS is also in use in Mexico, South Korea, China, Thailand, Taiwan, Australia, and Turkey [62].

European Train Control System (ETCS) has mainly three application levels from 1 to 3. The application levels 1 and 2 can be regarded as fixed-block signaling systems with ATS (Automatic Train Stop) and ATP (Automatic Train Protection) features, respectively [42] whereas the application level 3 is considered as moving-block signaling systems [63]. Detailed explanations can be found in the following subchapters.

2.2.1 European Train Control System

The basic of ETCS was defined by cooperation of railway people in Europe such as UIC (International Union of Railways), UNIFE/UNISIG (European Rail Industry / Union Industry of Signaling), and ERA (European Railway Agency). ETCS levels are defined below in detail.

2.2.1.1 Application Level 0

In this application level, train drivers should obey the national rules and requirements. It is assumes as level 0 when an ETCS equipped vehicle is used on a route without ETCS equipment.

2.2.1.2 Application Level 1

In this application level, wayside signals and track circuits are used to inform train drivers of the occupation of the track in front of them. The communication between the train and the railway block (railway track) is realized over balises
(Eurobalise®) or beacons [64]. The on-board train computer named Eurocab® receives the movement authority (MA) over balises, compares with the actual speed of the train, and calculates the train braking distance, if necessary. All essential information is displayed to the driver over Driver Machine Interface (DMI) [65]. Track circuits are used to detect the occupation in railway blocks. Trains cannot pass the balise as long as the next signal is red. If the train passes the related balise while the related signal is red, then it will stop automatically by the Eurocab®, or if the driver does not react in time for a signal change then the train will slow down by its own.

2.2.1.3 Application Level 2

In this application level, MA is sent to the on-board train computer directly from Radio Block Center (RBC) via GSM-R instead of balises. There is no need for wayside signals and Eurocab® is always up to date over GSM-R. Balises are used as position markers and send fixed messages such as location and gradient.

2.2.1.4 Application Level 3

In this application level, all necessary information from the control center to a train is sent directly to on-board train computers over GSM-R and vice versa whereas CBTC uses the bidirectional radio frequency [61]. The location of a train is detected by the help of balises placed on proper positions on the railway line. Balises provide information to a train to check the actual train location and to calibrate its odometer. It is mentioned in [66] that the proper balise position also reduces train headways and corrects speed errors.

For this application level, while moving on a railway line, depending on the conditions, End of Authority (EOA) messages could be received by the train from the control center and new MA will be uploaded to train on-board computers via GSM-R. The control center and the interlocking system communicate with the GSM-R network by using the nearest RBC. As mentioned before, more than one train can share the same block while moving on the same railway line in the same direction but trains have to leave a sufficient gap between them to prevent from collision. This gap is calculated by considering the braking distances and the safety distance which
can be chosen as the length of the train. The movement of trains is illustrated in Figure 2.3.

**Figure 2.3**: Movement of trains in a railway line.

### 2.2.2 GSM for railways (GSM-R)

GSM-R [67] standard combines all past experiences and key functions from systems that were used previously in Europe. GSM-R enables communication between RBC and trains without any data loss up to very high speed (500km/h). GSM-R is mainly based on European Integrated Railway Radio Enhanced Network (EIRENE) and Mobile Radio for Railway Networks in Europe (MORANE) specifications determined by UIC [68]. GSM-R network and the communication architecture are given in Figure 2.4 [69].

**Figure 2.4**: GSM-R communication.

### 2.2.3 Train Braking Distance Calculation

In order to avoid train collisions in moving-block systems, trains have to leave enough distance (namely, safe stopping distance or safe braking distance) while following each other. In fixed-block signaling systems, the length of a railway block is fixed and the same braking distance is used for all kinds of trains. While calculating the braking distance in moving-block systems, the factors including the speed of the train when brakes are applied, the brake delay time, the railway track...
gradient, the mass distribution of the train etc. have to be considered [70]. An example of train braking distance calculation is shown in [71] for a German high-speed train (ICE), which is 410m long with the 300km/h maximum speed, and it is found as 4000m. For high-speed trains (HST), the braking distance is calculated as 7179m in [72]. So, for a 320m long HST with the maximum speed 300km/h, the safe following distance is calculated as the sum of the train length and the braking distance which is approximately 7500m.

The braking curves are also updated depending on the train speed and MAs. MA is first uploaded to Eurocab© before leaving the station and while train is moving it communicates over GSM-R to the nearest RBC and sends essential information (speed, location etc.) about the train. This information is evaluated by the interlocking system and then the new MA is sent to the rear train’s on-board computer to update the DMI of the rear train. While moving in the railway line, End of Authority (EOA) messages could be received depending on the conditions and new MAs can be uploaded to trains. The Eurocab© always keeps the maximum allowed speed limit by communicating with the lineside equipment, interlocking system etc. [69].

Every railway line has a permitted speed limit because of operational or environmental conditions. In case of violation of the permitted speed limit, the on-board computer activates service or emergency brakes to keep the speed of the train below the permitted speed limit [70]. If the driver increases the train speed and exceeds the permitted speed limit (warning limit), a warning will be screened on the DMI. This warning will remain on the DMI until the train’s speed is decreased to the permitted speed limit. If the driver does not care the warning limit and keeps the train speed over the limit, the service brake will be triggered until the train’s speed is decreased to the permitted speed limit. Another speed prevention limit is known as emergency brake limit. If the train exceeds this limit, an emergency brake will be triggered until the train’s speed is decreased to the permitted speed limit. This prevention is used when the service brake is not available or the train passes the EOA [73]. In this situation, the train has to remain at a standstill until a new MA is available. Many studies on braking distance calculations can be found in the literature [74]-[77].
3. Fault Diagnosis in Fixed-Block Signaling Systems

In this chapter, fault diagnosis in fixed-block railway signaling systems is studied from the DESs point of view. First, the signaling system components are modeled by Petri nets and next a diagnoser is designed to show diagnosability of the system. Briefly, the main aim to use the DES modeling tools such as Petri nets in fixed-block railway signaling systems is to model the specifications of the system and to evaluate the operational requirements by analysis and re-design [1].

3.1 Petri Nets

A Petri net [20] is defined as

\[ PN = (P, T, F, W, M_0) \]  \hspace{1cm} (3.1)

where

- \( P = \{p_1, p_2, \ldots, p_k\} \) is the finite set of places,
- \( T = \{t_1, t_2, \ldots, t_z\} \) is the finite set of transitions,
- \( F \subseteq (P \times T) \cup (T \times P) \) is the set of arcs,
- \( W : F \to \{1,2,3,\ldots\} \) is the weight function,
- \( M_0 : P \to \{0,1,2,3,\ldots\} \) is the initial marking,
- \( P \cap T = \emptyset \) and \( P \cup T \neq \emptyset \).

We use \( I(t_j) \) and \( O(t_j) \) to represent the sets of input places and output places of transition \( t_j \), respectively, as

\[ I(t_j) = \{ p_i \in P : (p_i, t_j) \in F \} \]  \hspace{1cm} (3.2)

\[ O(t_j) = \{ p_i \in P : (t_j, p_i) \in F \} \]  \hspace{1cm} (3.3)
For a marking \( M : P \rightarrow \{0,1, 2, 3, \ldots\} \), \( M(p_i) = n \) means that the \( i \)th place has \( n \) tokens [20]. A marking \( M \) can also be represented by a vector with \( k \) elements where \( k \) is the total number of places.

**Definition 3.1 [17]:** A transition \( t_j \) is said to be enabled at a marking \( M \) if each input place \( p_i \) of \( t_j \) has at least \( W(p_i, t_j) \) tokens, where \( W(p_i, t_j) \) is the weight of the arc from place \( p_i \) to transition \( t_j \), that is, \( M(p_i) \geq W(p_i, t_j) \) for all \( p_i \in \text{I}(t_j) \).

Note that if \( \text{I}(t_j) = \emptyset \), transition \( t_j \) is always enabled. An enabled transition may or may not fire (depending on whether or not the event actually takes place). The firing of an enabled transition \( t_j \) removes \( W(p_i, t_j) \) tokens from each \( p_i \in \text{I}(t_j) \) and adds \( W(t_j, p_i) \) tokens to each \( p_i \in \text{O}(t_j) \), where \( W(t_j, p_i) \) is the weight of the arc from \( t_j \) to \( p_i \). That is,

\[
M'(p_i) = M(p_i) - W(p_i, t_j) + W(t_j, p_i),
\]

where \( M'(p_i) \) is the number of tokens in the \( i \)th place after the firing of transition \( t_j \), and we let \( W(p_i, t_j) = 0 \) if \( (p_i, t_j) \notin F \) and \( W(p_i, t_j) = 0 \) if \( (t_j, p_i) \notin F \). The notation \( M[t_j > \) denotes that a transition \( t_j \) is enabled at a marking \( M \). Also, \( M[t_j > M' \) denotes that after the firing of \( t_j \) at \( M \), the resulting marking is \( M' \). These notations can be extended to a sequence of transitions.

**Definition 3.2 [20]:** A Petri net \( PN \) is said to be pure if it has no self-loops and said to be ordinary if all of its arc weights are 1.

**Definition 3.3 [20]:** A marking \( M_n \) is reachable from the initial marking \( M_0 \) in a Petri net \( PN \) if there exists a sequence of transitions \( t_1 t_2 \ldots t_n \) such that \( M_0[t_1 > M_1[t_2 > \ldots M_{n-1}[t_n > M_n \) and \( R(M_0) \) denotes the set of all reachable markings from \( M_0 \).
Definition 3.4 [20]: A Petri net $PN$ is said to be $m$-bounded if the number of tokens in each place does not exceed a finite number $m$, that is, $\forall M_k \in R(M_0), \forall p_i \in P: M_k(p_i) \leq m$. Additionally, $PN$ is safe if it is 1-bounded.

Definition 3.5 [20], [78]: A Petri net $PN$ is said to be deadlock-free (complete absence of deadlocks) if at least one transition is enabled at every reachable marking $M_k \in R(M_0)$.

The set $P$ of places is partitioned into the set $P_o$ of observable places and the set $P_{uo}$ of unobservable places [21]. Similarly, the set $T$ of transitions is partitioned into the set $T_o$ of observable transitions and the set $T_{uo}$ of unobservable transitions. That is,

$$P = P_o \cup P_{uo} \quad \text{and} \quad P_o \cap P_{uo} = \emptyset, \quad (3.5)$$

$$T = T_o \cup T_{uo} \quad \text{and} \quad T_o \cap T_{uo} = \emptyset. \quad (3.6)$$

Also, a subset $T_F$ of $T_{uo}$ represents the set of faulty transitions. It is assumed that there are $n$ different failure types and $\Delta_F = \{F_1, F_2, \ldots, F_n\}$ is the set of failure types. That is,

$$T_F = T_{F_1} \cup T_{F_2} \cup \ldots \cup T_{F_n}, \quad (3.7)$$

where $T_{F_i} \cap T_{F_j} = \emptyset$ if $i \neq j$. The label set is defined as $\Delta = \{N\} \cup 2^{\Delta_F}$ where $N$ denotes the label “normal” which indicates that no faulty transition has fired, and $2^{\Delta_F}$ denotes the power set of $\Delta_F$, that is, $2^{\Delta_F}$ is the set of all subsets of $\Delta_F$. In the rest of the thesis, unobservable places and unobservable transitions are represented by striped places and striped transitions as shown in Figure 3.1.

Figure 3.1 : Representation of places and transitions.
3.2 Fault Diagnosis Based on Petri Net Models

Due to the existence of unobservable places, some markings cannot be distinguished. We denote $M_1 \equiv M_2$ if $M_1(p_i) = M_2(p_i)$ for any $p_i \in P_o$, in other words, the observations of markings $M_1$ and $M_2$ are the same. It is useful to define the quotient set $\hat{R}(M_o)$ as in [30] with respect to the equivalence relation ($\equiv$):

$$\hat{R}(M_o) := \frac{R(M_o)}{\equiv} = \{ \hat{M}_o, \ldots, \hat{M}_n, \ldots \}$$

where $M_o \in \hat{M}_o$. An element of $\hat{R}(M_o)$ is referred to the observation of a marking or an observable marking.

For simplicity, we impose the following two assumptions in this thesis.

**Assumption 1** [21], [26]: A Petri net system $PN$ defined by (3.1) is bounded and deadlock-free.

**Assumption 2** [21], [26]: There does not exist a sequence of unobservable transitions whose firing generates a cycle of markings which have the same observation, that is, for any $M_i \in R(M_o)$ and $t_i \in T_o$, $i = 1, 2, \ldots, n$, $M_1[t_1 > M_2[t_2 > \ldots M_n[t_n > M_1 \Rightarrow \exists i, j \in \{1, 2, \ldots, n\} : M_j \neq M_j$.

We define a diagnoser [21], [26], [29] for a Petri net system $PN$. A state $q_d$ of the diagnoser is of the form $q_d = \{(M_1, l_1), (M_2, l_2), \ldots, (M_n, l_n)\}$, which consists of pairs of a marking $M_i \in R(M_o)$ and a label $l_i \in \Delta$. The notation $Q = 2^{R(M_o) \times \Delta}$ denotes the power set of $R(M_o) \times \Delta$, that is, each element of $Q$ is a subset of $R(M_o) \times \Delta$ and is of the form $\{(M_1, l_1), (M_2, l_2), \ldots, (M_n, l_n)\}$. The diagnoser is an automaton given by

$$G_d = (Q_d, \Sigma_o, \delta_d, q_0),$$

(3.8)

where $Q_d \subseteq Q$ is the set of states, $\Sigma_o = \hat{R}(M_o) \cup T_o$ is the set of events, $\delta_d : Q_d \times \Sigma_o \rightarrow Q_d$ is the partial state transition function, and $q_0 = \{(M_o, N)\}$ is the initial state. The state set $Q_d$ is the set of states in $Q$ which are reachable from the initial state $q_0$ under the state transition function $\delta_d$. Each observed event $\sigma_o \in \Sigma_o$
represents the observation of a marking in \( \hat{R}(M_0) \) or an observable transition in \( T_o \).
The transition function \( \delta_d \) is defined by using the label propagation function and the range function. The label propagation function \( LP : R(M_0) \times \Delta \times T^* \rightarrow \Delta \) propagates the label (normal or faulty) over a sequence \( s \in T^* \) of transitions, where \( T^* \) is the set of all finite sequences of elements of \( T \), as follows [21], [26]-[28]:

\[
LP(M, l, s) = \begin{cases} 
N, & \text{if } (l = N) \land (\forall F_i \in \Delta_F : T_{F_i} \notin s) \\
\{ F_i : F_i \in l \lor T_{F_i} \in s \}, & \text{otherwise,} 
\end{cases} 
\tag{3.9}
\]

where \( T_{F_i} \in s \) (respectively, \( T_{F_i} \notin s \)) indicates that a sequence \( s \in T^* \) of transitions contains (respectively, does not contain) a faulty transition with failure type \( F_i \).

Briefly, if the sequence of transitions does not include any faulty transition, then the label attached to the resulting marking is normal (\( N \)). If the sequence of transitions includes a faulty transition, then the label includes the corresponding failure type.

Then, the range function \( LR : Q \times \Sigma_o \rightarrow Q \) is obtained by modifying its definition of [29] as follows:

\[
LR(q, \sigma_o) = \bigcup_{(M, l) \in q} \bigcup_{s \in T^*_o} \{(M', LP(M, l, s))\} 
\tag{3.10}
\]

where \( M[s > M'] \), and \( T^*(M, \sigma_o) \subseteq T^* \) is defined in the following two cases:

1. If \( \sigma_o \in \hat{R}(M_0) \),

\[
T^*(M, \sigma_o) = \begin{cases} 
\emptyset, & \text{if } M \in \sigma_o \\
\{ s \in T^*_o : (M_s \in \sigma_o) \land (\forall s' (s' \neq s) \in \overline{s} : M_{s'} \equiv M) \}, & \text{otherwise}, 
\end{cases} 
\tag{3.11}
\]

where \( M[s > M_s] \), \( M[s' > M_{s'}] \), and \( \overline{s} \) denotes the set of all prefixes of \( s \). In (3.11), the case of \( M \notin \sigma_o \) corresponds to a change of the observable marking. In this case, \( T^*(M, \sigma_o) \) is the set of sequences \( s \in T^*_o \) of unobservable transitions such that,
during the firing of \( s \), all of the interval markings except the last one in \( \sigma_o \) have the same observation.

2. If \( \sigma_o \in T_o \),

\[
T^*(M, \sigma_o) = \left\{ s \sigma_o : (s \in T_{o^*}) \land (M[s \sigma_o \rangle \land (\forall s' \in \tilde{s}: M_{s'} \equiv M) \right\},
\]

(3.12)

where \( M[s' > M_{\tilde{s}}] \). When the firing of an observable transition \( \sigma_o \in T_o \) is observed, \( T^*(M, \sigma_o) \) is the set of sequences of unobservable transitions followed by \( \sigma_o \) such that all of the interval observable markings except the last one are the same.

That is, \( T^*(M, \sigma_o) \) is the set of possible transition sequences from \( M \) which are consistent with the observed event \( \sigma_o \).

**Remark 3.1:** In this thesis, we modify the definition of \( T^*(M, \sigma_o) \) of [29] as follows:

- When \( M \in \sigma_o \in \hat{R}(M_o) \), we let \( T^*(M, \sigma_o) = \emptyset \), instead of \( T^*(M, \sigma_o) = \{ e \} \) [29], to avoid the self-loop labeled by the current observable marking in \( G_d \).
- When \( \sigma_o \in T_o \), \( M \in \sigma_o \) is impossible, so this case is not considered.

Finally, the transition function \( \delta_d : Q_d \times \Sigma_o \to Q_d \) is defined as follows [21], [26]-[28]:

\[
\delta_d(q, \sigma_o) = \begin{cases} LR(q, \sigma_o), & \text{if } LR(q, \sigma_o) \neq \emptyset \\ \text{undefined}, & \text{otherwise.} \end{cases}
\]

(3.13)

### 3.3 Diagnosability Analysis

A Petri net system \( PN \) is said to be diagnosable [21] if the type of the fault is always detected within a uniformly bounded number of firings of transitions after the occurrence of the fault. It is possible to classify states in \( Q_d \) as follows:

1. A state \( q \in Q_d \) is said to be \( F_r \)-certain if \( F_r \in l \) for any \( (M,l) \in q \).
2. A state \( q \in Q_d \) is said to be \( F_t \)-uncertain if there exist \((M, l)\) and \((M', l')\) \( \in q \) such that \( F_t \in l \) and \( F_t \not\in l' \). (With a slight abuse of notation, we let \( F_t \not\in N \).)

If the system is diagnosable then, after the occurrence of a faulty transition (e.g. \( t \in T_t \)), the state of the diagnoser reaches an \( F_t \)-certain state within a finite number of firings of transitions [21]. A set \( \{q_1, q_2, \ldots, q_n\} \subseteq Q_d \) of \( F_t \)-uncertain states is named an \( F_t \)-indeterminate cycle [21], [26], if the following conditions hold:

1. The states \( q_1, q_2, \ldots, q_n \in Q_d \) constitute a cycle in \( G_d \), that is, there exist \( \sigma_1, \sigma_2, \ldots, \sigma_n \in \Sigma_o \) such that, \( \delta_a(q_j, \sigma_j) = q_{j+1} \) for each \( j = 1, 2, \ldots, n-1 \) and \( \delta_a(q_n, \sigma_n) = q_1 \).

2. For each \( j = 1, 2, \ldots, n \), \( k = 1, 2, \ldots, m \), and \( r = 1, 2, \ldots, m' \), there exist \((M_j^k, l_j^k)\) \((\tilde{M}_j^r, \tilde{l}_j^r)\) \( \in q_j \) which satisfy the following two conditions. In the second condition (b), \( M_j^k \) \((j = 1, 2, \ldots, n, k = 1, 2, \ldots, m)\) constitute a cycle involving \( nm \) markings that carry \( F_i \) in their labels, whereas the markings \( \tilde{M}_j^r \) \((j = 1, 2, \ldots, n, r = 1, 2, \ldots, m')\) constitute a cycle involving \( nm' \) markings that do not carry \( F_i \) in their labels. We use \( m \) and \( m' \) to indicate the number of times the cycle \( q_1, q_2, \ldots, q_n \in Q_d \) is completed in \( G_d \) before the cycles of \( M_j^k \) and \( \tilde{M}_j^r \) are completed, respectively [26]. Thus, \( k \) (respectively, \( r \)) is used to denote that the \( k \)th (respectively, \( r \)th) cycle \( q_1, q_2, \ldots, q_n \in Q_d \) is executed in \( G_d \).

(a) For any \( j = 1, 2, \ldots, n \), \( k = 1, 2, \ldots, m \), and \( r = 1, 2, \ldots, m' \), \( F_i \in l_j^k \) and \( F_i \not\in \tilde{l}_j^r \).

(b) Markings \( M_j^k \) \((j = 1, 2, \ldots, n, k = 1, 2, \ldots, m)\) and \( \tilde{M}_j^r \) \((j = 1, 2, \ldots, n, r = 1, 2, \ldots, m')\) satisfy the following conditions:
 Remark 3.2: The above definition of an $F_i$-indeterminate cycle is obtained by slightly modifying the definition of [21] by taking the existence of observable transitions into account.

Theorem 3.1 [21], [26]: A Petri net system $PN$ is diagnosable if and only if the diagnoser given by (3.8) does not contain an $F_i$-indeterminate cycle for any failure type $F_i$.

The proof of this theorem can be found in [26].

3.4 Case Study: Modeling of the Railway Field Components and Fault Diagnosis

The train movement in a fixed-block railway system mainly relies on restrictions and prohibitions. The specifications will be explained by the help of an example railway field shown in Figure 3.2 which includes four railway blocks T001, T002, PMT01, and T003.

![Figure 3.2: An example railway field.](image)

The given railway field layout in Figure 3.2 is general enough in the sense that it includes the main railway field components such as a PM, track circuits, and railway wayside signals. For example, regardless of the scale of a railway field, the operational logic of a signal is the same. For example, the red signal always means that a train must stop and the green signal is used to indicate that the next two
railway blocks are free. The signaling system control software always checks the incoming requests and the condition of the railway field equipment. When there is no reserved route, all signals must be red. If any signal in the field becomes any other color than red, the signaling system control software sends a warning message to the TCC. Furthermore, the given railway field including these equipment can be easily extended to check diagnosability of large railway fields.

First of all, a route must be reserved for a single train to allow its movement and prevent it from colliding with others. Several conditions have to be checked before and after the route reservation. As an initial condition, to accept a route request which is made by the TCC, there must not be any intersecting pre-reserved route. For instance, if the route 1 to 3 is requested by the TCC, the route 3 to 1, 2 to 3, or 3 to 2 must not be pre-reserved before. All these restrictions can be summarized in a table known as the interlocking table [51].

After the acceptance of a route request, the signaling control software sends proper commands to adjust the position of the PM. In Figure 3.2, if the route request from 2 to 3 or 3 to 2 is accepted, then the PM1 has to be adjusted to the reverse position. Later, when the PM has the proper position related with the requested route, the signaling software sends appropriate information to the entrance signal of the route. The entrance signals of the routes 1 to 3, 3 to 1, 2 to 3, and 3 to 2 are RS301, LS301, RS203, and LS301, respectively. If all components have proper conditions (the PM is in the proper position and the entrance signal shows the right color), then the signaling control software reserves the route and electronically locks the components of the route. This electronic lock of the components can be regarded as an additional prevention of the components. For example, in order to prevent a train from derailment, the PM must keep its position while its railway block is occupied by a train.

Another important issue is to check the condition of the field components periodically such as the color information shown by the signals, the positions of the PMs etc. As a world-wide operational condition, a PM has to change its position in pre-defined time which is 7 seconds in the Turkish State Railways and a PM must not remain in the middle of the movement when it starts to change its position. On the other hand, malfunctions such as wrong signal color indication and no signal
color indication can occur at signals. All these unwanted situations have to be taken into account by the signaling control software and the safety of the system has to be provided immediately. For more explanations about the interlocking principles, the reader is referred to [41].

At last, the signals VS01, VS02, and VS03 in Figure 3.2 indicate the virtual signals which do not exist in the railway field and are used for the route reservations from signal to signal by the dispatchers.

3.4.1 Modeling by Petri Nets

In this chapter, compact Petri net models of the railway field components are explained. The Petri net models given in this chapter are *ordinary* and *safe*. Since there are four possible route reservations intersecting with each other for the given railway field in Figure 3.2, the Petri net model related with the route reservations can be represented by five places (see Figure 3.3). The meanings of the places and transitions for all Petri net models are given in Table 3.1 in this chapter.

![Petri net model of the route reservations.](image)

*Figure 3.3:* Petri net model of the route reservations.

As can be seen from Figure 3.3, only one route reservation is permitted to prevent the trains from collisions.

The Petri net model of the PM is given in Figure 3.4. As represented in Figure 3.4, some places and some transitions are assumed as unobservable. The position of the PM can be detected by the help of the position sensors. So the movement of the PM from one position to another is assumed as unobservable (the
PM is in the middle of movement). As an operational restriction, the PM has to change its position in 7 seconds. When the PM begins to change its position, the token in \( p_2 \) (or \( p_1 \)) moves to the unobservable place \( p_3 \) (or \( p_4 \)) over the transition \( t_3 \) (or \( t_1 \)). If the PM does not reach its new position in 7 seconds, then the faulty transition \( t_{f2} \) (or \( t_{f1} \)) fires and the token in the unobservable place \( p_3 \) (or \( p_4 \)) moves to \( p_{f2} \) (or \( p_{f1} \)) over the transition \( t_{f2} \) (or \( t_{f1} \)). On the other hand, if the PM reaches its new position, the token in \( p_3 \) (or \( p_4 \)) moves to \( p_1 \) (or \( p_2 \)) over the transition \( t_4 \) (or \( t_2 \)).

**Figure 3.4 :** Petri net model of the PM.

The Petri net models of the signals are given in Figure 3.5 (a: two-aspect signal, b: three-aspect signal). Initially, all signals in the railway field are red. Signals can show proper color indications other than red, according to route reservations. Assume that it is desired to reserve the route 1 to 3. When the route 1 to 3 is reserved, a train occupies the blocks T001, PMT01 and T003, respectively.

**Figure 3.5 :** Petri net models of the signals.

The Petri net models given in Figure 3.5 represent the signals RS203 and RS301. \( R \), \( Y \) and \( G \) indicate Red, Yellow, and Green colors, respectively. After the acceptance of the related route request, it is expected that the PM is in the normal position. If it is not in the proper position, then the signaling control software sends an appropriate command to the PM. When the PM is in the proper position, the token
in the place \( p_8 \) moves to the place \( p_9 \) by the firing of the transition \( t_{12} \). The places \( p_1 \) and \( p_2 \) denoted by rectangles in Figure 3.5 represent such conditions. The signal RS203 can be green \((p_7)\) if the PM is in the reverse position \((p_2)\). Similarly, the signal RS301 can be green \((p_9)\) or yellow \((p_{10})\) if the PM is in the normal position \((p_1)\). The signal RS301 remains to be green until a train enters the railway block PMT01 or a route cancellation request from the TCC is received.

The unobservable transitions \( t_{f3}, t_{f4}, \text{and} t_{f5} \) represent the faulty transitions which can be encountered in signal malfunctions. In some cases, signals can show wrong color indications due to electromagnetic fields and cable short circuits. When such a fault occurs, it has to be detected immediately by the signaling control software, and depending on the condition of the other components, the system moves to safe-state (e.g. all route requests are rejected and all signals related to the faulty signal become red).

Finally, the train movement is monitored and detected by the help of the track circuits and each railway block is modeled by a single place with entrance and exit transitions which represent the direction of the movement (see Figure 3.6). The train is expected to enter and exit the railway blocks in order. When a train enters the related railway block, a token is put in its related place (e.g. for T001, a token is added to the place \( p_{11} \) by the firing of \( t_{18} \) or \( t_{21} \)) depending on the direction of movement. The token in the place \( p_{11} \) is removed by the firing of \( t_{20} \) (or \( t_{19} \)) when the train exits the track T001. The places \( p_{11-1}, p_{12-1}, p_{13-1} \text{and} p_{14-1} \) are used to restrict the train entrance into the railway blocks while the corresponding block is occupied by another train. Additionally, the entrance of each railway block is enabled by the signal colors. The entrance of a train to T001 and T003 are enabled by the signals RS201 and LS203, respectively, as shown in Figure 3.6. Similarly, for the routes 1 to 3 or 2 to 3, the entrance of a train to PMT01 is enabled by the signals RS301 or RS203. After the route 1 to 3 is reserved, a train in T001 can enter PMT01 when the signal RS301 is yellow or green. The places \( p_7, p_9 \text{and} p_{10} \) denoted by rectangles in Figure 3.6 represent the restriction of the entrance of the train to PMT01 by the signals RS301 \((p_9, p_{10})\) or RS203 \((p_7)\). Depending on the condition of the railway field, the entrance into PMT01 is enabled by the proper signal colors. Similar
restrictions have to be added to each railway block Petri net model but not shown here for simplification.

![Petri net models of the railway blocks.](image)

**Figure 3.6:** Petri net models of the railway blocks.

Note that the Petri net models of the railway field components given in this thesis are compact models which just represent the main operational behavior of the components. These models can then be converted to software blocks by using different approaches [79]-[81]. For the railway field shown in Figure 3.2, the software contains six signals, one PM, and four railway blocks including their relations.

### 3.4.2 Some Possible Faults

In railway signaling systems, in order to provide a safe and effective transportation, failures can be classified according to their importance. Some failures can be overcome by just informing the TCC and the train drivers of their occurrences, whereas some failures cannot. In the latter case the whole system has to be stopped. For instance, when a PM malfunction occurs, the signaling system informs the TCC of the occurrence and do not permit the train movement in the PM area. Furthermore, trains can be guided to alternative ways. Likewise, if a track circuit (or an axle counter) malfunction occurs such as the disappearance of the train on the railway line, the signaling system has to stop trains immediately and also informs the TCC. The former case for which raising an alarm is enough is referred to an alarm condition, whereas the latter case for which trains have to stop is referred to
a safe-state condition. For the given railway field of Figure 3.2, some possible failures and their results can be summarized as follows:

**Table 3.1 :** Meanings of places and transitions in the model given in Figure 3.3 - Figure 3.6.

<table>
<thead>
<tr>
<th>Place</th>
<th>Meaning</th>
<th>Transition</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{idle}$</td>
<td>There is no route reservation</td>
<td>$t_1$</td>
<td>PM left normal position</td>
</tr>
<tr>
<td>$p_{1-3}$</td>
<td>The route from 1 to 3 is reserved</td>
<td>$t_2$</td>
<td>PM reached reverse position</td>
</tr>
<tr>
<td>$p_{2-3}$</td>
<td>The route from 2 to 3 is reserved</td>
<td>$t_3$</td>
<td>PM left reverse position</td>
</tr>
<tr>
<td>$p_{3-1}$</td>
<td>The route from 3 to 1 is reserved</td>
<td>$t_4$</td>
<td>PM reached normal position</td>
</tr>
<tr>
<td>$p_{3-2}$</td>
<td>The route from 3 to 2 is reserved</td>
<td>$t_5$</td>
<td>7 seconds passed</td>
</tr>
<tr>
<td>$p_1$</td>
<td>PM is in normal position</td>
<td>$t_6$</td>
<td>Move PM to normal position</td>
</tr>
<tr>
<td>$p_2$</td>
<td>PM is in reverse position</td>
<td>$t_7$</td>
<td>Move PM to reverse position</td>
</tr>
<tr>
<td>$p_3$</td>
<td>PM is moving from reverse position to normal position</td>
<td>$t_8$</td>
<td>7 seconds passed</td>
</tr>
<tr>
<td>$p_4$</td>
<td>PM is moving from normal position to reverse position</td>
<td>$t_9$</td>
<td>Turn signal to red</td>
</tr>
<tr>
<td>$p_5$</td>
<td>PM does not reach desired position</td>
<td>$t_{10}$</td>
<td>Turn signal to green</td>
</tr>
<tr>
<td>$p_6$</td>
<td>Two-aspect signal is red</td>
<td>$t_{11}$</td>
<td>Signal fault acknowledged</td>
</tr>
<tr>
<td>$p_7$</td>
<td>Two-aspect signal is green</td>
<td>$t_{12}$</td>
<td>Turn signal to green</td>
</tr>
<tr>
<td>$p_8$</td>
<td>Three-aspect signal is red</td>
<td>$t_{13}$</td>
<td>Turn signal to red</td>
</tr>
<tr>
<td>$p_9$</td>
<td>Three-aspect signal is green</td>
<td>$t_{14}$</td>
<td>Turn signal to yellow</td>
</tr>
<tr>
<td>$p_{10}$</td>
<td>Three-aspect signal is yellow</td>
<td>$t_{15}$</td>
<td>Turn signal to red</td>
</tr>
<tr>
<td>$p_{11}$</td>
<td>Railway block T001 is occupied</td>
<td>$t_{16}$</td>
<td>Signal fault acknowledged</td>
</tr>
<tr>
<td>$p_{12}$</td>
<td>Railway block PMT01 is occupied</td>
<td>$t_{17}$</td>
<td>Signal fault acknowledged</td>
</tr>
<tr>
<td>$p_{13}$</td>
<td>Railway block T002 is occupied</td>
<td>$t_{18}$</td>
<td>Occupy railway block T001</td>
</tr>
<tr>
<td>$p_{14}$</td>
<td>Railway block T003 is occupied</td>
<td>$t_{19}$</td>
<td>Vacate railway block T001</td>
</tr>
<tr>
<td>$p_{15}$</td>
<td>PM did not reach reverse position</td>
<td>$t_{20}$</td>
<td>Occupy railway block T002</td>
</tr>
<tr>
<td>$p_{16}$</td>
<td>PM did not reach normal position</td>
<td>$t_{21}$</td>
<td>Vacate railway block T002</td>
</tr>
<tr>
<td>$p_{17}$</td>
<td>Restriction of T001</td>
<td>$t_{22}$</td>
<td>Vacate railway block PMT01</td>
</tr>
<tr>
<td>$p_{18}$</td>
<td>Restriction of PMT01</td>
<td>$t_{23}$</td>
<td>Vacate railway block T003</td>
</tr>
<tr>
<td>$p_{19}$</td>
<td>Restriction of T002</td>
<td>$t_{24}$</td>
<td>Vacate railway block PMT01</td>
</tr>
<tr>
<td>$p_{20}$</td>
<td>Restriction of T003</td>
<td>$t_{25}$</td>
<td>Vacate railway block T003</td>
</tr>
</tbody>
</table>

**Transitions**

<table>
<thead>
<tr>
<th>Transition</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{f1}$</td>
<td>Fault occurs while PM is moving from normal position to reverse position</td>
</tr>
<tr>
<td>$t_{f2}$</td>
<td>Fault occurs while PM is moving from reverse position to normal position</td>
</tr>
<tr>
<td>$t_{f3}$</td>
<td>Faulty green color in the signal</td>
</tr>
<tr>
<td>$t_{f4}$</td>
<td>Faulty yellow color in the signal</td>
</tr>
<tr>
<td>$t_{f5}$</td>
<td>Faulty green color in the signal</td>
</tr>
<tr>
<td>$t_{f6}$</td>
<td>Faulty yellow color in the signal</td>
</tr>
<tr>
<td>$t_{f7}$</td>
<td>Faulty yellow color in the signal</td>
</tr>
<tr>
<td>$t_{f8}$</td>
<td>Faulty green color in the signal</td>
</tr>
<tr>
<td>$t_{f9}$</td>
<td>Faulty green color in the signal</td>
</tr>
<tr>
<td>$t_{f10}$</td>
<td>Faulty yellow color in the signal</td>
</tr>
<tr>
<td>$t_{f11}$</td>
<td>Faulty yellow color in the signal</td>
</tr>
</tbody>
</table>
1. Alarm conditions:

- A signal which is in the opposite direction for the route shows any color other than red after the route is reserved. Assume that the route 1 to 3 is reserved and the entrance signal RS301 is green. Then the signals LS301, LS203 and RS203 must be red. For instance, assume that the signal LS301 becomes green instead of red after the route 1 to 3 is reserved. In this situation, the route 1 to 3 have to be cancelled immediately and the entrance signal of the route (RS301) must be red if the train has not entered yet. On the other hand, if the train has entered the route when the fault occurs at the signal LS301, the TCC must inform all other incoming trains of the occurrence of the fault because the route cannot be cancelled while a train is moving. A similar scenario can be explained by the help of the example railway yard given in Figure 3.7. If a fault occurs at the signal RS203 when the route 1 to 3 is not reserved and the block T002 is free, raising an alarm is enough to provide system safety.

- The position of the PM is corrupted after a route is reserved. Assume that the route 3 to 2 is reserved, the PM is in the reverse position, and the entrance signal LS301 is yellow. The position of the PM must be locked in reverse until the route is cancelled or a train has passed. When the position of the PM is corrupted, the route has to be cancelled if there is no train in the route. If a train is moving in the route when the fault occurs in the PM, the train driver must be informed by the TCC about the occurrence of the fault. In both cases, an alarm signal is also produced to inform the dispatchers.

2. Safe-state conditions:

- A signal which is in the opposite direction for the route shows any color other than red after the route is reserved and the railway block is occupied. Assume that the route 1 to 3 is reserved and the train occupies the blocks T001 and PMT01. In this situation, the entrance signal RS301 is red because the train has entered PMT01. Assume also that the railway block T002 is also occupied by another train. If the color of the signal RS203 becomes green by the occurrence of a fault (while a train is moving in the route 1 to 3), then the whole system have to move to the safe-state where all
signals must be red and all trains have to be stopped immediately in order to prevent collisions. This scenario is illustrated in Figure 3.7.

![Figure 3.7: Catastrophic fault.](image)

### 3.4.3 Diagnoser Design

The diagnoser is designed by using the procedure given in [21], [26], [29], and [30]. Although there are four possible route reservations for the railway field given in Figure 3.2, only a part of the diagnoser for the reservation of the route 1 to 3 is given in Figure 3.8. The diagnoser in Figure 3.8 partially represents the route reservation process after the route 1 to 3 is requested from the TCC and accepted by the signaling control software. The other route reservations are not mentioned here but they can be dealt with in a similar manner.

Each state represented by a rectangle consists of a pair of a marking of places \( p_1 \) to \( p_{14} \), \( p_f1 \), and \( p_f2 \) and a label \( N \) or \( F_i \) \( (i \in \{1,2,3,4,5\}) \). That is, in the part of the diagnoser, a marking just after an observed event is uniquely determined. Also, multiple failures are not dealt with for simplification. Each failure type \( F_i \) is related with the faulty transition \( t_{fi} \). Each state transition is labeled by the observation of a marking or a pair of the observation of a marking and an observable transition with a slight abuse of notation. (According to the definition of (3.8), each state transition is labeled by the observation of a marking or an observable transition. In Figure 3.8, for ease of understanding, the observation of a marking is also attached in the latter case.) The former corresponds to the case where only the change of the observation of a marking is observed, whereas the latter corresponds to the case where the firing of an observable transition is observed with the observation of a marking. For instance, at the initial state of the diagnoser, the event label \( \hat{M}1-t_3 \) indicates that the firing of an observable transition \( t_3 \) is observed with the observation \( \hat{M}1 \) of the resulting marking. Also, at the state \( \{((1,0,0,0,0,1,0,1,0,0,0,0,1,0,0,0), N)\} \) with the
observable marking $\hat{M}_{20}$, the event label $\hat{M}_{23}$ represents that the observable marking $\hat{M}_{20}$ changes to $\hat{M}_{23}$ by the firing of an unobservable transition $t_{f5}$ which is not indicated in the event label. Note that in any marking, underlines are used to indicate unobservable places.

According to Theorem 3.1 given in Subchapter 3.2 and the part of the diagnoser given in Figure 3.8, there is no $F_i$-indeterminate cycle for any failure type $F_i$ and the system is diagnosable in the considered situation. (Note that we can verify that the system is entirely diagnosable.) Due to safety reasons, it should be an expected result. In Figure 3.8, the thick rectangles indicate the safe-state conditions whereas the dashed rectangles indicate alarm conditions.

While reserving the route 1 to 3, if a fault occurs in the PM movement (the faulty transition $t_{f2}$ in Figure 3.4 fires), an alarm is raised and the route reservation is cancelled. This situation is represented by the state $\{((0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0), F_2)\}$ with the observable marking $\hat{M}_6$ which means that the PM did not reach the desired position in 7 seconds. At this state, the dispatcher in the TCC can request to move the PM either to the reverse or to the normal position. When the PM moves to the proper position for the route 1 to 3 and is locked, if a fault occurs at the entrance signal of the route (the signal RS301) or at the signal RS203 (the faulty transitions $t_{f3}$, $t_{f4}$, or $t_{f5}$ fires), the route reservation is also cancelled. This situation is represented by the state $\{((0,0,1,0,0,1,0,0,0,0,0,0,0,0,0,0,0), F_3)\}$ with the observable marking $\hat{M}_7$, $\{((0,0,1,0,0,1,0,0,0,1,0,0,0,0,0,0,0), F_4)\}$ with the observable marking $\hat{M}_8$ or $\{((0,0,1,0,0,1,0,0,1,0,0,0,0,0,0,0,0), F_5)\}$ with the observable marking $\hat{M}_9$. The safe-state condition may occur if, after the route 1 to 3 is reserved, the railway block T002 is occupied and a train is moving in the route. These are indicated as thick rectangles in Figure 3.8. In such a situation, the trains have to stop by the help of the Automatic Train Protection (ATP) and Automatic Train Stop (ATS) equipment which are out of the scope of this thesis.
A benefit of such a diagnoser design is that it enables us to check the adequacy of the constructed Petri net models. While developing signaling control software (see Figure 2.1), the designers have to perform worst-case analysis which can also be considered as a deal between the system safety and ease of operations. Since the Petri net models have to be simple for easy error tracking of the software and also reliable for safe transportation, the designers have to cope with both simplicity and reliability specifications. For example, if the signaling control software is developed by just considering the safety issues at first sight, then the whole system may fall into the safe-state condition in case of any simple failure such as the stoppage of the whole train traffic with a simple signal malfunction. This will result in long headways in railway operations and waste of time. On the other hand, if safety issues are not considered enough, then accidents may occur, which is also an unwanted situation. The design of a diagnoser using the DESs approach helps to decide what should be done in case of each failure. For some failures, just raising an alarm could be enough to provide the system safety (e.g. $\{(1,0,0,0,1,0,0,0,1,0,0,0,0), F_4\}$ with the observable marking $\hat{M}^{22}$ and $\{(1,0,0,0,1,0,0,0,1,0,0,0,0), F_5\}$ with the observable marking $\hat{M}^{23}$ in Figure 3.8) whereas in some cases the whole system has to move into the safe-state where all signals are red, all PMs are locked, and all trains have to be stopped immediately (e.g. $\{(0,0,1,0,0,1,1,0,0,0,1,0,0,0), F_3\}$ with the observable marking $\hat{M}^{17}$ and $\{(0,0,1,0,0,1,1,0,0,1,0,0,0), F_3\}$ with the observable marking $\hat{M}^{18}$ in Figure 3.8). Briefly, designing a diagnoser can be considered as an additional safety procedure which allows designers to verify the accurateness of the related Petri net models and so the developed software.

3.5 Concluding Remarks

The structure of the fixed-block railway signaling systems enables signaling software designers to study these systems as DESs. Since the railway systems are in the class of safety-critical systems where human life is in question, the detection of the occurrence of the fault as soon as possible and preventing the system from possible faulty conditions is the most important issue. The safety of the entire system
has to be guaranteed at all times. In this chapter, a sample railway field is modeled by using a well-known modeling tool Petri nets and the DESs based fault diagnosis approach is applied to design a diagnoser. Designing a diagnoser can be time-consuming but enables signaling software designers to verify their models before proceeding to the test phase of the developed signaling system software. Even for a small-scaled railway field as given in Figure 3.2, the testing phase of all possibilities of the developed signaling system software can take one week. After testing the developed signaling system software, the errors should be reported and later, the developers should go back to the design phase and fix the reported errors. After that, all the tests have to be performed from the very beginning [4].
Figure 3.8: A part of the diagnoser for the route 1 to 3.
4. Decision Making Strategies in Fixed-Block Signaling Systems

In this chapter, according to the recommendations of the railway-related safety standards, decision making strategies including fault diagnosis are developed based on the Petri net models of railway field components in the interlocking system architecture of [10] which consists of two controllers and a coordinator.

4.1 Control Architecture

The control architecture studied in this chapter is given in Figure 4.1 [10]. We use combination of failure assertion programming, defensive programming, and N-version programming in this control architecture to satisfy the requirements of the safety standards for developing SIL3 software. Since railway signaling systems can be classified as safety-critical, the signaling system has to be fail-safe and N is chosen as 2. It is assumed that there is a reliable communication (e.g. safe-ethernet) between the coordinator, the control center, and the controllers.

In Figure 4.1, the system block represents the railway field. The components in the railway field are desired to be controlled by using two parallel running controllers (e.g. programmable logic controllers) which are assumed to be fail-safe. These controllers are designed by two independent workgroups according to diverse programming, and they do not communicate with each other.

**Figure 4.1**: The control architecture.
The structure of a controller is shown in Figure 4.2. Each block in the controller is the software block for each railway field component and each route in the railway topology. For every railway field component, a single Petri net model is constructed and added to the corresponding software block. The software block also includes the diagnoser and failure recovery module for the component (e.g. a PM block contains the Petri net model, diagnoser, and failure recovery module for the PM).

![Figure 4.2: Structure of a controller.](image)

As previously mentioned in the introduction section, the use of defensive and failure assertion programming techniques should be implemented in the software block while constructing the Petri net models. For instance, as a general rule that has been accepted all over the world, movement of a PM must be rejected whenever its railway block is occupied. This rule should be taken into account while constructing the Petri net models by the designers as an application of the defensive programming technique. Moreover, as an application of the failure assertion programming technique, position information of a PM and color information of a signal should be checked before and after an incoming request from the control center to ensure it is functioning correctly.

For the purpose of failure diagnosis, we assume that the Petri net model of each railway field component satisfies Assumptions 1 and 2 imposed in Subchapter 3.2. Since we focus on the failure diagnosis, we do not address the issue of failure recovery in this thesis.

The coordinator receives the requests from the control center and the sensor information from the railway field. The requests of the control center are sent to the controllers immediately whereas the sensor information are sent to the controllers periodically (e.g. 2 sec.). Each controller evaluates the requests according to the common
knowledge (e.g. a table where the safety precautions are determined), produces its decision, and then sends it back to the coordinator. The coordinator gives final decisions by comparing controllers’ decisions using simple logical operations. It is important to note that the controllers have different cycle times and evaluation strategies due to diverse design [11]. Due to this asynchronous nature, they do not receive the requests from the coordinator simultaneously. Similarly, the coordinator does not receive the decisions of the controllers at the same time.

If one controller detects a fault in a railway field component but the other controller does not, the former reports this fault information to the coordinator immediately and the coordinator sends the fault information to both the traffic control center and the other controller which did not detect the fault. Then, the controller that did not detect the fault acts as there is faulty condition in the related railway field component (e.g. the controller denies the incoming requests related with the faulty field component).

4.2 Decision Making Strategies

Since high level of risk is in question, railway signaling systems must have strict rules. As previously mentioned the interlocking system warns the traffic control center or stops the whole system depending on the failure. If the stuck of a PM occurs during a route reservation procedure, the route request should be rejected and information about the failure should be sent to the control center. It is not necessary to stop the whole system in case of such a failure.

In Turkey, most of the railways are rather old as compared with the other European countries. Especially, most of the equipment used in the old fixed-block railway lines are old and faults can occur easily in bad weather conditions such as cold and rain. For example, in a cold day, the blades of these old PMs can stick to each other. Similarly, when there is heavy rain, the blades of the PMs can be stopped in the middle of the movement due to electrical malfunction. Therefore, while developing interlocking software for old railway lines, one of the main requirements of the TCDD is to detect these kinds of faults.

It is supposed that while a train is moving in the pre-reserved route for itself, due to a faulty decision of the controller(s), the position of the PM is changed even if
the railway block of the point machine is occupied. As a result, the cars of the train will be derailed. This situation is illustrated in Figure 4.3. The interlocking software must be designed so that this situation can be avoided.

![Diagram of railway block and point machine](image)

**Figure 4.3**: Derailment of a train.

### 4.2.1 Petri Net Models and Diagnosers

For each railway field component, its Petri net models are constructed by two different workgroups. Since two controllers obtain the same sensor information on the railway field, we assume that the constructed Petri net models have the common observable places and common observable transitions. Two different Petri net models of a PM are shown in Figure 4.4. Note that, unobservable places and transitions are indicated in Figure 4.4 as striped places and transitions.

Representations of the Petri net models shown in Figure 4.4a and Figure 4.4b are as follows, respectively:

\[
P_{cl, o} = \{ p_{cl, 1}, p_{cl, 2}, p_{cl, 5}, p_{cl, 6} \},
\]

\[
P_{cl, wo} = \{ p_{cl, 3}, p_{cl, 4}, p_{cl, 7}, p_{cl, 8}, p_{cl, f1}, p_{cl, f2} \},
\]

\[
T_{cl, o} = \{ t_{cl, 1}, t_{cl, 2}, t_{cl, 3}, t_{cl, 4}, t_{cl, 5}, t_{cl, 6}, t_{cl, 7}, t_{cl, 8}, t_{cl, 9}, t_{cl, 10}, t_{cl, 11}, t_{cl, 12} \},
\]

\[
T_{cl, wo} = \{ t_{cl, f1}, t_{cl, f2}, t_{cl, f3}, t_{cl, f4}, t_{cl, f5}, t_{cl, f6}, t_{cl, f7}, t_{cl, f8} \},
\]

\[
M_{cl, 0} = (M_{cl, 0}(p_{cl, 1}), M_{cl, 0}(p_{cl, 2}), M_{cl, 0}(p_{cl, 3}), M_{cl, 0}(p_{cl, 4}), M_{cl, 0}(p_{cl, 5}), M_{cl, 0}(p_{cl, 6}), M_{cl, 0}(p_{cl, 7}), M_{cl, 0}(p_{cl, 8}), M_{cl, 0}(p_{cl, f1}), M_{cl, 0}(p_{cl, f2})),
\]

\[
= (0, 1, 0, 0, 0, 0, 0, 0, 0, 0).
\]
\[
P_{c2,o} = \{p_{c2,1}, p_{c2,2}, p_{c2,5}, p_{c2,6}\}, \\
P_{c2,uo} = \{p_{c2,3}, p_{c2,4}, p_{c2,7}, p_{c2,f1}, p_{c2,f2}\}, \\
T_{c2,o} = \{t_{c2,1}, t_{c2,2}, t_{c2,3}, t_{c2,4}, t_{c2,5}, t_{c2,6}, t_{c2,7}, t_{c2,8}, t_{c2,9}, t_{c2,10}\}, \\
T_{c2,uo} = \{t_{c2,f1}, t_{c2,f2}, t_{c2,f3}\}, \\
M_{c2,0} = (M_{c2,0}(p_{c2,1}), M_{c2,0}(p_{c2,2}), M_{c2,0}(p_{c2,3}), M_{c2,0}(p_{c2,4}), M_{c2,0}(p_{c2,5}), M_{c2,0}(p_{c2,6}), M_{c2,0}(p_{c2,7}), M_{c2,0}(p_{c2,f1}), M_{c2,0}(p_{c2,f2})) \\
= (0, 1, 0, 0, 0, 1, 0, 0).
\]

**Figure 4.4**: Different Petri Net models of a PM.

The meanings of the places and the transitions in these models are given in Table 4.1. Note that in any marking, underlines are used to indicate unobservable places. It is assumed that there are three different failure types \( \Delta_F = \{F_1, F_2, F_3\} \), where \( T_{F_1} = \{t_{c1,f1}, t_{c1,f4}\} \), \( T_{F_2} = \{t_{c1,f2}, t_{c1,f3}\} \), and \( T_{F_3} = \{t_{c1,f5}, t_{c1,f6}, t_{c1,f7}, t_{c1,f8}\} \) for the Petri net in Figure 4.4a and \( T_{F_1} = \{t_{c2,f1}\} \), \( T_{F_2} = \{t_{c2,f2}\} \), and \( T_{F_3} = \{t_{c2,f3}\} \) for the Petri net in Figure 4.4b. \( F_1 \) and \( F_2 \) mean that a PM does not reach its desired position in 7 sec while moving to reverse and normal position, respectively. \( F_3 \) means the stuck of the blades of the PM. If the actual position (possibly the initial
position) of a PM does not change in a predefined time instance after an incoming PM position request, it is assumed as the stuck of the blades of the PM by the interlocking software.

The Petri net models in Figure 4.4 are slightly different from each other due to the difference between the design strategies of two independent workgroups. Assume that the PM is in the reverse position (the tokens are in the places \( p_{c1,2} \) and \( p_{c2,2} \), respectively) and by an incoming position request from the coordinator, the tokens move to the places \( p_{c1,3} \) and \( p_{c2,3} \) by the firing of \( t_{c1,3} \) and \( t_{c2,3} \), respectively.

In the Petri net model given in Figure 4.4a, the token can move to the place \( p_{c1,3} \) by the faulty transition \( t_{c1,3} \) or the place \( p_{c1,1} \) by the observable transition \( t_{c1,4} \). Although it is likely to occur, the token in the place \( p_{c1,3} \) can move to the place \( p_{c1,6} \) by the faulty transition \( t_{c1,5} \). By contrast, this failure situation is not considered by the other workgroup. If the last mentioned situation occurs, only the first controller can detect the occurrence of the fault (\( t_{c1,5} \)). As mentioned before, the main purpose of the diverse programming is to detect the design faults and prevent the system.

<table>
<thead>
<tr>
<th>Place</th>
<th>Meaning</th>
<th>Transition</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{c1,1} ) ( (p_{c2,1}) )</td>
<td>PM is in normal position</td>
<td>( t_{c1,1} ) ( t_{c2,1} )</td>
<td>PM left normal position</td>
</tr>
<tr>
<td>( p_{c1,2} ) ( (p_{c2,2}) )</td>
<td>PM is in reverse position</td>
<td>( t_{c1,2}, t_{c1,11}, t_{c2,2} )</td>
<td>PM reached reverse position</td>
</tr>
<tr>
<td>( p_{c1,3} ) ( (p_{c2,3}) )</td>
<td>PM is moving from reverse position to normal position</td>
<td>( t_{c1,3} ) ( t_{c2,3} )</td>
<td>PM left reverse position</td>
</tr>
<tr>
<td>( p_{c1,4} ) ( (p_{c2,4}) )</td>
<td>PM is moving from normal position to reverse position</td>
<td>( t_{c1,4}, t_{c1,12}, t_{c2,4} )</td>
<td>PM reached normal position</td>
</tr>
<tr>
<td>( p_{c1,5} ) ( (p_{c2,5}) )</td>
<td>PM did not reach desired position</td>
<td>( t_{c1,5}, t_{c1,8}, t_{c2,5}, t_{c2,8} )</td>
<td>7 seconds passed</td>
</tr>
<tr>
<td>( p_{c1,6} ) ( (p_{c2,6}) )</td>
<td>PM stuck fault has occurred</td>
<td>( t_{c1,6} ) ( t_{c2,6} )</td>
<td>Move PM to normal position</td>
</tr>
<tr>
<td>( p_{c1,7} )</td>
<td>PM is moving to reverse position after fault</td>
<td>( t_{c1,7} ) ( t_{c2,7} )</td>
<td>Move PM to reverse position</td>
</tr>
<tr>
<td>( p_{c1,8} )</td>
<td>PM is moving to normal position after fault</td>
<td>( t_{c1,9} ) ( t_{c2,9} )</td>
<td>PM stuck fault acknowledge to normal position</td>
</tr>
<tr>
<td>( (p_{c2,7}) )</td>
<td>Stuck fault restriction of PM</td>
<td>( t_{c1,10} ) ( t_{c2,10} )</td>
<td>PM stuck fault acknowledge to reverse position</td>
</tr>
<tr>
<td>( p_{c1,11} ) ( (p_{c2,11}) )</td>
<td>PM position indication fault while moving to reverse position</td>
<td>( t_{c1,11}, t_{c1,16}, t_{c2,11} )</td>
<td>Indication fault occurs while PM is moving to reverse position</td>
</tr>
<tr>
<td>( p_{c1,12} ) ( (p_{c2,12}) )</td>
<td>PM position indication fault while moving to normal position</td>
<td>( t_{c1,12}, t_{c1,15}, t_{c2,12} )</td>
<td>Indication fault occurs while PM is moving to normal position</td>
</tr>
</tbody>
</table>

\( t_{c1,11}, t_{c1,16}, t_{c1,15}, t_{c2,11} \) Stuck of PM blades is detected

Table 4.1 : Meanings of places and transitions in the models shown in Figure 4.4.
Parts of the diagnosers, defined in Subchapter 3.2, for the Petri net models given in Figure 4.4 are shown in Figure 4.5. Each state represented by a rectangle includes a pair of marking of places and a label $N$ or $F_i$ ($i \in \{1, 2, 3\}$). That is, in the parts of the diagnosers, a marking just after an observed event is uniquely determined. Besides, multiple failures are not dealt with in the thesis for simplification.

As in the diagnoser shown in Figure 3.8, each state transition of the diagnoser is labeled by the observation of a marking or a pair of the observation of a marking and an observable transition with a slight abuse of notation. (According to the definition of (3.8), each state transition is labeled by the observation of a marking or an observable transition.)

\[ \text{Figure 4.5 : Diagnosers of the Petri net models given in Figure 4.4.} \]
For instance, at the initial state of the diagnoser in Figure 4.5a, the event label $\hat{M}_{1-3}$ represents that the observable marking $\hat{M}_{1-3}$ is observed by the firing of the unobservable transition $t_{c1,f6}$. Similarly, the state of the diagnoser shown in Figure 4.5b changes from $\{(0,0,0,0,0,1,0,0,N)\}$ to $\{(1,0,0,0,0,1,0,0,N)\}$ by the firing of the observable transition $t_{c2,s4}$ with the observation $\hat{M}_{2-2}$ of the resulting marking. According to Theorem 3.1 given in Subchapter 3.2, since there is no $F_i$-indeterminate cycle in the diagnosers, both Petri net models are diagnosable. As discusses in Subchapter 3.4, the diagnosability concept is a must for railway interlocking systems, and checking the diagnosability of the constructed models allows designers to prevent design inadequacy before testing the interlocking software.

4.2.2 Decision Rules of the Controllers and the Coordinator

The following four requests from the traffic control center are considered:

$r_1$ : Reserve route,
$r_2$ : Cancel route,
$r_3$ : Move PM to normal,
$r_4$ : Move PM to reverse.

Let $R$ be the set of these requests. When the coordinator receives a request $r_j \in R$ from the traffic control center, it sends the request $r_j$ to the controllers. Then, the controllers make local decisions $C_{di}(r_j) \in \{1, 0\}$, ($i = 1, 2, j = 1, 2, 3, 4$), where $C_{di}(r_j) = 1$ (respectively, 0) means that the controller $i$ decides to accept (respectively, reject) the request $r_j$. For example, when a PM position request ($r_3$ or $r_4$) is received from the coordinator, each controller checks if the railway block of the PM is occupied, if the PM is moving from one position to another, and if there is any faulty condition or not. The controller rejects the incoming request unless all these criteria are met. That is, the local decision is made as follows:

$$C_{di}(r_j) = \begin{cases} 
1, & \text{if all safety criteria related with the request are satisfied} \\
0, & \text{otherwise.}
\end{cases}$$  (4.1)

whether all safety criteria are satisfied is verified using the Petri net models in the controller.
The coordinator compares the local decisions of the controllers and gives its final decision to prevent the whole system from falling into a dangerous situation [10]. The final decision is sent from the coordinator to the both controllers, the traffic control center, and the railway field (if necessary). For some of the requests, the coordinator does not demand full agreement of the controllers whereas for some of the requests, the coordinator demands full agreement of the controllers. We first consider a route request ($r_1$) for a non-reserved route. When a route request is received, the coordinator demands full agreement of the controllers to reserve the route. That is, the final decision is made as follows:

$$C_d(r_1) = \begin{cases} 1, & \text{if } C_{d1}(r_1) = 1 \land C_{d2}(r_1) = 1, \\ 0, & \text{otherwise.} \end{cases}$$ (4.2)

By contrast, for a route cancelation request ($r_2$) after the route is reserved (the route is electronically locked, the color of the entrance signal of the route is not red, and the train has not entered the route yet), the coordinator does not demand full agreement of the controllers because keeping a signal red is safer than any other color indication, and the electronic lock of the route will be released after the cancellation procedure. That is, the final decision is given as

$$C_d(r_2) = \begin{cases} 1, & \text{if } C_{d1}(r_2) = 1 \lor C_{d2}(r_2) = 1, \\ 0, & \text{otherwise.} \end{cases}$$ (4.3)

If the cancellation request ($r_2$) is received before the route is reserved (the route is not locked electronically and the color of the entrance signal of the route is still red), then the coordinator demands full agreement like in (4.2).

For a PM position request ($r_3$ or $r_4$), the coordinator checks additional requirements. For example, if the railway block of a PM is occupied, the coordinator does not move the PM even if both controllers agree. The occupation of the railway block is an additional safety check to move a PM to a desired position, and it is represented by a Boolean variable $Oc_{RB} \in \{1, 0\}$ defined as

$$Oc_{RB} = \begin{cases} 1, & \text{if unoccupied,} \\ 0, & \text{if occupied.} \end{cases}$$ (4.4)

The final decision for a PM position request ($r_3$ or $r_4$) is made as follows:
\[ C_d(r_j) = \begin{cases} 1, & \text{if } C_{d_1}(r_j) = 1 \land C_{d_2}(r_j) = 1 \land O_{C_{RB}} = 1, \\ 0, & \text{otherwise} \end{cases} \quad (4.5) \]

For instance, when the request \( r_3 \) is received from the traffic control center, the coordinator will accept this request if both controllers accept it and the related railway block is unoccupied. Using the additional check of \( O_{C_{RB}} \), a kind of derailment shown in Figure 4.3 can be prevented. In general, the coordinator is designed as simple as possible to decrease the possible design faults. We include this additional safety check in the operations of the coordinator since it involves only the AND operation.

The controllers not only make decisions for requests but also perform failure diagnosis. When failure information is received from a controller, the coordinator immediately informs the traffic control center without demanding full agreement and provides railway field safety (e.g. all related signals in the railway field become red and all incoming requests will be rejected).

The local diagnosis decision rule \( C_{f_i}(i=1,2) \) of the controllers is defined as a map \( C_{f_i}: Q_{di} \rightarrow \{N,U\} \cup 2^{\Delta_f} \), where for each state \( q_{di} \in Q_{di} \) of the diagnoser[38],

\[
C_{f_i}(q_{di}) = \begin{cases} \{ F_j \in \Delta_f : q_{di} \text{ is } F_j\text{-certain} \}, & \text{if } q_{di} \text{ is } F_j\text{-certain for some } F_j \in \Delta_f \\ N, & \text{if } I^{\Delta} = N \text{ for any } (M^{\Delta}, I^{\Delta}) \in q_{di} \\ U, & \text{otherwise.} \end{cases} \quad (4.6)
\]

Note that \( U \) is used to indicate that the local diagnosis is unsure whether a fault has occurred or not. Each controller outputs the local diagnosis decision \( C_{f_i}(q_{di}) \) when its diagnoser’s state is \( q_{di} \). The decision fusion rule \( C_f \) of the coordinator is also defined as a map \( C_f: (\{N,U\} \cup 2^{\Delta_f}) \times (\{N,U\} \cup 2^{\Delta_f}) \rightarrow \{N,U\} \cup 2^{\Delta_f} \), where

\[
C_f(D_{f_1}, D_{f_2}) = \begin{cases} D_{f_1} \lor D_{f_2}, & \text{if } D_{f_1} \in 2^{\Delta_f} \text{ and } D_{f_2} \in 2^{\Delta_f} \\ D_{f_1}, & \text{if } D_{f_1} \in 2^{\Delta_f} \text{ and } D_{f_2} \in \{N,U\} \\ D_{f_2}, & \text{if } D_{f_1} \in \{N,U\} \text{ and } D_{f_2} \in 2^{\Delta_f} \\ N, & \text{if } D_{f_1} = D_{f_2} = N \\ U, & \text{otherwise} \end{cases} \quad (4.7)
\]
for any local decisions denoted by $D_{f_1}$ and $D_{f_2} \in \{N,U\} \cup 2^\nu$. For the detection of a fault, the coordinator does not demand full agreement of the controllers whereas for the decision “normal” (N), the coordinator demands full agreement of the controllers for the safety of the system.

As an example, we consider the diagnosers shown in Figure 4.5. The faults $F_1$ and $F_2$ can be detected by the both diagnosers. By contrast, in some case, the fault $F_3$ can be detected by only the diagnoser shown in Figure 4.5a. For example, the diagnoser in Figure 4.5a reaches the state $\{(0,0,1,0,0,0,0,0,0,0,0,0,0), N\}$ from its initial state $\{(0,1,0,0,0,0,0,0,0,0,0,0,0), N\}$ by the firing of the observable transition $t_{c_{1,3}}$ with the observation $\hat{M}_{1 \_1}$ of the resulting marking. Similarly, the diagnoser in Figure 4.5b reaches the state $\{(0,0,1,0,0,0,0,0,0,0,0,0,0), N\}$ from its initial state $\{(0,0,1,0,0,0,0,0,0,0,0,0,0), N\}$ by the firing of the observable transition $t_{c_{2,3}}$ with the observation $\hat{M}_{2 \_1}$ of the resulting marking. At this state if the diagnoser in Figure 4.5a observes $\hat{M}_{1 \_3}$ as the resulting observable marking, the state of the diagnoser becomes $\{(0,0,0,0,0,1,0,0,0,0,0,0,0), \{F_3\}\}$ whereas the state of the diagnoser in Figure 4.5b remains at $\{(0,0,1,0,0,0,0,0,0,0,0,0,0), N\}$ . By (4.6), the local decisions of the diagnosers are

$$C_{f_1}(\{(0,0,0,0,0,1,0,0,0,0,0,0,0), \{F_3\}\}) = \{F_3\}$$

and

$$C_{f_2}(\{(0,0,1,0,0,0,0,0,0,0,0,0,0), N\}) = N.$$

Furthermore, by (4.7), the final decision of the coordinator is given as

$$C_f(\{F_3\}, N) = \{F_3\}.$$

Consequently, the coordinator decides that the fault of the type $F_3$ has occurred.
The failure diagnosis scheme looks similar to Protocol 3 of [82]. However, there are certain differences. Since the controllers are designed by different workgroups, the diagnosers are constructed based on different models of the system to be diagnosed. Furthermore, they receive the same global sensor information from the coordinator. By contrast, in [82], the diagnosers are constructed based on the same system model and they receive different local sensor information.

An example data sequence diagram that illustrates the diagnosis of fault by a single controller and the behavior of the whole is shown in Figure 4.6. According to the data sequence diagram, when stuck of the blades is received from PM position sensors, only the controller 2 detects the PM stuck fault and informs the coordinator of the occurrence of the failure. Then, the coordinator sends this information to the controllers and the traffic control center. If a request is received related with the faulty PM, both controllers reject it.

![Diagram](image.png)

**Figure 4.6**: Data sequence diagram for the PM stuck fault.

The coordinator logs the useful information such as the request time, the decision of each controller, the situation of the railway field components etc. for retrospective reporting. These reports will then be used by the inspectors in case of any accident.

An advantage of the control architecture and the handshaking process (data flow between the controllers and the coordinator) is to provide the continuity of the
system operation, prevent the system from possible design faults, and provide the safety of the system. However, the reduction in system availability due to synchronization problems [10] is a main disadvantage.

4.3 Concluding Remarks

Satisfying the recommended requirements of the railway-related safety standards is a must for railway interlocking system designers. Since the DES modeling methods are highly recommended by the railway-related safety standards, a fixed-block railway signaling system is studied from the DESs point of view. Construction of railway field component models and their diagnosers allows engineers to represent the whole system in a formal way. Although it may seem as a complex and time-consuming task, this process enables us to check the appropriateness of the models before testing the developed software. In this chapter, to meet the requirements of the railway-related safety standards, a control architecture which consists of a coordinator and two controllers designed by different workgroups [10] is studied according to diverse programming. The contribution of the chapter is developing decision making strategies including fault diagnosis for fixed-block railway signaling systems.
5. Modeling and Speed Control of Moving-Block Signaling Systems

In this chapter, speed control of two consecutive trains as moving-block is realized in two levels: the modeling level and the control level. To cope with both discrete and continuous behavior of the moving-block signaling system, a Generalized Batches Petri Nets (GBPNs) approach is used for modeling the system whereas a fuzzy logic control method is proposed at the control level.

The term batch in this chapter is used to indicate a group (set) or collection of things (components, vehicles, etc.) of the same kind, which has three characteristics: length, density and position.

5.1 Generalized Batches Petri Nets with Controllable Batch Speed

A Generalized Batches Petri Net (GBPN) is defined by [83] as follows:

\[ B = (PN, f, c, \text{Tempo}, M_0) \] (5.1)

where

- \( PN \) is a Petri net defined by \( PN = (P, T, F, W, M_0) \) as in Subchapter 3.1. Note that to distinguish the notations of the time and a transition, we use the small letter \( t \) to denote the time and the capital letter \( T_j \) to denote a transition in this chapter. We also denote a place by the capital letter \( P_i \).
- \( f : P \cup T \rightarrow \{D, C, B\} \), called the “batch function”, indicates for every node if it is a discrete (\( D \)), continuous (\( C \)), or batch (\( B \)) node.
- \( c : \{P_i \in P : f(P_i) = B\} \rightarrow \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^+ \), called the “characterized batch function”, associates three continuous characteristics \( (V_i, d_{\text{max}}, s_i) \), (speed, maximum density, and length) to every batch place \( P_i \).
- \( \text{Tempo} \) is a function that associates a rational positive or null number to every transition \( T_j \):
- If \( f(T_j) = D \), then \( \text{Tempo}(T_j) = d_j \) is the delay associated with the discrete transition \( T_j \), expressed in time unit.
- If \( f(T_j) = C \) or \( B \), then \( \text{Tempo}(T_j) = \Phi(T_j) = \Phi_j \) is the maximum firing flow associated with the transition \( T_j \), expressed in entities/time unit. To every continuous or batch transition \( T_j \), an instantaneous firing flow, denoted by \( \varphi_j(t) \), representing the quantity of markings by time unit that fires the transition \( T_j \) is also associated.

- \( M_0 = M(t_0) = (m_1^0, m_2^0, \ldots, m_k^0) \) is an initial marking.

Also note that, every batch place must have a continuous place which limits the capacity of the batch place. This capacity is calculated as \( C_{\text{max}_i} = s_i \cdot d_{\text{max}_i} \) [84].

Representation of places and transitions of GBPNs are given in Figure 5.1.

\[ \begin{align*}
\text{discrete place} & \quad \text{continuous place} & \quad \text{batch place} \\
\text{discrete transition} & \quad \text{continuous transition} & \quad \text{batch transition}
\end{align*} \]

**Figure 5.1 :** Places and transitions of GBPNs.

A marking \( M(t) \) at time \( t \) is denoted as \( (m_1(t), m_2(t), \ldots, m_k(t)) \), where

- if \( f(P_i) = D \), then \( m_i(t) \in \mathbb{Z}^+ \) : the marking of a discrete place is a nonnegative integer,
- if \( f(P_i) = C \), then \( m_i(t) \in \mathbb{R}^+ \) : the marking of a continuous place is a nonnegative real,
- if \( f(P_i) = B \), then \( m_i(t) = \{ICB_1, \ldots, ICB_k, \ldots, ICB_{n_i}\} \) : the marking of a batch place is a series of \( n_i \) batches, where \( n_i \) is the number of batches in the place, with \( ICB_k(t) = (l_k(t), d_k(t), x_k(t)) \in \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^+ \), where \( l_k \) denotes the length, \( d_k \) denotes the density, and \( x_k \) denotes the head position, respectively.

Weights of arcs also depend on the types of places. For every place \( P_i \) and transition \( T_j \),
o if \( f(P_i) = D \), then \( W(P_i, T_j) \) and \( W(T_j, P_i) \) are nonnegative integers, where \( W(P_i, T_j) \) is the weight of the arc from place \( P_i \) to transition \( T_j \), and \( W(T_j, P_i) \) is the weight of the arc from transition \( T_j \) to place \( P_i \), respectively.

o if \( f(P_i) = C \) or \( f(P_i) = B \), then \( W(P_i, T_j) \) and \( W(T_j, P_i) \) are nonnegative real numbers.

In addition to these properties defined above, some structural conditions must be added on the structure of a GBPN [83]. Note that

- as given in (3.2), \( I(T_j) \) is the set of input places of transition \( T_j \),
- as given in (3.3), \( O(T_j) \) is the set of output places of transition \( T_j \),
- similarly, \( I(P_i) \) is the set of input transitions of place \( P_i \),
- \( O(P_i) \) is the set of output transitions of place \( P_i \).

- To satisfy that the marking of a discrete place is an integer independently of the evolution of a GBPN, a loop must exist between a discrete place and a continuous or a batch transition:

- if \( f(P_i) = D \), \( f(T_j) \in \{B, C\} \), and \( P_i \in I(T_j) \), then \( P_i \in O(T_j) \) and \( W(P_i, T_j) = W(T_j, P_i) \).

- To avoid conflict structures on batch places, input and output transitions of a batch place are only composed of a single batch transition:

- if \( f(P_i) = B \) then \( I(P_i) = \{T_j\} \) and \( O(P_i) = \{T_j\} \) for some \( T_j, T_j \in T \) where \( f(T_j) = f(T_j) = B \).

A controllable batch of a batch place \( P_i \) at time \( t \) which allows controlling the speed of batches moving at different speeds is defined by [36] as follows:

\[
CiB_k(t) = (l_k(t), d_k(t), x_k(t), v_k(t)) \in \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^+
\]

(5.2)

where \( l_k \) is a length, \( d_k \) a density, \( x_k \) a head position, and \( v_k \) a driving speed. The instantaneous flow of a controllable batch is defined as \( \varphi_k(t) = v_k(t) \cdot d_k(t) \) [36]. Movement of two controllable batches can be seen in Figure 5.2.
On the other hand, dynamics of controllable batches is divided into two categories. It is assumed that a controllable batch is in a free type behavior if its elements move freely at the driving speed \( v_k(t) \) or in an accumulation behavior if its elements are not transferred at the driving speed but move according to an output flow which has a lower value than its instantaneous flow.

A batch place has an accumulation at the exit if there exists an accumulated output batch or the output batch is in an accumulated behavior. The evolution rules of a GBPN and explanation of transition firings are given in [83]. More definitions and explanations on basics of Batches PNs can be found in [85]-[87].

In accordance with our objective to make modeling more suitable for trains, the density \( (d_k) \) feature in (5.2) is replaced by the acceleration \( (a_k) \) feature as follows:

\[
CtB_{ki}(t) = \left(l_k, a_k(t), v_k(t), x_k(t)\right) \in \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^+
\]

where \( l_k \) is the length of the train (assumed as a fixed value), \( a_k \) is the acceleration of the train, \( x_k \) is the head position of the train, \( v_k \) is the actual driving speed of the train, subscript \( k \) is the train label, and \( i \) is the railway line where the train moves, respectively. The characteristics of each batch place \( P_i \) are also modified as

\[
c(P_i) = \left(V_{\text{permitted},i}, d_{\text{max},i}, s_{\text{length},i}\right)
\]

where \( V_{\text{permitted},i} \) is the permitted speed on the railway line, \( d_{\text{max},i} \) is the maximum density of trains allowed on the line, and \( s_{\text{length},i} \) is the length of the railway line. The main idea is to provide safe movement of trains by adjusting the speed of the following train depending on the location and the speed of the leading train. Unlike
the batch movements, trains are allowed to move with desired speed values as long as the permitted speed limit is not exceeded and we assume that all trains are moving in a *free type behavior*. Moreover, it is assumed that trains enter the batch place (the main line) with a fixed speed.

### 5.2 Control Architecture and Modeling

The given railway layout is first modeled by a GBPN which is considered as an upper level task. In this level, PMs, signals, and the number of trains that enter the main line are controlled. On the other hand, a lower level control task that realizes acceleration and speed control will be explained in the next subchapter. The control objective is to ensure that the following train must move far enough from the leading train, in other words, the following train must not get closer to the leading train more than the *safe following distance*. The proposed general control architecture is given in Figure 5.3.

![Figure 5.3: The general control architecture.](image)

In this chapter, a railway layout, given in Figure 5.4, with two stations (each station has two platforms) which are connected with a single railway line (main line) is considered. It is assumed that communication between trains and the control center is achieved without any problems such as communication delays or loss, and for simplicity only movements from station A to station B are considered.

Only one train can enter each platform in the stations, so these platforms can be modeled by discrete places. However, the PM region is modeled by a continuous place because trains are not allowed to wait in this region. After the position of the PM is adjusted and locked, trains have to pass this region immediately. Finally, the railway line between two stations is modeled as a batch place. If different MAs will be sent to the trains, more than one batch place can be used for modeling a single line. Note that different MAs mean different permitted speed values.
In addition to the railway layout model, components such as signals and PMs are modeled by simple Petri nets. Petri models of PM A and signal 106 are given in Figure 5.5. Signals of station B are not considered here because only train movements from station A to station B are considered. The word *simple* refers to general logic of operation of components because, as mentioned in Subchapter 3.4, in order to move a PM from one position to another, several conditions such as incoming signals from balises (occupation of railway tracks) and other train movements on the same railway line have to be taken into account.

Similarly, changing the color of a signal from red to green depends on many conditions and safety criteria. A signal is assumed to be on red aspect \( P_{\text{red}} \) and if all conditions \( \Psi_{R2G} \) are satisfied, it changes to green aspect \( P_{\text{green}} \). A PM is assumed to be in its initial position \( P_{\text{init}} \) and, depending on the route, it has to take the normal \( P_{\text{normal}} \) or the reverse position \( P_{\text{reverse}} \). The model of the railway layout shown in Figure 5.4 is given in Figure 5.6.
The platforms of each station are modeled as discrete places $P_1$, $P_2$, $P_7$, and $P_8$. The entrance to platform 1 in station A is realized through $T_1$, whereas the exit from platform 1 in station B is realized through $T_8$. Since platform 2 in each station is a parking place, places $P_1$ and $P_8$ do not have any entrance and exit transition, respectively. The entrance of the trains from platforms to the main line is realized through discrete transitions $T_2$ and $T_3$ and the PM area is modeled as a continuous place $P_3$. For example, in order for a train to move from platform 2 of station A to the main line (from $P_1$ to $P_3$), PM A must be in the reverse position and the signal 106 must be green. After these conditions are satisfied, a train at platform 2 can enter the main line ($P_3$) over the PM area ($P_3$). Multiple trains can enter the main line ($P_3$) with respect to headways, their length, and the length of the main line ($s_{\text{length}}$).

The length of the main line and the length of the PM area are assumed as 200km and 1km, respectively. The train length is chosen as 320m. Time required for the entrance of any train to the platforms (or from platforms to the main line) is assumed as 300 seconds ($d_1$, $d_2$, $d_3$, $d_6$, $d_7$, $d_8$). The safe following distance is calculated as approximately 7500m (the braking distance for a HST is determined as 7179m) by considering the definitions given in [72]. 26 trains can enter the main line. Since every batch place has a continuous place that limits the batch capacity as given in Figure 5.6 ($P_4$ limits the capacity of the batch place $P_3$), the limit of the batch place is achieved by continuous place $P_4$ where

$$d_{\text{max, AtoB}} = \frac{C_{\text{max, AtoB}}}{s_{200 \text{km, AtoB}}} = \frac{26}{200} = 0.13 \text{block/km},$$

$$c(P_4) = \left(V_{200 \text{km/h, AtoB}}, d_{\text{max, AtoB}}, s_{200 \text{km, AtoB}}\right) = (0.13 \text{km/h}, 0.13 \text{block/km}, 200 \text{km}).$$

The first level of the control scheme given in Figure 5.3 is achieved using the model given in Figure 5.6. The advantage of using this kind of representation allows expressing the discrete characteristics (entrance and exit of trains to platforms), the continuous characteristics (train movement in the PM area), and the batch characteristics (multiple train movement on the main line which is not allowed in fixed-block systems) in a more formal way. The second level of the control scheme given in Figure 5.3 will be explained in the next subchapter.
5.3 Speed Control in Batch Place

While trains are moving from station A to station B, the entrance of the trains into the main line (inside the batch place) can be considered as a speed control problem. The train length, acceleration, speed, and location characteristics are taken into account as in (5.3). The signaling (and so the interlocking) system is responsible for train movements. In this example, the leading train sends its location and speed to the controller and the controller sends a proper acceleration value to the following train. Therefore, the following train calculates its new speed according to this acceleration value.

The main advantage of using a batch place for the main line is that different control methods can be applied for train movements (outside the station). As mentioned above, two trains are considered in this case study. As an initial condition, it is assumed that the leading train is moving with 20 m/s and the following train just entered the main line (the batch place $P_5$) with the 10 m/s initial speed. The distance between the trains is assumed as 3000m at the beginning. Firstly, the locations of the leading train and the following train are compared and a reference speed value is produced by the speed fuzzy logic controller (FLC). Then the actual speed of the following train is compared with this reference speed value and an acceleration value is produced by the acceleration FLC.

Speed and acceleration FLCs are chosen as triangular membership functions whose ranges are between 0-35 m/s and -1.3-1.1 m/s$^2$, respectively. The min-max method is used for rules with the centroid defuzzification method. The scaling factors [88] are chosen as $\alpha_v=1$, $\beta_v=0.05$, $\gamma_v=1.7$, $\alpha_a=1$, $\beta_a=0.01$, and $\gamma_a=1.5$. The block diagram is given in Figure 5.7.

![Figure 5.7: Block diagram of fuzzy PD control.](image-url)
Secondly, another method is applied by tuning the coefficients of the PD controller online. Unlike the previous method, in this scheme, coefficients $K_p$ and $K_d$ of the PD controller are updated by using fuzzy tuning mechanism (FTM). Similarly, speed and acceleration fuzzy tuners are chosen as triangular membership functions and the min-max method is used for rules with the centroid defuzzification method. For velocity tuning, $K_{pv}$ and $K_{dv}$ are adjusted between 0.001-2 and 1-4, respectively, whereas for acceleration tuning, $K_{pa}$ and $K_{da}$ are adjusted between 2-3 and 1-4, respectively. These values are chosen to restrict the settling time and the overshoot (%) of the controller responses. The scaling factors are chosen as $\alpha_v = 1$, $\beta_v = 0.1$, $\gamma_{Kdv} = 0.01$, $\gamma_{Kpv} = 0.007$, $\alpha_a = 1$, $\beta_a = 0.05$, $\gamma_{Kda} = 0.02$, and $\gamma_{Kpa} = 0.018$. The block diagram is given in Figure 5.8. Simulation results without measurement noise and disturbances are given in Figure 5.9, Figure 5.10, and Figure 5.11.

**Figure 5.8**: Block diagram of the fuzzy PD coefficient tuning case.

**Figure 5.9**: Comparison of the controllers: velocity graphs.
In Figure 5.9, after the entrance of the following train to the main line, the following train accelerates to catch the leading train and its speed increases up to 30 m/s from 10 m/s while the distance between trains reduces approximately to 900m from 3000m. Later, the following train follows the leading train with a safe following distance. The following distance depends on the speed of the leading train, that is, the distance between the trains gets longer when the speed of the leading train increases and gets shorter when the speed of the leading train decreases. For the velocity graphs given in Figure 5.9, the following train accelerates to reach the leading train without any overshoot in the fuzzy PD coefficient tuning case. The main reason of the overshoot is the acceleration values produced by the controllers (see Figure 5.10). In Figure 5.7, the fuzzy PD controller is used whereas in Figure 5.8, the coefficients of the PD controller are tuned by using a FTM, which permits to tune the coefficients of the PD controller more precisely. But the following distance between trains in the fuzzy PD coefficient tuning case is longer than that in the case of the fuzzy PD control as shown in Figure 5.11. Since the main purpose of this chapter is to use GBPNNs as a modeling method and provide a safe transportation by leaving a safe following distance between trains, the trade-off between the settling time and the overshoot is not considered here.
5.3.1 Measurement Noise

Next, it is assumed that a measurement noise and step type disturbances are applied to the system in order to evaluate the accurateness of the controllers. Step type disturbances can be encountered when entering or exiting the tunnels. On the other hand, many environmental conditions or other electronic components can cause a measurement noise. The block diagram of the system with a measurement noise and disturbances can be seen in Figure 5.12.

**Figure 5.12**: The control architecture with measurement noise and disturbance.

Step type disturbances are applied to the system at 41km with 3m/s magnitude, 126km with 2m/s magnitude, and 182km with 5m/s magnitude, respectively. On the other hand, the measurement noise, which is the sum of the white noise and sinus type noises, is shown in Figure 5.13. Simulation results with the measurement noise and disturbances are given in Figure 5.14, Figure 5.15, and Figure 5.16.

**Figure 5.13**: Measurement noise.
The effect of the disturbances and the measurement noise is obvious from Figure 5.14 and Figure 5.15, but the controllers overcome all these effects. An unwanted situation occurs in the graph of the distance between the trains when the measurement noise is applied for both controllers.

Unlike Figure 5.11, the following train approaches to the leading train in low velocity values. However, in the fuzzy PD coefficient tuning case, the controller also keeps the following distance at the safe level. Besides, the acceleration value did not increase as the fuzzy PD controller case when the step disturbances are applied as shown in Figure 5.15.
Moreover, in addition to the high overshoot values in the velocity graphs given in Figure 5.9 and Figure 5.14, the settling time in the fuzzy PD controller case is also longer than that in the fuzzy PD coefficient tuning case with a small margin (see Figure 5.9 and Figure 5.14). Besides, the disturbance rejection performance of the fuzzy PD controller is better than that in the fuzzy PD coefficient tuning case.

5.4 Concluding Remarks

In this chapter, the batches PNs formalism is used for modeling moving-block train control systems. It is important to note once again that the hybrid structure of the GPBN approach allows to combine both fixed-block and moving-block signaling system characteristics. The movement of trains from platforms to the main line and vice versa has the characteristics of the fixed-block signaling systems whereas the movement of trains on the main line has the characteristics of the moving-block signaling systems. In addition to this, the similarity between moving blocks and batches allows us to adapt batch characteristic to train characteristics (length, location, speed, and acceleration) and allows different speed control schemes in the batch place. This also makes the monitoring of train movements very easy. Moreover, speed control of the following train is realized by using two different control methods.
6. Conclusion

Since the railway systems are considered as safety-critical systems and the safety of the transportation and travel mainly relies on the signaling system, the development steps of such safety critical software must be carried out very carefully. The recommendations of the international railway related safety standards and the national rules have to be considered by the signaling system engineers to satisfy the required safety level and fulfill the requirements.

In this thesis, the main concepts of the railway signaling systems that can be divided into two main groups as fixed-block and moving-block railway signaling systems are discussed using their discrete event system (DES) models. The fault diagnosis approach for DESs is applied to the interlocking software development process for fixed-block railway systems. Diagnosability of the system is studied using Petri net models of railway field components. In addition to point machine faults mentioned in [35], the route reservation procedure and faulty conditions in wayside signals are considered, and the diagnosability property is verified based on the necessary and sufficient condition of [26] in the untimed setting. Next, according to the recommendations of the railway-related safety standards, a control architecture including two controllers and a coordinator is studied for fixed-block railway systems. Decision making strategies of the control architecture including fault diagnosis are presented based on the Petri net models.

Both Petri nets and finite state automata are highly recommended as modeling tools in railway related functional safety standards such as EN 50128 [3]. The main reasons for selecting Petri nets instead of finite state automata are the simplicity of their conversion to software blocks and traceability of faults in the developed software [79]-[81].

Diagnosability analysis for fixed-block railway signaling systems is an intermediate step between modeling the system and testing the developed software. Constructing a diagnoser from the Petri net models and checking the diagnosability
of the system can be time-consuming but enables signaling software designers to verify their models before proceeding to the test phase of the developed signaling system software. Just testing the modules according to an automatic testing procedure takes 2~3 weeks even for a medium-sized railway field [4]. Therefore, constructing a diagnoser for verification is useful since it enables us to handle the design errors before the testing phase and shortens the whole software development period mentioned in the V-model. This intermediate step can be realized before passing to the coding step in the V-model.

Finally, consideration of the train movements in a single railway line as moving-blocks is dealt as a speed and acceleration control problem in two levels and the application of fuzzy PD controllers to solve this problem can be considered as another contribution of this thesis. In the first level, a hybrid technique using a Generalized Batches Petri Nets (GBPNs) approach with controllable batch speed [36] is slightly modified and used for modeling the system. In the second level, two fuzzy PD controllers are designed to control velocity and acceleration of the following train. Modeling the moving-block systems by using the GBPNs approach allows us to represent the hybrid (both discrete and continuous) behavior of the moving-block systems in a formal way.

To conclude, the international agreements such as deployment of ERTMS and national research projects of Turkish State Railways and private companies continuously accelerate the development of railway systems in Turkey. From this perspective and the geological location of Turkey which connects the Europe and Asia, it seems that the importance and role of Turkey in the railways will increase day after day. In particular, the completion of the Marmaray tunnel project can be considered as an important sign.
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