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1. Introduction

Let X, (v € N, the set of positive integers) bg-codimensional complex affine
subspaces of” (1 < k, < n). Assume thatX, N X, = 0 for v # v/. Let N,, be
the orthogonal complement of,, where we use the canonical inner prodictw) =
Y zw, onC". SetS, = N, N $>~ 1 whereS?~1 = {u € C" : [u| = 1}. Then
Oh’uchi [10] proved the following result:

Theorem A. Let X =], .y X, be an analytic subset ¢" consisting of disjoint
complex affine subspaces,. Let p be a weight function of”. ThenX is interpo-
lating for A,(C") if and only if there existf, ..., fi, € A,(C") (m > sup,¢y k) and
constantsz, C > 0 such that

(1.2) XCZ(fis fa) ={z €C": iR) =+ = ful2) = 0}
and
(1.2) ST ID.£i(Q) > cexp-Cp(Q)

j=1

forall ues,, (€ X, andv € N.

Here the directional derivativ®, f  with a vector &/(...u,) € $%~ 1 is de-
fined by

Note that by the proof of Theorem A in [10] the abowe may be spiak to
sup,cy k, When X is interpolating forA, *). For the terminologies, seg. It ex-
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98 S. QH'UCHI

tends the result of Berenstein and Li [2, Theorem 2.5], wtdelals with the case of
k, =n for all v € N.

In the present paper, we would like to discuss the case whegrare algebraic
subsets, not necessarily affine linear. Because of the udifis to deal with in gen-
eral, we formulate this problem as follows. It is first notdthtt Theorem A implies
the following corollary:

Corollary 1.1. Let p,(z1, ..., 2m) = ¢q(z]) be a radial weight function orC™
and setp,(z1, - .., z,) = ¢(|z]), which is a radial weight function of£” (m < n). Let
X ={(, }ven be a discrete variety itt”. ThenX x C"~" is interpolating for A, (C")
if and only if X is interpolating forA,, (C™).

Corollary 1.1 can be restated as follows: Define a mappihg Fg5.(., Fy) :
C" — C" by Fiz) =z; (j =1...,m). Then F~1(X) is interpolating forA, C")
if and only if X is interpolating forA, C"). Conversely, whenF is a linear map-
ping from C" onto C" with rankF =m, we can reduce the interpolation problem for
F~Y(X) to that for X’ x C*~™, where X’ is the image ofX by some linear mapping
determined byF and( . By [2, Theorem 2.5/ is interpolating forA, C™") if and
only if X is interpolating forA, C"). The main result of this paper is as follows:

Main Theorem. Suppose thain < n. Let X = {(, },cn be a discrete variety in
C™ and let F = (F1, ..., Fy) € Clz1, ..., z,]™. Putd = max;=1,.._, degF;. For a > 0,
we assume that
(1) X is interpolating forA;..(C™");
(2) there exist constants, C > 0 and a finite subset dN such that

.....

n
m

> IAE@)] > eexp=Clz|*)

k=1

for all z € F~1(¢,), v€ N\ E.
Here the sum is taken over ath x m minors Af of Jacobian matrixJF . Then
F~Y(X) is interpolating forA;.»(C") for everyb > ad.

Remark. If F : C* — C™ is the standard projection with radk m=m  and
p(z) = |z|%, then the sufficiency part of Corollary 1.1 is deduced frora thain theo-
rem, whered =1 and &ad &

2. Preliminaries

We fix the notation. A plurisubharmonic function C" — [0, o) is called a
weight functionif it satisfies
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(2.1) log(1 +z[%) = O(p(2))
and there exist constant$;, C, > 0 such that for all; 7/ with |z —7/| <1
(2.2) p(@) < C1p(2) + Ca.

A weight function p is said to beadial if

(2.3) p(2) = p(z)).

Derinimion 2.1, Let O(C") be the ring of all entire functions o@” and letp be
a weight function onC". Set

A,(C") = {f € O(C") : There exist constantd, B > 0 such that
£ < Aexp@Bp ) for all z € C".}.

Then A, (C") is a subring ofO(C"). The following lemma is easily deduced from
(2.1) and (2.2):

Lemma 2.2. Let p be a weight function o€”. Then the following hotd
(1) Clza, ..., za] T ARH(C").
(2) If feA,(C"), thendf/0z; € Ap(C") for j=1,...,n.
(3) f € O(C") belongs toA,(C") if and only if there exists a consta > 0 such
that

| f12expKp)dX < oo,
(Cn

whered)\ denotes the Lebesgue measure@h
For the proof, see e.g. [8].

Exavpie 2.3. (1) If p() =log(1 +|z|?), then A, C") = Clz1, ..., z4]-
(2) If p(2) = |z]* (a > 0), thenA, C") is the space of entire functions which are of
order =a and of finite type, or which are of ordera.
(3) If p(z) = |Imz| +log(1 +|z|?), then A, C") = &'(R"), that is, the space of Fourier
transforms of distributions with compact support Bf (see e.g. [7]).
(4) Whenp ¢)=expz|* (a > 0), p is a weight function if and only itz < 1.

In the rest of this paperp will always represent a weight fiomc
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DerinimioN 2.4, LetX be an analytic subset @F', and letO(X) be the space of
analytic functions onX . Then we define

Ap(X) = {f € O(X) : There exist constantd, B > 0 such that
|f(z)] < AexpBp)) for allz € X.}.

DeriniTion 2.5.  An analytic subsetX  ofC" is said to beinterpolating for
A,(C™) if the restriction mapRxy :A, €") — A,(X) defined byRx { ) =f|x is
surjective.

The semilocal interpolation theorem by [4] is useful to shamvanalytic subset to
be interpolating. LetX be given by

X=Z(f1,-- -, fn)={z€eC": filz)=---= fn(z) =0}

with fi1, ..., fy € A,(C"). Then fore, C > 0, we define

N

1/2
Sp(fie.C)=¢zeC :|f(2)| = (Z fj(Z)|2) <eexp(=Cp(2)) ¢ .

i=1

which is an open neighborhood &f . We recall the semilocarpulation theorem of

[4].

Semilocal Interpolation Theorem. Leth be a holomorphic function i§,(f;e, C)
such that

|h(z)| < A1expB1p(z))

for all z € S,(f;e,C), wheree, C > 0. Then there exist an entire function
H € A,(C"), constantss;, C1, A, B > 0 and holomorphic functiongy, ..., gy in
Sp(f;e1, C1) such that

N
H(z) = h(z) =) £;(2)fi(2)
j=1
and
lgj(2)| < AexpBp ))

for all z € Sy(f;e1,C1) and j =1,..., N. In particular, H = h on the varietyX =
Z(f1, -5 IN)-
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3. Ap-interpolation on algebraic subsets

To prove the main theorem, we first show the following result:
Theorem 3.1. Every algebraic subse¥ C C" is interpolating forA,(C").

We assume thav is irreducible until we begin the proof of Theo 3.1 after
Lemma 3.17. Then we have the prime idéalC C[zy, ..., z,] such thatV :1;1(0) =
{z € C": P(z) =0 for all P € Iy}. Defining the terminology, we state the normaliza-
tion theorem.

Normalization Theorem. After a suitable linear change of coordinates, the fol-
lowing conditions hold
(1) There existx € {0, 1,...,n—1} such thatly NCl[zy, ..., z] = {0} and the factor
ring Clza, ..., z,)/Iv is a finitely generated’[z1, ..., zx]-module.
Here we set’ = (z1, ..., z) € C* and z” = (zps1, . - .» 20) € C" K.
(2) There existsCo > 0 such that|zi+;| < Co(1+[z'|) forall ze Vandj=1,...,n—
k.
(3) Iy contains irreducible polynomials

— -1
Qi@ zrej) = 2ils; + 4512+ +qu(@)

of degreeu, whereq;, € Clz1, ..., z].
Let ca(z'), ..., a,(z’) be the roots ofQ1(z’, zx+1) as a polynomial inzi+1. Then we
denote byA(z’) the discriminant ofQ; as a polynomial inz;, that is,

A@Z) = J] (&) = an(@)).
vZv’

(4) We have polynomial§; € Clza, ..., zk, zk+j] (= 2,...,n — k) with A(Z')zx+j —
Tj(Z/, Zk+j) cly.

Put Vo =V \ A7%(0).

(5) Vo is an open dense subset ¥  anduadimensional complex submanifold of
C"\ A~Y0).

Letmy : C" 3 z=(Z, ") — 7 € C* be the projection.

(6) 7y is a finite u-fold covering map fromi, onto C*\ A=%(0).

For the proof, see e.g. [6, Theorem A.1.1 in Chapter 3], [®@pBsition 7.7.3].
Fore >0, N >0 and¢ € C", we define the polydisc

DE,N(é) = {Z eC": Zj —fj| < €(1+|£|)7N (V] =1, ,n)}
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For the givenf € A,(V), we takeA ,B > 0 such that

|f2) < AexpBpk)) VzeV.

Lemma 3.2. We haves, N, A;, By > 0 satisfying for all £ € V there exists
F € O(D. n(£)) such thatAf — F=0on VN D,y and

|F(z)| < A1expB1p(z)), z € D n(§).

Proof. If dimV =k =0,V consists of only one point, so the lemmarigidl.
Then we assume that4d k < n — 1. To apply the normalization theorem, we give a
suitable linear change of coordinates. Set

DLy@={ eC:|z;—&| <e@+E)™ (vj=1,...,k)}
Here we need the following lemma:

Lemma 3.3. There existss > 0 such that for all§ € V we havev;(§) €
{1,...,2u—1} (j =1,...,n — k) satisfying that if

(3.1) 2=(.2") € DLy, 5(&) x C"* and [zisj — &evj| = ;(6)
for somej =1,...,n —k, thenz ¢ V.

Proof. It is sufficient to prove thatQi(z)| > 1/2 for z satisfying (3.1). Factoriz-
ing Q1, we have

01(&1, -+, &k zae1) = (zrer — @1(€)) -+ - (21 — @ (€)).

Then there exist91(¢) € {1,...,2u — 1} such that for|zzs1 — &1 = v2(§) we have
|Zk+l — Ozl(f/)‘, ey |Zk+l — au(§')| > 1, and henCQQl(fl, RN fk, Zk+l)| >1.1In faCt,
we set{|ai(€’) — &eals -y lul€) = &l = {71, .- b (@ < ) as sets, and we
assume thaty; < 72 < --- < ;5. Since 01(§) = 0, we havey; = 0. Here we would
like to find the minimal positive integer;(¢) satisfyingy, < v1(€) — 1 andy,+1 >
v1(€) + 1 for somev. For example, ify, > 2, then we can take;(¢) = 1. In the case
where we have sucl, vi(£) is maximal if and only ifvy, € (1, 2), v3 € (3, 4), ...,
Vi—1 € (20— 5,21 —4) andy, > 24 — 2. In this case, we can take () = 2/ — 3.
If there exists no sucly, that is,1, € (1, 2),73 € (3,4),...,73-1 € (21— 5,21 — 4)
and vy, € (24 — 3, 20 — 2), then we takevi(€) = 24 — 1. Hence we can take,(¢) €
{%,...,2u — 1} satisfying the above condition.

Here we would like to take e (0, 1) so that if[z1 — &1, ..., |z — &| < e(1 +
1€))72*2 and |zg+1 — &ea| = va(€), then|Qa(za, - - -, 2k, k1) — Q1(&a, - -+ &k, zan1)| <
1/2. Let M be the maximum of moduli of all coefficients in 1, ..., q1,. We can
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write

(3.2) |01(z1s - - s Zks 7k+1) — Q1(€1s - - -5 &k Zks1)|
_1
<M Z 2 — P |z

|81<1
+. -+ M Z |Zf1"'ka _ fl...é'kBkL
[B|1<p
where 8 = (61, ..., B) is a multi-index and|g| = (1 +--- + 5. Here we have the

following estimates:
(1) Since|zx+1 — &Er+a| = va(8),

|zkn1| <[] +02(8) < [E]+ 2 — 1 < (2 — 1)1 +[E)).

(2) Sincelz,, [¢] < |¢ +=(L+|¢[) 242 < 1 +]¢], we obtain

(3.3) 20—t 6
_ —1
etz =2 g el

oot PTG g — g g
= o — &llzgt gt et T e — Gl g
< |Ble(L +[€)7HH2(A + gt
< pe(L+[g)

where the number of terms in (3.3) [i§].
(3) The number of terms i}’ 5, 20 gh— et e |zpea|mV is bounded from
above by
Ttk +-+kd <THk+---+k" < (u+ k"
It follows from (3.2) and these estimates that
10121, - -+ Zks Zas1) — Q11 - -+, &k zann)| < MpP(u + 1) kM,
Hence, we set

1
T oM+ Ty Tk

and then the lemma holds for gle V. ]

For simplification, we fix{ € V and putD’ = D.,, ,(&), D" = {z" € Ccr* .
|zkej—&rsj| < vj(€) forall j=1,...,n—k} andD =D'xD". By Lemma 3.2t|pry :
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DNV — D' is proper. It follows from the normalization theorem that\ A=%(0) is
connected and

Tlwappa-1 - (VN D)\ AH0) — D'\ A7Y(0)

is a /i-fold covering mapping with X /i < u. Forz/ € D'\ A=1(0), by renumbering
a1(z'), ..., au(Z') we haveas(z'), ..., au(z') € {zie1 € C 1 |z — &1 < v1(E)}-
Since symmetric polynomials of, ..., a; are bounded holomorphic functions in
D'\ A~%0), it follows from Riemann’s Extension Theorem that thegtead to holo-
morphic functions inD’. Hence

Ny= [ (@) = ap@)y

1<j<j'<fi

is holomorphic inD’.
Let 7= 1(z) NV N D={n(d),..., 7:(z")} as sets such that

{(@Desas - (T Disa} = {ea@), - @)}

for 7 € D'\ A=%0), where ¢;(z'))i+1 (1 < j < i) denote theK + 1)-th coordinate of

7;(z’). Then there existpg(z'), ..., ;—1(z") € C uniquely such that
(3.4) F@i(@) = @o(@) + ea()ej (@) + -+ + 1@V
forall j=1,...,0andz € D'\ A~10). In fact, if we think (3.4) to be a system of
linear equations inpo(z’), . .., pi—1(z’), the determinan® z() of its coefficient matrix
A is given by
1 1
) ai@) - ap@)
W(z') = det . .
al(z’)ﬁ—l aﬂ(z/)ﬁ—l
= J[ (@G&)-ap@E) 70, v eD\ATY0).
1<j<j'<pi

Then W ¢’)? = A/(z') and Cramer’s rule gives
i
W)= T ) f(n(@))
=1

forall j =0,...,0—1, where {;; }1.. jj=0..5i—1 iS the cofactor matrix of4. It
follows from the normalization theorem (2) that

(3.5) ()| < Co(1 +2'))



INTERPOLATION FORWEIGHTED ENTIRE FUNCTIONS 105

for all 7 € D’ andl =1..., fi. Thus, we have
Lemma 3.4. There existC3 > 0 and w € N depending only orQ; such that
|A" () ()] < CsMp(f)(L+['[)”
forall 7/ € D'\A"}0)and j =0,...,i—1, where Mp(f) = sup{|f(z)| :z € VN D}.

For the other rootsy;+1(z’), .. ., a,,(z') of Q1, setting

AH(ZI) — H (aj (ZI) _ Oéj/(Z/))z,
1<j<p
1< <

we haveA =A’A". Since (3.5) hold foi =*1,..., u, we obtainC4 > 0 satisfying

A"(2)] < Cad #2070
< C4(1+|z'|)“(“_l).

Hence there exis€s > 0 andw’ € N independent of. such that
A0 (@) < CsMp(f)L+12])

for all z/ € D'\ A=%(0). In particular, allAp; are bounded holomorphic functions. By
Riemann’s extension theorem, they extend to holomorphictians in D’.
Since p is a weight function, we haw’, B’ > 0 indepedent of satisfying

Mp(f) < A"expB’p(€)).

Set
F(2) = A)po(@) + AR )pr()zrss + - - + AR )1 )it

By the definition of weight functions, there exid;, By > 0 independent of such
that

IF@)| < |AE)po(@)] + | A1) |zkst] + - - + |AE V-1 |zisa|
fiCsA’ exp(B' p(€))(L + |z[)* 1

A1exp(B1p(z))

ININCIA

for all z € D, 2,—»2(&). Finally, it follows from (3.4) that

(3.6) F=Af
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in (V\ A=%0)) N D, 2,-2(¢). SinceV \ A=%(0) is dense inV , (3.6) holds of N
De 2,—2(£). The proof of Lemma 3.2 is completed. U

We next solve the Cousin first problem with estimates. Welssd some results
from [9].

Lemma 3.5 ([9, Lemma 7.6.1]). Letd : R** — (0, 1] be a function such that

(3.7) dx+y) <2d(x), if |yl = jmax, lyjl <1

Then there exist an open coveritg = {U¢},c;) of R*" with open cube/¢ , a
partition of unity x§ € Cg°(U{) and Ce > 0 such that

(D) |x = yloo <d(x) for all x,y € U¢ and j € I(d);

() t{j' € 1) : U NUf £0} <2% for all j € I(d).

(3) [(9x;/0x,)(x)| < Cs/(d(x)) for all j € I(d), v=1,...,2n and x € R?",

(4) Letd’' be another function satisfyin(.7) and 0 < d’ < d. There exists a refine-
menti/?" of ? defined by a mappingy.q : 1(d") — I(d) With pggr = paa © par.ar
satisfying(1), (2) and (3). Moreover, ifd’ < &d, £ < 1/64, j' € I(d'), j = pa.a' (')
and x € Uf,', then

d 2 . ~
Ujy C{y e RT 1|y — x[oo < &d(x)}

and

1
d 2n . ~
UjD{y€R1'|y_xoo<(64_5>d(-x)}~

For J = (jo, ..., jo) € 1(d)”"* we denoteU{ U¢N---NUY . Letc be a cochain
in C°(U?, O) and lety be a plurisubharmonic function i@”. Then we write

llz= X [ lesPemtonn

JeI(d)o*t

We also define a coboundary operator C? (L%, O) — C*X (U4, O) by

o+l

0 ser@m2 = D (1 i)
v=0

Lemma 3.6 ([9, Proposition 7.6.2]). Let —logd be a plurisubharmonic function
on C". For everyc € C°(U4, 0) (¢ > 0) with 6c = 0 and ||c||, < oo, we can find
a cochainc’ € €YU, 0) such thatéc’ = ¢ and ||c'||y < Killc|,, where is a
plurisubharmonic function irC" defined by

¥(2) = ¢(z) — o'logd(z) + 210g(L +[z[?),
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and K, is a constant independent @f, 4 andc.

Let

Pyp - Pir

Pas - Par
be a matrix with polynomial elements. Théh  defines the sheaidmorphism
(3.8) P:0T 5 g Pgec O
Lemma 3.7 ([9, Lemma 7.6.3]). The kernelker P of the sheaf homomorphism

(3.8) is generated by the germs of a finite number @f = (Qi,...,Qrs) €
Clzi, .. -»za]" (s=1,...,8) satisfying

T
Z Py ;0= 0
=1

forall A=1,...,Aands=1,...,8S.

Lemma 3.8 ([9, Lemma 7.6.4]). Let Q be a pseudoconvex domain and Ft
and QO be matrixes ir.emma 3.7 Then ifg = (g1, ..., gr) € O(Q)T satisfies

T
Z Py:g = 0
=1

forall A=1,..., A, there existsh = (h1, ..., hs) € O(R)% such that

S
8t = Z Ql,xhs
s=1

forall t=1,...,T. In particular, kerP = ImQ holds.

By putting A = 1, Lemmas 3.7 and 3.8 imply thé&x(2) is a flat C[zy, ..., z,]-
module. This fact will play an important role later.

The following lemma gives estimates of solutions of the éiguaPv =u for u €
ImP:

Lemma 3.9 ([9, Lemma 7.6.5]). Let Q be a neighborhood dd € C". Then we
have a neighborhood?’ of 0 € C" and constantC7, N; satisfying that for allp €
(0, 1), z € C" andu € O(Q+{z})T, there existw € O(nQ'+{z})! such thatPv = Pu
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and

sup |v| < C7(1+|z))Mn~™ sup |Pul.
nQ'+{z} nQ+{z}

Here nQ+{z} = {nw+z:w € Q}.

We now prove a lemma important to solve the Cousin first probieith esti-
mates. LetP 07 — O* be the sheaf homomorphism as above. Theip = Im P
is a subsheaf of02 generated by #;,,..., P5,) for t = 1,...,T. We denote by
CoU“, Mp, p) the set of cochains  fc,} ey € C7(U?, Mp) satisfying

2 — 2
lel2= 30 / JesFexpp)i < o,

Jel(d)o+t

Lemma 3.10(cf. [9, Lemma 7.6.10]). We assume that logd is a plurisubhar-
monic function. Then we havd,, K, > 0 and g9 < 1/192 satisfying that for all
ceC°U!, Mp, p) (0 > 0) with éc = 0, there existse’ € C7~1(U, Mp, py,) such
that §¢’ = py..,a™c and

el pn, < Kallellp.
where py,(z) = N2(p(z) — logd (z) +1og(1 +[z[?)).

Proof. Applying Lemma 3.9 fo :Hz € C": |z|o < 1}, we haver € (0, 1)
and constant;, Ny satisfying for allp € (0,1), ¢ € C n andu € O(nQ + {¢})7,
there existsv € O(nQ' + {¢})7 such thatPv =Pu and

(3.9) sup v < C7(1+[¢))Mn~™ sup |Pul,
nQ'+{&} nQ+{&}

where Q' = {z € C" : |z]oo < r}. For &< 1/128, it follows from Lemma 3.5 (4) that
if j' € 1(Ed), j=paca(j’) and& € US?, then

(3.10) Uit ced(©Q+{¢ (6—14 — 5) Q+{¢& cUy.

Here defininge™:= r/(128(2 +r)) € 1/384) andn := (1/128 — £/2)d(€), we have
£d(€) < rn, hence (3.10) implies that

(3.11) Ut Crp+{g} =nQ +{€).

On the other hand, we have< (1/96) ) < ((1/64) — £)d(€), that is,

1 1,
(3.12) nQ+{¢} cc 9—6d(g)sz C <&1 - 5) d(©)Q c Uy.
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Then for J" = (jg, ... j5) € 1ED™™ J = paza(J’) = (paza(io): -- -+ pa.za(jy)) and
¢ € U3¢, we obtain from (3.11) and (3.12)

(3.13) Us cnQ +{&} cnQ+{¢} cc 9—16d(5)sz +{& c Ul

Hence it follows from (3.9) that for alk € O(U%)T (C Om + {¢})T) there exists
v e OMmQ +{£})T such thatPv =Pu and

(3.14) suplv| < C2(1 +[E)Mn~ ™ sup |Pul.
Uit ns+{¢}

By [9, Theorem 2.2.3], (3.12) implies that there exigis > 0 independent of such
that

sup |g| < Csl|gllya/96x ©)2+{e})
nQ+{&}

for all g € O(UY). It follows from Schwarz’s inequality that

sup |Pul < Cg ([|(Pu)1llria/osp@arien * -+ * [(Pu)all Ly oep @2+ (eh))

nQ+{}
1/2 1/2
Acg/ | Pul?d\ < ACg |Pul?d)\| .
(1/96) ©)2+{&} Uy

Since p is a weight, by Lemma 3.5 (1) there exit, C} > 0 independent ot/ and
J such thatp ¢') < C;p(z) + C, for z, 7 € U¢. Then we obtain

IN

exp(-C1p(¢)) / |Pu(2)[PdA(z) < e / | Pu(z)|” exp(=p(2))dA(z).
u? o
Hence it follows from (3.7) that
[V(©)P(L +1P)?d(©)* exp(-Cip() < Ca / [Pu()? exp(-p()aAE).

where Cg = AC7Cg2%V1(1/128—£/2)~2MeC2, Therefore puttingV, = max{ Ny, C}}, we
obtain

(3.15) / [P exppay(©)dA(E) < Co | |Pu(z)|? exp(—p(2))dA(z).
Ue ud
We prove this lemma by induction for decreasiag Note that it is valid when
o =28"+1, sinceC’(4, -) = {0} by Lemma 3.5 (2). We assume that it have been
proved for all P wheno is replaced bys + 1. By [9, Lemma 7.2.9], there existg e
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CcoU?, OT) such thatc; =P+, for all J € I(d)°* . To obtain contorol ofy; we
pass to the refinemet for which (3.15) is applicable. Then we can chooge €
OUSHT (J' € I(Ed)"*Y) so that withJ =pg z4J’ we have

(3.16) Py, = Pyy=cy

in U%¢ and

[ Peseparscs [ jelexpepin
U Uy

éd
J/

Here we need to culculaty, %,(J) to give the estimate of+'ll,,, - For the refinement
’ 2

UZd of ¥, it follows from Lemma 3.5 (4) that
US 53zeC |z —¢€loe <€ L . d(§)
o 64
for £ € Uf,z/d and J' = pzy 24(J"). On the other hand, we know

Ud c{z€C": |zl <d(©)}.

Hence it follows from Lemma 3.5 (2) that

—2n
_ n [ € ~ —.
ﬁpdéd(") <28 <3_2 - 252) =: C1o.

Thus we obtain

(3.17) V115,

> [ b Pexntpugn
]/

I €1(Ed)o

Cio Y, C9/1|CJ|29XP(—P)€Z/\
Uy

JEI(d)o*

IN

C10C9HC||57-

It also follows from (3.16) thatP+y’ = p,zs*c. Sincedc = 0 and P is defined glob-
ally, we havePéy' = 6Py = 0. Thuséy' = +” belongs toC7** (U™, kerP, py;),
and 07" = 0. If we choose aI' x S matrix Q0 as in Lemma 3.8, it follows that
kerP = ImQ = Mg, so the inductive hypothesis can be applied. It shows that we
can finde€"< & Ny > N} and K4 > 0 such that for some’” € C7(U“, kerP, PNy)
we have|ly" |, < K37 I, andey" = pesza™y".

Setting ¥ = pza.ca*y — " € CTU, OT), we havedy = pzgza*y" — 67" =0,
and for someC;; independent ot we havﬁ”,,Né, < Ci1lle||, by the same method
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that we have proved (3.17). Hence Lemma 3.6 shows that foegwjti > 0 we can

find § € Co=U*, OT) so thaty'= 69 and ||3|,,,, < Kill3]lp,, < KiCualle,. If we
2 2

setc’ = P4, it follows that

6¢" = P6% = PY = Ppzaza™ — PY" = pzaca* Py = pea,ca”paza’c = paza”c.

Finally, it is clear that there exist&, K, > 0 such that||c’|,,, < Kz||c[|,, because
it is sufficient to consider the estimate aba®t . The prooftef kemma is finished.
O

We shall apply Lemma 3.10 to the following settings. Put

dy(z) = Ziﬂ(zﬂ(zﬂ —2) +[z)Z2,

wheree and i, are decided before.

Lemma 3.11. dy has the following properties
(1) If we C" and |w|w < 1, then we havely (z +w) < 2dy (z) for all z € C". Hence
there exists an open coverig = {U}iv }ienay) SatisfyingLemma 3.5
(2) —logdy (z) is a plurisubharmonic function.
@) f UM e U™ and U NV # 0, thenU" C D. . 2(€) holds for everyt e
U nv.

Proof. The lemma is clear whem= 1, so we assume that > 2.
(1) If we C" and|w|w <1, then|z| < |z+w|+|w| < |z+w|++v2n. Hence we have

2—2u
dy(z) = ziﬁ(zﬂ(zu ) <1 to— m|(zz|u - 2)>
> L(Z\/Z(ZM oy <1 + |z +w| . 1 >2 2
2V2 2v2n(2u—2) 2(2u—2)
> S @VE@ - 2F (1 &f_z“ (14 ;f_z”
212 2v2n(2u ~ 2) 2(n=2)
> 1 _E(2vV2n(2u — 22 <1 L lz+w )zzu
2 22 2V2n (2 - 2)
> Syt w),

since (1+%2v)~" \, exp(-1/2) > 1/2 asv — oc.
(2) is clear.
(3) Fix ¢ € U;.ZV N V. It follows from Lemma 3.5 (1) thaiz — {|. < dy(§) for all
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z € va. Hence we obtain

e(2v2n(2u —2) + ¢

2j = &l < 5 < e(L+[g)h*
forall j=1,...,n, S0z € D, 2, 2(8). ]
Since the polynomial ringClzy, ..., z,] is Noetherian, the prime idealy is

finitely generated byPs, ..., Pr € Clz1,...,24]. Let P = (Py,..., Pr) be a 1x T
matrix.

Lemma 3.12. There existsF € A,(C") such thatF|y = Af.

Proof. It follows from Lemma 3.2 and Lemma 3.11 (3) thathV € U% and
U NV #0, then there exist € V and F/ € O(Dx ,—2(¢)) such thatAf — F/ =0
on VN D, o,—2(£) and

(3.18) |F/(z)| < A1exp(B1p(2))

for everyz € D. p,_2(£). We also putF/ =0, whent‘.jv NV =(. We would like to
apply Lemma 3.10 for = 1. Definingc € C1(U, O) by c(j,,jyy = F* — F/*, we have
Fh— Fi=Af—Af=0o0nVnUYNUY. It follows from (3.18) and Lemma 3.5
(2) that there exist€1, > 0 such that|c|c,,, < co. On the other hand, it is clear
that 6c = 0, that is,c € C*(U%, Mp, C1op). Hence Lemma 3.10 gives, < 1/384,
Nz, K2 > 0 and¢’ € COU™, Mp, py,) SO thatdc’ = pay.coa,"c @nd||c’|],,, <
K2|cl[cyyp- 1t follows from the definition of weight functions that treerexists N3 >
0 such that||c’|[x;, < Kalic|lcy,p- Here we putF = F/ +¢), in U™, wherej =

Pdy .cody (J')- Then F belongs toO(C") and Lemma 2.2 (3) give € A »(C). ]

Here we makeF € A,(C") with the required properties fronF € A,(C")
made in Lemma 3.12. We shall use some result in the ring théeny an ideall C
Clz1, ..., z4], we setl = O(C") ®cyzy,.....o I = O(C")I.

.....

Lemma 3.13 (cf [6, Lemma 3.5 in Chapter 8]).For two ideals; and I, in
Clzs, vzl (WO 1) =N Do

For R € Clza, ..., 2], set ( :R) ={g € Clz1,...,z,] : Rg € I} and (:R) =
(zcOC"): RE ).

Lemma 3. 14(cf [6, Lemma 3.6 in Chapter 9]).For an ideal I C C|zy, ..., zZ.],
(I1:R)= (I R).
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Note that Lemmas 3.13 and 3.14 follow from the flathnessO¢t").

Lemma 3.15 (cf. [6, Lemma 3.13 in Chapter 8]).Let I C Clzy,...,z,] be a
primary ideal. SetV, = {z € C": P(z) =0 for all P € I'}. Then we havél : R) =1,
if R|y, Z0.

Proof. Since it is obvious that C (I : R), we have only to prove that O (7 :
R). For P € (I : R), it follows RP € I. Assuming thatP ¢ I, we haveR" € I for
somev € N, since! is a primary ideal. Hence it follows th&{,, = 0, which is a
contradiction. ]

Here we can prove the following lemma by an argument simitathie proof of
Lemma 3.12:

Lemma 3.16 (cf. [9, Theorem 7.6.11]). Let I C C[zy, ..., z,] be an ideal gen-
erated byQi, ..., Qr. If g € I N A,(C"), then there existy, ...,ar € A,(C") such
that

g=a1Q1+---+arQr.

[9, Theorem 7.4.8] also implies that there exigts= O(C") with no growth con-
ditions such thatf|, = f.

Lemma 3.17. We haveF € A,(C") satisfying thatF — f < Iy, that is, F|y = f.

Proof. LetJ € C[z,...,z,] be the ideal generated b¥, ..., P and A. By
Lemma 3.12, it follows thatF — Af € Iy, that is, F € J. Applying Lemma 3.16 to
J, we haveay, ...,ar,b € A,(C") satisfying that

F=aP1+ --+arPr +bA.

Here if we setF = b, thenAF—Af = A(F— f) € Ty. Hence it follows from Lemmas
3.14 and 3.15 that

F-Felv:8)=0v:a)=1,
so thatF|y = f. O

Proof of Theorem 3.1. Le¥V C C" be an algebraic subset. Then there exist a

finite number of irreducible algebraic varietidg, ..., Vs such thatV =V, U--- U
Vs. We shall prove Theorem 3.1 by induction sh . Wh&n = 1, we hdxeady
proved in Lemma 3.17. Here we can assume that = 2, since thafspfor § >

3 are the same as faf = 2. Then we have VgU V, and Iy =1y, N Iy,. For
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f € A,(V), it follows from [9, Theorem 7.4.8] that there exisfs € O(C") with no
growth conditions such tha,f|V = f. Since the theorem is valid fd!l (resp.V2), we
have F; € A »(C") (resp. Fre A »(C")) such thatF1|V1 = f (resp. F2|V2 = f). Let
Py, ..., Pr, (resp.Q1,..., Or,) generately, (resp.ly,). If J C Clzy,... zn] is the
|deal generated by, ..., Pp, Q1,..., Or,, We havely,N1ly, C J. SmceFl—f € IV1
and Fz — f S IVZ, it follows that

FL—F=F—-f)-(F.-f)ely, -1, CJ.
Applying Lemma 3.16 ta/ , we have, ..., ar, b1, ..., br, € A,(C") satisfying
Fi—F=aiPi+ - +ap, P, +b10Q1+ - + by, O,
Here we set
F=F —(aP1+ - +ap,Pr) = F+ (b101+ - + by, Or,).

Then sincef; — }‘ IS 7v1 and F, — f € TVZ, it follows from Lemma 3.13 that

F—felynly,=yNly) =1y,
SO thath|V = f. Thus the proof of Theorem 3.1 is finished. O

4. Proof of the main theorem

Applying Theorem A forX ={(,}, we havefi,..., f., € O(C™) and constants
€1, C3, A, B > 0 with

(4.1) |fi(Q)] < AexpB[¢|)

forall(eC"andj =1...,m

4.2) Z(f1, .- fm) DX

and

(4.3) STIDufi(G)] > e1exp(-Csl¢,|7)
j=1

for all v € N andu € $2"~1. Fix v € N andu € §2"~1. Set f;,..(w) = fi(C, + wu),
which is an entire function off. It follows from the chain rule that

IOE Z (cy) w = Dy fi(C).
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Hence from (4.3), there existsv,(u) € {1, ..., m} such that
~ 9
(4.4) | FitvaalO > - expE-C|Gu ).

In the rest of the proof, we denot§ ... BY fiwu- PUtZ,, = {w € C :
}j(y,u)(w) = 0}, which contains 0 by (4.2), and,, = min{1, dist(Q Z,, \ {O})}.
From (4.1), we have fjw ). (¢ + wu)| < AexpB|(, + wul?) for lw| < 1. Since
[(¢, + wu) — ¢, = |wu| = |lw| < 1 and| - |* is a weight function, there existd;,
B; > 0 independent of> andu such that

(45) |}j(u,Ll)(w)| < Al eXp(Bl|CV|”),

Set g, .(w) = fiw.u(w)/w. Since fi( .. has zero of order only one at =0 by (4.2)
and (4.4), we obtairg, , € A(C) and

(4.6) 80.1(0) = f1(,.5(0) # 0.

It is satisfied forjw| =1 that

vt = L2 = )] < 41 ol 9,

Hence it follows from the Maximal Modulus Theorem that

(4.7) |gv.u(w)| < A1expBi|C,|*)
for |lw| < 1. We denoteG, , € A(C) by

8v.u (w) — 8v,u (0)

Gu,u(w) = 34, eXp(Bl‘<u|a) .

Then we haveG, ,(0) = 0 and (4.7) gives thalG, ,(w)| < 1 for jw| < 1. Hence
the Schwarz lemma implies that, ,(w)| < |w| for |w| < 1. In particular, forw e
(Z,u \{0}) N{w € C: |w| < 1}, which is a zero ofg,, in {w € C: |w| < 1}, we
have from (4.4) and (4.6)

8. 1w

U > Gl/ u u = -
012160 = g e b @)~ 3A7expBiG, )

> e2eXpCalG|*),
wheree; and C, are independent af andu . Thus the definition of, , gives that
(4.8) dyu > c2€Xp(=Cal(, ).

Now, we need the Borel-Carathdory inequality. (For the proof, see e.g. [1, Corollary
4.5.10].)
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Borel-Caratheodory inequality. Let 2 be a function which is holomorphic in a
neighborhood ofw| < R and has no zero ifw| < R. If h(0)=1and0 < |z] <r <
R, then the following estimate holds

2r

log|h(z)| > — log max|h(w)|.
R |w|=R

—r

Since g, ,(0) # 0 from (4.6), we apply this inequality th w( ) & .,(w)/g...(0),
R=d,, andr =d, ,/2 to obtain

guu(w) 2'dvu/2

2 > — : log max
gu,u(o) dl/,u - du,u /2 |w|=dy .
gvu(w)

8v..(0)

for |w| <d, /2. Then it follows from (4.4), (4.6) and (4.7) that

gvu(w) D -2
&v.u(0)

2
|gu,u(0)|3< max |gu,u(w)|)

|w‘:dl/.ll

gV,H (w)
8v.u(0)

log

—2log max

|w‘:dl/.ll

4.9) 80a(0)] > 120(0) ( max

|wl=dy u

Y

£3eXp(=Cs|¢[*),

wheree; and Cs is independent of andu . Putd, = &, exp(=C4l¢,|%), wheree, and

C, are given in (4.8). Since, < d,, by (4.8), it follows from (4.9) that fofw| =

dy/2 | Fiwwy@)| = |w - g,.(w)| > esexp(=Cs|(,|?), wheree, and Cs is independent
of v and u . Thus we have proved that for evaryc $?"—1, there existsj , u) €

{1,...,m} such that| fjq,.)(C, + wu)| > esexp(Cs|(,|9) for |w| = d, /2. Hence we
have

1/2
(4.10) | £ (G +wu)| (Z | fi(G + wu)z) > | fiw.an (G + wu))

j=1

Y

£4exp(=Ce|(,|)

for |w|=d, /2.
We now considerf o F : C" — C™. Since may-
there exista, 5 > 0 such that

ndegF; =d andb > ad,

.....

(4.11) [FQI* < alz|"+5
for all z € C". Then we have from (4.1) and (4.11)

|fj o F(2)] < AexpB|F(z)|*) < Ae”® exp(B|z|")
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forall zeC*andj =1...,m, thqt is, foF € A p(Ch)".

SetU, ={£¢ € C" : |£ — (| <d,/2}. Denote byV, the connected component of
S|.j«(f; €4, Ce) including ¢,,. Then (4.10) implies thav, C U,. We also havel/, N
(Z(f1, .-, fm) \ {G}) = 0. Namely, foré € Z(f1,..., fu) \ {¢,} there existsu €
§2n=1 such that¢ = ¢, +|¢ — ¢, |u. It follows from the definition ofd,, and (4.8)
that | — (| > dvy > coexpCal(]?) = d,, so that¢ ¢ U,. Now settinges =
c4exXp(—3Cs) and C7 = aCs, We claim that the uniorV, of the connected components
of /. 1»(f o F;es, C7) including F~Y((,) is contained inF~%(V,). In fact, it follows
from (4.11) that forz € V,

|f o F(Z)| < eqexXp=LCe) exp(_ac6|z|b)
< eq€Xp (—506 —aCs- W)

caexp(Cs|F(2)[*),

which implies thatF £ )€ S|.1.(f;e4, Ce). Forz’ € F((,), the above inequality
holds on every curve through and in V,. The connectedness df, proves that
z€ F7YV,). Itis clear thatV, N F~Y(Z(f1, ..., fu) \ {¢,}) =0 for all v € N by the
above argument.

Here we need the following lemma:

Lemma 4.1 (cf. [2, Lemma 3.2]). Let f1,..., fu € A,(C™). Then there exist
constantsz, C > 0 such that

3" IDuf5(G)] = e exp-Cp((.)

j=1
for all » € N\ E andu € S~ if and only if we have constanté, C’ > 0 satisfying

|detJ f ()| = € exp(-C'p(())

for all v € N, whereJf is the Jacobian matrix of = (f1, ..., fin)-
We apply this lemma to obtaipg, Cg > 0 such that

(4.12) |detJf )| > 6 exp(—Cs|(u )

for all » € N. Calculating a sum of the moduli of att x m minors of J (f o F), we
have from (2) of Main Theorem, (4.11) and (4.12)

() (n
SIALFR) = |det/f FE)) - IALER)

k=1 k=1
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e6 €XP(—Cs|F(2)|*) - e exp(=C|z|")
(ese"“*) exp(—(aCs + C)|z[")

(AVARAY,

for all z € U, ez FHG)-
Here the proof of [5, Theorem 1] implies the following:

Lemma 4.2. For fi,..., fv € A,(C"), let Z’ be a union of connected compo-
nents ofZ(f1, ..., fy) which arek -codimensional manifolds, so that
() G
>N 18] @) > cexpCp(2))
¥=1 k=1

for all z € Z’, where the sum is taken over all x k£ minors of the Jacobian ma-
trix Jf. If we can choose constant$, C” > 0 such that every connected component
of S,(f;¢”,C") including a connected component &f does not intersect the other
connected components @f(f1, ..., fx), then we have constants’ < &, C"”" > C”
satisfying Let Y be a connected component&f and letVy be the connected compo-
nent of S,(f;¢"”’, C"") including Y. Then there exists a holomorphic retraby from
Vy onto ¥ such thalz — ®y(z)| < 1 for all z € Vy.

By settinge” =es, € = C7 and Z' =, ¢\ o F(C0), we can apply this lemma
to obtaine;, Cg > 0 and a holomorphic retracb, from vV, onto F~(¢,) such that

(4.13) 2—®,() <1

for all v € N\ E, whereV, (v € N) is the union of the connected components of
S| p(f o F;e7, Cg) including F~(¢,). It is clear thatV, NV, =0 for v # /.

For h € A‘,‘b(NF—l(X)), it follows from Theorem 3.1 that there exis§ e
Ay p(C") such thatH |y _, r-1c,) = hly, ., r-1c)- Then we define

d*h(z), if zeV, andveN\E,
h(z)={ H(z), ifzeV,andveeE,
0, if Z€S|,|h(fOF;E7, Cg)\UyeN V..

Since| - |* is a weight function, (4.13) implies that there exist, B, > 0 such that
h(z) < Asexp(By|z|?) for all z € S|.pp(foF;e7, Co). Hence it follows from the semilo-
cal interpolation theorem that we obtati € A.;,(C") with H|p-yx) = h. Thus

F~(X) is interpolating forA,. »(C").

5. Examples and remarks

The following is an easy example for the main theorem:
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ExampLE 5.1. SetX ={v},ez C C. By applying Theorem A (or [3, Corollary
3.5) to f) =sinzrz € A} (C), we know thatV is interpolating fod,. (C). Put

F(z1,...,22) = 22 +--- + 72, Which satisfies
" |oF
S| 2EC) | gradr ) = 21,
61,

j=1

If z € F~1(v), we have|z|> > |v|. In particular, forv € Z\ {0}, it follows that

n

>

j=1

0F(z
3Zj

>2/|v| > 2.

Hence the main theorem implies that1(X) is interpolating forA,.,(C") for all b >
2. (In this caseE H0}.)

In the case whera m =1, we can improve the main theorem asniillo

Corollary 5.2. Let X = {(,},en be a discrete variety irC and let F € C[z].
Put d = degF. For a > O, we assume thaX is interpolating fot..(C). Then
F~(X) is interpolating for A|.»(C) for everyb > ad.

Finally, we remark that the termb‘> ad’ in the main theorem is sharp in the
sense of the following open problem:

Open Problem ([5, Problem 1]). Letg be another weight function @ satis-
fying ¢ > p everywhere. Assume that an analytic sub¥et Cbfis interpolating for
Ap(C"). Then isV interpolating ford, @")?

We prove this remark by giving an example for whighr(X) is not interpolating
for Aj.»(C") for b < ad. Let X ={(,},en be a discrete variety irC. Then Nevan-
linna’s counting function is defined as follows:r, {, X) = #{v e N : |, — (| < r}
and

I’l(t, C’ X) B n(O, Cv X)

. dt +n(0, ¢, X)logr.

N(r,c,X):/or

ExampLE 5.3. Assume that = =1. P& f},en C C. As in Example 5.1,
it follows that X is interpolating forA,.|(C). SetF ¢ ) =z% so degF = 4. Then we
have

Imi

FY(X) = {\‘Vﬂ-exp<7)} .
veEN;I=0,1,2 3
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Corollary 5.2 implies thatF ~!(X) is interpolating forA,. »(C) for everyb > 4.

Here we claim thatF—!(X) is not interpolating forA,.,(C) for any b < 4. In
fact, we haven , OF ~1(X)) = 4v when v <r < Vv +1, son ¢ Q FY(X)) = 4[r%],
where k] =max{y € Z : y < x}. Sincen §, Q F~1(X)) = 0 for all s € [0,1) and
[t4] > t* — 1 for all t € R, we obtain

N(r,0, F7 (X)) = /O @dr

r 4
/ Mdl
1 1t

r* —4logr — 1.

Y

Hence for everyb < 4 there do not exist two constants B,> 0 such that
N(@r,0, F}(X)) < Ar’ +B

for all » > 0. Then it follows from [3, Corollary 4.8] that—1(X) is not interpolating
for A;.»(C) for any b < 4.
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