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CHAPTER 1

Introduction

In this thesis, we consider the Cauchy problem for the generalized reduced
Ostrovsky equation

(11) Uy = U+ f(UW)ze, TER, t>0,
. u(O,x)zuO(x), J?ER,

where 1 is a real valued function, f(u) = u” if p is an integer and f(u) = |u|?~tu
if p is not an integer. Equation (1.1) is known as a reduced version of Ostrovsky
equations [26] which models small-amplitude long waves in rotating fluids of finite
depth, under the assumption of no-high frequency dispersion. FEspecially, when
p = 2 equation (1.1) is called the reduced Ostrovsky equation [2] or the short-wave
equation [19], and when p = 3 equation (1.1) is called the short pulse equation
[28]. The short pulse equation is also known as approximate solutions of Maxwell’s
equations describing the propagation of ultra short pulses in nonlinear media. For
the details of physical background, see [2], [19], [26], [28] and references therein.

Recently, the Cauchy problem for (1.1) was studied by many authors. In paper
[29], the local well-posedness in H® for s > 3/2 was obtained for the generalized
reduced Ostrovsky equation with integer p > 2. Global existence of small solutions
to the Cauchy problem (1.1) with integer p > 4 was also established in [29] in
H° N H} with a time decay estimate of solutions |[u(t)||.. ~ ¢t~(/271/") where
2 < r < oco. For p = 3, global well-posedness of small solutions was proved in
[27] by using the conservation laws. Suitable smallness conditions are necessary
for obtaining the global in time existence of solutions since Liu, Pelinovsky and
Sakovich [21], [22] showed blow-up results for the short pulse equation (p = 3) and
the reduced Ostrovsky equation (p = 2) for large data.

The purpose of this thesis is to consider the scattering problem for the gener-
alized reduced Ostrovsky equation. This thesis is based on [17], [18] and [25].

Notation and Function Spaces. Let S and S’ denote the Schwartz space and its
dual space. As usually, we denote the Lebesgue space by L = {¢ € S'; [|¢||1,, < oo},

1
where the norm |9, = ([ |¢ (2)|” dz) P for1 < p < 0o and [|¢||f,c = Sup,eg |¢ ()]
for p = co. The weighted Sobolev space is

By = {6 € 8 ollp.e = ||(@)? (i0:) % o < o0}

where m,s € R,1 < p < oo and {(x) = V14 22, (i0,) = /1 — 02. We also use the
following notations H™* = Hy"* and H™ = H™?, unless it causes any confusion.
The homogeneous Sobolev space is given by

1" = {9 € $'5ll6llan = |[(-02) ¥ ¢ , < o0}

5



6 1. INTRODUCTION

Let C(I;B) be the space of continuous functions from an interval I to a Banach
space B. Different positive constants might be denoted by the same letter C. We
define the Fourier transform by

Fo=¢(¢) = \/% /Re_iwftb(x)dx.

Also the inverse Fourier transform is defined by

Flg— % /R ¢7EB(E)dE

Denote the free evolution group related with equation (1.1) by

U(t)=F texp (Zg) F.

We introduce the following operator
T =Ut)aU(—t) =z —t0;?

where ;™ = F~1(i¢)"™F. It is known that the operator J is a useful tool to
obtain the L™ - time decay estimate. However, the operator J does not act on the
nonlinear term like a first order differential operator. For this reason, we use the
operator
P=J0, —tL = x0, — t0;

instead of J, where £ = 0; — 0, ! is the linear part of the reduced Ostrovsky
equation. Note that P acts well on the nonlinear term like a first order differential
operator.

The thesis is organized as follows. In Section 2, we give preliminary estimates
which are needed to prove the main results. In Section 3, we show the local existence
of solutions to the generalized reduced Ostrovsky equation in the weighted Sobolev
space. In Section 4, we consider the generalized reduced Ostrovsky equation with
super critical case (p > 3), and we give the existence of the usual scattering states
for this case. In Section 5, we consider the sub critical case (1 < p < 3) and we
prove the nonexistence of the usual scattering states for this case. In Section 6, we
consider the critical case (p = 3), and we give the asymptotic behavior of solutions
for this case.



CHAPTER 2

Preliminary estimates

1. Linear estimates for the free evolution group of the reduced
Ostrovsky equation

We first give the LP — L? estimates for the free evolution group of the reduced
Ostrovsky equation. The proof of the lemma was given by P. I. Naumkin.

LEMMA 2.1. The estimate

U (6) 6 ()]l < Ot *

(—0?)* Fa- ¢‘

is true for t > 0, where 1/p+1/g=1 and 2 < p < co.

PROOF. In paper [29], Stefanov, Shen and Kevrekidis prove the case 2 < p <
00. Thus, we only consider the case p = co. We have

it 1 . 4l 3 3
U)o = f-le—”fwzﬁ [ttt gt Fode

- _atl _3 3
o= lim et gt T

Hence changing the order of integration we get

1 ) 1 3 ) 3
t - _— i —ltg -5 —iy& (_ 92\ 12 dud
uwo = gl [ et [ e o)t omade
1 3 _3
= —lim 824¢ydy/ (e VeI || 72 dg
27T 60 R( ) () BB |
_ 2
= ;;mO/Ga y) (=32)" o (y) dy.
where the kernel
1 izE—itt -2 1 > iE—itl 3
Gs (t,z) = — e g7 2dE=—Re e gL 2dE.
21 Jig|5 T Js
Let us estimate the integral
I (to) = [ et dag
5
for § € (0,1). Changing the variable of integration ¢ = tn~2, we find

1 \ﬁ —2 .2
Is (t,z) = 2t‘f/ it g
0

7



8 2. PRELIMINARY ESTIMATES

where p = {/|z|t. First we consider the case of x > 0. We integrate by parts via
the identity

L4 -2 .2 L4 -2 . 2
eI — [0, (ne”‘ n~ " —in ) ,

where Hy = (1—2i (n? + ,u477_2))71. Then we get

5o e s
I& (t7 "L‘) = 2t_% / e’LM‘l’r] 2_17]2d77 _ 2t_% / Hlan (nezu‘ln 2_1172) d/r]
0 0

1
B

= 215’56“‘4"_2’“7277H1‘n \ﬁ+8it;/ eI (2 — ity =2) Hidy,
=V 0

from which it follows

Ct—z,/L NE 2, 4,-2
S 1 5
\L;(t,x)|§7t 6+Ct—§/ n°+un .
L+ 5 +ptg o (1+n*+pin?)
YA [ .
< Otz 5<5> +Ct’5/ () Pdn < Ct™2
0

forallz >0,t >1,6 € (0,1).
t

Next we consider the case of x < 0. Denote b = min (%, 3) and represent

b . _ . B . _ .
Is(t,x) = 2t7% / O T / e~ gy — [ 4 I,
0 b
In the first integral I; we integrate by parts using the identity
et —in? _ H,d, (ne*iﬁn‘kiﬁ) ’
where Hy = (1 —2i (n? — ,u477*2))71. Then
1 b .04 —2 .2 1 b .4 =2 . 2
I = 2t_§/ e T dp = 2t_§/ H»0, (ne_z“ nomm )dn
0 0
b
_ 2t*%e*iﬂ4"’2*in2nH2‘ S+ 8it—% / e (2 Ay =2) Hidy.
n= 0

Since pin=2 —n? > Lputn=2 > n? for n € [0,b], we get

_1 b 2 4..—2
14 putb=2 -5 o (14 pin=2 —n2)

< Ct—%\/5<b>*1+0t—%/ i 2dp<Ct>

0

forallz < 0,t > 1,6 € (0,1). In the second integral I5 over the domain b < n < \/g
we integrate by parts using the following identity

et i H30, ((77 — ) 64,;4777271‘7,2) ,

where

2, 2 -t
H3:<1—2z’(77+”>7§;7 +/”L)(n—uf) .



1. LINEAR ESTIMTES 9

Then we obtain

I =2 /b et i’ gy — o4=3 /b Hydy (= ) e "= dy

t

B

— 9 zemm'n imin? (n—p) Hg‘
n=b
0

1 \/; L4 -2 o9
—4it™2 /b e~ T HE (n — ) 9, ((n + 1) (P 4+ 1) (n - u)2) dn.
Since |Hs| < (n— p) 2 and

’(n—u)ﬁn ((n+u) (n* +p?)n~® (77—#)2)’ <C(n—p)?
forb<n< %,Weget

%
L] < Ct = + Ct—%/b m—p) 2dp<Ct3

forall z < 0,6 > 1,6 € (0,1). Thus we find
G5 (t,2)| < Ct™2

forallz e R,t > 1, 6 € (0,1). Therefore
. 2 3
(el < g%/ Gs (0~ ) (~02) 6 (s) dy
1 3
S A ! -0,
This completes the proof of Lemma 2.1. O

In the next lemma, we show the large time asymptotics of U(t)¢ in L2. To
state the lemma, we define the main term ®(t) by

B(t) = 2= (7 E D300 + D)

where x = +/t/|z|. When ¢ is a real valued function, then ®(¢) is represented as

3
5 X2 —i(24+5) 2
2(1) = 2= Re” (1)),
The next lemma says that solutions of the linear problem decay rapidly in the
region > —1, which implies that U(t)¢ is remainder term for x > —1 and the
main term of the large time asymptotics of U(¢)¢ lies in the domain (—oo, —1).

LEMMA 2.2. ([18]) Let ¢, x¢p, € H. Then the estimates
_1
[U(O)Pllr2(0,00) = CAL2,
_1
Hu(t)¢||1,2(_170) < CAt™s,

and

||Z/{(t)¢) - (I)”L?(foo,fl) < CAt~ T
are true fO’I” t 2 1: where A = ||m¢w”H1 + ||¢HH1 and o € (0, 1/2)



10 2. PRELIMINARY ESTIMATES

PROOF. The free evolution group is represented as

1

Uty = (2m) /R e EE (€ de.

We first consider the case > 0. We note that there is no stationary point in this
case. Then, by integration by parts we have

-1
Vemu(t)e = / (1+m£+z§> O (£¢™577¢) d(&)dg
1wl — % .. 2 o,
_ / ( '5) zzg 'LE¢(€) 5 gaﬁ(b(g)t ele—zEdg'
(1+m§+i7) R 1+iz6 +ig
Applying the Cauchy-Schwarz inequality to the right hand side, we find for tx > 0,

[$(E)] + [£0:6(6)]
r L+t/lE+ ]

(g , + @ ) ( Jeariie+ x|5|>2d5>1/2.

Since tP227P|¢|2728 < Ct2 /€2 + Cx2£2 for B € (0,2), we have

U(t)o|

dg

IN

2+

J@a e saieh i < i [P e < (7))

where 8 € (1/2,3/2). Hence, choosing 5 =4/3 for 0 < x < tand f =2/3 for x >t
we obtain

Jio7 e ylel +aie) e <o (2) 7 )2,

Therefore, we get the first estimate of the lemma

(e

<Ot 1/2,
; <

U Bl (0,00) < CE
L2(0,00)

To get the second estimate of the lemma, we just apply Lemma 2.1. By Lemma
2.1 with p = 6, we obtain

U0l 1,0 < C IS 10y < L2 192 < CATE.

Finally, we consider the last estimate of the lemma. Consider x < —1. Denote

S, x) =&/x2+1/€ x = \/t/ — x, then we write

LT sy R s vy
(21) U)o = /0 e)d + = /0 SG(—e)de.

Consider the first integral on the right hand side of (2.1). Note that S(x, x) = 2/x
and

S(&x) = S0 x) = (€= x)?/x*€
for & > 0. To estimate the integral, we define a new variable of integration z =
(€ — x)/xVE. Since z (f) €+ X)/(2£3/2 ) > 0 for all £ > 0, there exists the
inverse function &(z (2x + V4x + 22x2)? /4. Denote
ol - EP0EE)
§(2) +x
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Since £(0) = x, ¥(0) = $(x)/2x and [ e~ dy = \ /7 [it, we get

(2.2) / 1S 3(6)de = 2xe S0 / T ety (2)d

— 00

= R0 et e (p(z) — (0))dz.

—o0
By integration by parts, the second summand of (2.2) can be rewritten as

/ et ((z) — b(0))dz = / (1= 2012270, (20 ) () — (0))d=

— 00

_ > —ztz ’(/}( ) ¢(0) > _itz2 sz(z)
= —/_OO 4t2mdz—/_ooe mdzj

By a direct calculation, we get

2E120(8) + E3/26¢(€)  €3/24(¢)
_ |12 _
BEI3P() + &1 89e(&)  €3/29(6)| |26yt o)
— a/2 |2 _
X §+x (€ +x)? §+x
< OxF (e |ede(9)] + €4 E16(0)]) VE).
Hence
T <o [ (e +-2130)1) d
[ e < X/O (615 de()] + £ %10(9)]) e
< Cx“(&‘* 2ede . =54 )<CA2xa.
2(0,00) L2(0,00)

Also, by the Cauchy-Schwarz inequality we have

Therefore,

[eS) 0 oS} 1/2
’/_Oo —itz? dits 2'2/}( )2tw()) ‘<C|1/J(Z)—¢(O)||Z_1/2 /_Oo 1|i dz < CAy o/24—3/4

and

00 00 /2 oo 1/2
iz 2Pa(2) 2dz \! 9 o 3
[ st o ([ ) ([Lee) sease

Hence, the second summand on the right hand side of (2.2) can be estimated as

2t

(2.3) ‘2xezx /OO it ((2) — (0))dz| < CAX' T334,
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In the same manner, the second integral on the right hand side of (2.1) can be
represented as

oofitSA,dZQ —itS(x,x) -
/Oe S(—€)de = 2xe xx/

e~ itz%y (2)dz
e

FEV2 iy Ed(—x) + 2X67%/_ e~ (11 (2) = 9(0))dz,

where

3/2( )\ d(—£€(2
i) = L)
£(2) +x
In the same manner as in the proof of (2.3), we also have

_2it

2xe X/ e (1 (2) — $(0))dz < CAXTEEE

Thus, we obtain

_3 a
U6 — Dl gy < CAE x4
Since

||L2(—oo7—l) '

—1
a2 a
O N

—0o0

\x|71*%dx = COtts,
we arrive at the third estimate of the lemma. This completes the proof of Lemma
2.2

|
To show the lower bound of the free evolution group, we show the following
lemma.

LEMMA 2.3. ([18]) Let ¢ € H! be such that x¢, € H'. Then, the estimate

1~ 1
IOl sy > 5 [

L2(k~3 t3) t3

n . —lia
¢ Lz(—t%7_k_%) CAt 4 4
is true for all k > 1, t > 1, where A = ||xdz |1 + || @l @ € (0,1/2).

Proor. By Lemma 2.2, we get

U Dllr2—ke,—1) = [ Plr2(—pe,—1) — 1A S — P2 g, —1)
> (2m)7%

J300) + ¢+ g(—))|

XE(em i3+ E

— CAti+E
L2(—kt,—1)

for all K > 1, ¢t > 1. Changing the variable of integration —z = tx~2, dz = 2dx, we

find

1 2
(24)  UBBI2_pe1) = 5

3 2 1 3 - 2
2t HXQ(ZS( )‘ L2(7k)t}71) + 272‘: HX2¢(_X)’ L2(7kt’71)
-1 4 t s ~ P E—— o R 2
o [ e e sa0 e - can i = ol
kit L2(k™2,t2)
112 t2 (Se5) 1T .
Ll —AtE —y)dx — CA%t~3F%,
* ’ ¢ L2(—t2,—k™2) * %/k_% € P(X)o(—x)dx — C
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We now consider the second summand of the last line of (2.4). By integration by
parts we have

< Crt gt p(—th)
+Cot H\gﬁqBH +Ctt
L2
< CtH ol + Ct ! [lagall = CA%
Applying this estimate to (2.4), we obtain the desired estimate. O

r ot 1’1(% D~k )

Using Lemma 2.3, we give the lower bound of the free evolution group.

LEMMA 2.4. ([18]) Let ¢,x¢, € H. Then the estimate

U0l v > 52078 (]9 —cariTH-+s

2 L2(1,V/T) + Hqﬁ‘ L2(—\/T,—1)>
is true for allt > T > 1, where 2 <r < oo, a € (0,1/2) and A = ||d||gg1 + || 2Dz || 411 -
Proor. By the Holder’s inequality we obtain
1(q_2 1(q_2
U211y < UOGlgr(—e,—2) 20 < IUOGlgr ()2,
where 2 < r < co. Applying Lemma 2.3 with k£ = 1, we obtain

1 ~ 1 1 2 o

U6l 2 L1302 B _carti-r
Ot v = 5620 (Jol L+ e

for all £ > 1. This completes the proof of Lemma 2.4. O

In the next lemma, we give the asymptotic expansion for the free evolution
group.

LEMMA 2.5. ([25]) The following asymptotic expansion is valid for the large
time t > 1 uniformly with respect to x € R :
(2.5)

u<t>¢m\/fe<z>e—l<‘ FIE00) + 0 (4737 (e lggrons + 16llgg+))

where x = \/t/ —xz, 0 € (0,1/4) 0(x) =1 when x <0 and 6(x) =0 when 0 < z.
PROOF. By the definition of U(t), we have

U)o =Fte o= o= [ Di ae
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We first consider the non-stationary contributions. For the case x > 0, it is easy to
see that there is no stationary point. Then, integration by parts yields

26) U o) =% | (i) de
Wle ™52
. g, e (b - &) b
A a(ies) T () |

where x = 4/t/x. Since

2.7) ‘<1+it <z+;))l <

fory =1/24 ¢ and 6 € (0,1/2), we can estimate the first term on the right hand
side of (2.6) as

cr i [Tt o) as < oot |

_1i_
< Ot 270 ([[@llggaras + 16l ggieas) -

Il
AR o . 2

)

(€ gFT

L2 L2

Also, using the estimate
-1 3
(1 ¢ X[z +
it | 2+ <CHA———
‘( (5 x2)> tits|¢|its

on [2x,00) and (2.7) with v = 3/4+3/2, one can see that the last term on the right
hand side of (2.6) can be estimated as

o1t [l e de-+ vt [T i3 o)

2x
< ottt

lasia1iss —_1l_5
IR G SRR WAool ey

Therefore we get the asymptotic expansion (2.5) for x > 0.
We next consider the case x < 0. We decompose the integral into the non-
stationary contributions and the stationary contribution. Put xy = \/t/ — z, then,

we have
7175 14 L ~ 2
R/ / a - ¢(§)d§ = 3%\/;(1 + II+1II),

whereT = 380G @ ag, = g7 (85 g g dgananin = 7 (143

We first consider the non-stationary contributions I and II1. By integration by parts,

)4 (¢) de.
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we get

- (
1—it<?_%> 0 (1_”(%_%)2
(-e(5-3)

T =TI +HE T

for v =1/2+6,3/4+6/2 and 6 € (0,1/2), it follows from the Cauchy-Schwarz
inequality that

c
29) I < 5 <’

Ot (8lggg s + loellgyen) + O3 (6757
<(lerigteal, + Jeretd,)
< O30 (||¢||H%+5 + ||x¢a:||H1+25> .

Similarly, by integration by parts, we have

(2.10) IH:/:OCZ (é-eit(:z+é)> .¢3(£)d§ _ [el ('X2+5)§A )]

X

Since

2
P

(2.8)

5457 ¥ ERXRPY 1ys s d
g+ [ o1 IMOIQ

IA

L2

_/WBM;QkMQM_ o e (3 + &) de
2

L 1 . 2
X 1—zt<?—g) 2x (1_%(%_%))

Since estimate (2.8) is also valid on [2y, 00), the first and the second term on the
1

right hand side of (2.10) is bounded by Ct~2 7% (||¢||ggs/2+5 + |2Pz/gga+25)- Since

-1 3
(-e(5-2)) |=tem

T otits|g)its
on [2x,00) for ¢ € (0,1/2), the last term on the right hand side of (2.10) is bounded
by

e [ e o) ac

t%-‘ré

|

IN

STl (Ghea]

()37 115+ 4|

L2 L2

IN

_1_
Ot |l

Therefore, collecting these estimates, we obtain

(2.11) [T < Ot ([ @llgsraes + 26 llgpss) -
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We finally consider the stationary contribution II. We decompose the integral II
into the leading term and the remainder term. That is,

1

=00 [ et ge 4 / Nt ) (G- b)) de -1+ R,

X

2

We first consider II'. Making the change of the integral variable £ = x&’ (we omit
the prime) and applying the stationary phase method (see [31]), we have for large
t/x =1,

212 1 =xi) [ e 6 g = [T E Dt +0 (i)

For small ¢/x, we also have |II'| < Ct= 279 HX%*“SQAS We next consider the

remainder term R. By integration by parts, we have

Loe

(213) R= / d ((g—x)e“(én%)) 1+_t¢<£>—<§s<x> ) p

s O €0 (&3
e etlirs) 009 ’
1+t =) (& - ) _x
SR
s L+t €= (& - )
e et
+/2 ) (39 - 4 (0) et (8- 8) XS
(14t (& %))
Since
(2.14) ‘(Hit(&—x) (512_;2»1 <CWIE|X—|3;’“

on [x/2,2x] for y =1/24 ¢ and § € (0,1/2), it follows from the Cauchy-Schwarz
inequality that the first and the second term on the right hand side of (2.13) is
bounded by

3435 2
2 I8 |3(0)] e
—3-5||¢e3467 ¢
(2.15) Ct ‘5 ¢)Lw+t;+6/; € —xI”
1 C|l€P+d! x g\
< O ([6lgges + Nodall gy ) + J+5|X|5 </ '5‘X'5>
<

_1_
0137 (0l ygg s + l2bllgpsas )
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/5
X
on & € [x/2,2x] and (2.14) with v = 3/4 + §/2, the last term on the right hand
side of (2.13) is bounded by

By using the estimate

< Cle—x1F 7 ie

6O -d(0)| <

&' (n)| dn

C 2x | |2+35 ) .
CRUN o Ml LRI
C H|§|2+5¢/ / d¢ C
T < = (|zdllgres + |l grrs) s
ALl RN ST EA N S

where we chose § € (0,1/4) so that 1/2 + 2§ < 1. Therefore, by (2.15) and (2.16),
we obtain

(2.17) |R| < Ct27° (|| $llegssoss + 170 | eqvas)
Collecting estimates (2.9), (2.11), (2.12) and (2.17), we obtain (2.5) for < 0. This
completes the proof of Lemma 2.6. (]

2. Time decay estimate

In this section, we give the L*° time decay estimate. To prove the time decay
estimate, we need following interpolation property.

LEMMA 2.6. ([17]) The estimate
oy &
|a2) 9| . < (lol s + lodall:)
is true, provided that the right-hand side is finite, where p>l,0<a< <.
PROOF. By the definition of the norm and the Plancherel theorem we get
£ L
|(=22)% o] cll-on% o], + et (-20) " o,
< Cllg +C|[10e1e1 2|

where we denote ¢1 = ¢,. Note that the fractional derivative is represented as
o dn
°0(6) = € [ (016.1) ~6(0)

where C = —a/(2T'(1 — «) cos(w/2)) and T' is the Euler gamma function. Then,
we have

IN

HO. o

A

L2’

pn—2 L 7 d77
/Nm (€ + )~ 91(O) s

(218) |l0el"lel ¢ , < c|

L2

_ EDUINS dn
C n—2 _ pn—2
+ “/n|§1(|§+n| (54‘77) |£| §)¢1(f+77)|n|1+a L

dn

C pn—2 r _ H—2 5 -
+ /|n|21(|€+77| (€4 ) (€ +1) = €266 (©)

L2
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Note that |a—b|'=# < |a|'=#4|b|'=# for B € (0,1). Hence |a—b| < |a—b|?(|a|' =P+
|b|1=#). Therefore, by the Holder inequality, we find that

|er=2ehictn —ae)||, < [detn -], @]
< o o

and

L2

|G + =2 +m) = =200t + )|, < Clal |24

for |n| < 1. Thus, substituting above estimates into (2.18), we obtain

Hiaaaisw—w\pzouawsluitv1 o e

[ hec]eral, / -
L2 7,\<1\77| 2 |>1|77|

47/3 +C HJUQZSxHLQ .

1

p—=1

‘Q

1

+C (€12,

< Cloll ey +Clladalls < Cllgll
This completes the proof of Lemma 2.6. O

Applying the above lemma, we can show the L time decay estimate. The
estimate says that the L°° - norm of solutions in higher order Sobolev spaces can
be estimated through the L2 - norm of J0,u ~ Pu.

LEMMA 2.7. ([17]) Let € € (0,1/2) and I > 0. Then the estimate

L _1
[o2)7¢|| <ot (1o gz +1Tale)
is true, provided that the right-hand side is finite.

PROOF. Since
[0l < C Pl o, 242

we have by Lemma 2.1 and Lemma 2.6

L L
|27 o], = ey n o) o] .
< ot b|[(—e) it u (-
< ot (—8%)%+%Z/l(—t)
< Ot (U ()0l asgorae + 120:U (1) 92
This completes the proof of Lemma 2.7. O

3. A priori energy estimate
The following estimate was shown in [29].
LEMMA 2.8. ([29]) Let u be a smooth solution of

Uty = U+ F (8, 2) gy + G (t,2) .
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Then for any s > 1, there exists a constant Cs ~ 1/ (s — 1), and a positive constant
C such that

2

L2yt u], < culoF Ol || (-8 ut)
+2 H(—ag)% u(t)‘ , (H(—aﬁ)s; ¢

L2

OO Ol (-0 F (1)

L

o)






CHAPTER 3

Local existence theorem for the generalized
reduced Ostrovsky equation

In the function space H™ NH! local well posedness was treated in papers [21],
[22]. However we do not know local well posedness for (1.1) in the weighted Sobolev
spaces. For the convenience of the readers, we give a local existence theorem for
(1.1) which is needed in later chapters.

PROPOSITION 3.1. ([17]) Let the initial data ug € XJ*, m > 3/2, and the order
of nonlinearity p satisfies p > m + 1, or is an integer. Then there exists a time
T (ug) > 0 and a unique solution

we C(0,T];H"NH™Y), zu, € C ([0,T];L?)
of the Cauchy problem (1.1).
PRrROOF. We consider the parabolic regularization

{ Uty — U — Vlgay = (f()),., T ER, >0,

(31) u (07{1;) = Up (1’), x e R7

with v > 0. By the contraction mapping principle, we first prove the existence of

solutions in ||ul|gm + ||tz|lgor + ||ullg-1. Let us consider the linearized integral
equation associated with (3.1)

w(t) = Uy (£)uo + / Uy (= 5) (f(0(5)))ads,

where U, (t) = F~'exp (—it/¢ — vt€?) F and Hv||xgl < M. We have

t

_1 1
(3:2) fullgm < lluollgm +C(V)/O (t— )72 [[oll§pn ds < Juollggm + C (v) T MP
and

t
— 1
(3-3) lullgr—s < lluollg- +C/ lollf llollgz ds < [[uollgg— + CT=M?,
0

since the estimate ||Uf,, () 0;¢||;. < C (Z/t)_% |¢]|L2 is valid for j € {0} UN. Multi-
plying integral equation by zd,, using

(3.4)  [20.,U, (1)) = F ! <Z€t - 2ut§2) FU, (t) = —U, (t) (t (0,1 —2v02))

21



22 3. LOCAL EXISTENCE THEOREM

we obtain

zu, () = U, (t) (20, —t (0, — 2v02)) uo

+/ Uy (t — s) (02 — (t —7) (1 — 200%)) F(uls))ds.
0

Taking the L? - norm, we get

(3.5)

zuellgs < 20zuolls + CT [luollg— + C () [Juol|La

T 1
+C(V)/O (t =92 ol (lzvellge + [[vllg2) ds

T
—1 —1
40 W) [T (I ol + Il o) ds

< J2dsuollys + CT lluollg-+ + C () Juollys + € (v) M7 (T2 +T#).

By virtue of (3.2), (3.3), (3.5), we find that there exists a time T, such that (3.1)
has a unique solution v = u(*). To prove Proposition 3.1 we need a-priori estimates
in the norms ||u||gm + ||Oxt||ggo.1 + ||©]| -1 uniformly with respect to v > 0. A-priori
estimates in the norms ||u|/gm + ||u|lg-1 can be obtained by integration by parts.
We next prove a-priori estimate of ||zug ||y . Multiplying equation (3.1) by 22y,
and integrating with respect to x we have

(3.6)

d
f—/:czuidx:/xzuurdac+l//sc2umummdx+/:Ez (f(u)),p vzda.
2dt Jr R R R

Integration by parts in view of the Schwarz inequality yields

(3.7)

/ r2uu,de / rulde / (u + zuy) 0, udw
R R R

< (lullpe + lzdsully2) |05l -

In the same manner

(3.8) V/ P uptgppdr = v ||um||ig —v ||a:um||i2
R
and
-1
(3.9) /IR$2 (f () 4 uadr| < Cllullin ([uallpe + llzusllye) l2uslly: -

Substituting (3.7), (3.8) and (3.9) into (3.6) we get

d _
7 el < C (lule + o lya) (|07 ol

2 -1
+ClJuellzs + C lullin] (luellys + loallys) [odzully:

< O+ O ||zuglye

from which it follows that

d _ _
%e ct ||a:uz||i2 < Ce “1,

Integrating in time, we obtain

lzuslle < l2dsuollze €T +C
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for 0 <t < T. Therefore we have a desired a-priori estimates of solutions uniformly
with respect to v > 0. Letting v — 0, we have |u| xz < C. This completes the
proof of Proposition 3.1. (]

REMARK 3.1. When we consider (1.1) in the weighted Sobolev space, the prob-
lem becomes delicate. By (3.4) we have

20Uy (8) — Uy, (1) 20, — F~1 <’§ - 2ut§2> FU, (1)
Therefore
(28.) Uy, (t) — U, (t) (20,)°

= 2F ! <’§ - 2m:§2) FU, (t) 20,

, ‘ 2
+F! (? - 4ut§2> FU, (t)+ F! (Zg - 2ut§2> FU, (t)
= L) +I+ Is.
In order to estimate || (28,)° ul|y2 we find

oo, -

‘(1783;)2 uoHLz +C HxaxUOHL’Z +C ||UOHL2
+OT a0l + CT ol + CT? o5

3 t
O [T = 5) 0.0 5Dl
j=1
Then, I3 can be estimated as

[ 15 90,00 0l s
[

¢ [ (1@ @D s + =9I (Dlge) ds

The first term of the right-hand side of the above inequality is difficult to treat. This
is the reason why we avoid to use the operator P2.

-t Lt_s)—y -8 22 —8) 0,v° (s s
P (M - 9¢) Ao d

L2

IN






CHAPTER 4

Asymptotics of solutions to the generalized
reduced Ostrovsky equation with supercritical
nonlinearity

1. Main results

Our aim in this section is to consider the asymptotic behavior of solutions
to the generalized reduced Ostrovsky equation with supercritical nonlinearity. In
Theorem 4.1, we show the existence of the usual scattering states if the order of
nonlinearity p > 3+ 1/2. In Theorem 4.2, an almost global existence of solutions
to the short pulse equation (p = 3) is given. More precisely, we show that the
lower bound for the maximal existence time T' can be estimated as T > exp(B/€?),
where € is the size of initial data. In Theorem 4.3, we consider the short pulse
equation with time dependent coefficient. Under the suitable assumption on the
time dependent coefficient, we show the existence of the usual scattering states. To
state our results precisely, we introduce the function spaces

7= {u() e C(10,7):L?): lullxy < oo}, X5 = {0 € L% ollxy < oo}
where

lullxg = sup |lu(t)llgm + sup [[TOpu(t)|lg> + sup [Ju(t)]g-
T el t€[0,T) tel0,T)

and

[0llxp = ollem + 1020l gos + 1Pllgr-1 -

THEOREM 4.1. ([17]) Assume that the initial data ug € X', where m = 2+,
e > 0 and the order p of the nonlinearity satisfies p > max {3+ 2/(3 4 2¢),3 + €} ,or
is an integer, such that p > 4. Then there exists a positive constant € such that
(1.1) has a unique global solution w € X7 with the time decay

o (@)l < € (1)
for any ug satisfying ||u0||Xom < &. Moreover for any ug € X§* such that ||u0||xgl <
g, there exists a unique scattering state uy € H" nH"!, Opuy € HO170 satisfying
U4 (=) w (t) = wpllggm—s + U (=) u(t) — vy llg-a
(4.1) U (=) Dy (8) — Outs g0 s — 0
as t — oo for small § > 0.

25



26 4. ASYMPTOTICS OF SOLUTIONS

Next result states an almost global existence of small solutions to (1.1) with
p = 3. To state the result, we define a maximal existence time T™ by

T* = sup {T > 05 Hu||X¥ < oo} .

THEOREM 4.2. ([17]) Assume that p = 3, the initial data ug € X', where
m >4 and |[ug|xy = . Then there exist positive constants g9 and B such that

B
T > exp (§2>

The proof of Theorem 4.2 works also for the Cauchy problem

Uty = U+ a () (u3) ps
(42) { u(0) = ug ’

for all 0 < £ < g.

if the coefficient a(t) € C! (R) satisfies the following time decay estimate

dja(t)| < € (1+[t) 7 (log (2 + [¢]))
for 7 =0,1 and t > 0, where v > 0. Therefore, we obtain following theorem.

THEOREM 4.3. ([17]) Let the initial data ug € Xg*, where m > 4 and ||u0||X6n =
g. Then there exists a positive constant € such that (4.2) has a unique global solution
u € X7 with the time decay

_1
[u(®)|L~ < C () >
for any ug satisfying HUOHXZT' < €. Moreover for any ug € X" such that ||u0||X6n, <

g, there exists a unique scattering state uy € H™ nH!, Opuy € HO1=0 satisfying
(4.1) for small 6 > 0.

For the convenience of the reader, we explain our strategy of the proof. The op-
erator J was introduced by [5] first to study the scattering problem for the nonlinear
Schrodinger equations and was used by many authors, see, e.g., [3]. However, the
operator J does not work well on the nonlinear term. To overcome this difficulty,
we introduce the operator P, which was used in [8] for studying the global existence
of solutions to the Schrédinger equations in three space dimensions. After that the
operator P was used often for several equations appeared in fluid mechanics such as
the modified Korteweg-de Vries equation [9], [10], the generalized Benjamin-Ono
equation [11] and the generalized Kadomtsev-Petviashvili equation [16]. According
to these papers, we use the set of operators (Z,d,,P) in order to get desired time
decay estimates of solutions. While, we already know that local solutions of the
reduced Ostrovsky equation is local well-posed in H? for s > 3/2. Hence, it is rea-
sonable to define our function space through the operators (Z,d,, P, 92,9, P, P?).
However the operator P? is not acceptable for the case since P = xd, — td; * —tL
and P? ~ (29, — td;1)? is equivalent to use of 9,2 (See also remark 3.1). On the
other hand, our equation is u; = d;'u + (f(u)), and we can not apply 9,2 to the
nonlinear term. Therefore, we need to use the set of operators (Z, 0", P) instead of

» Y o

(Z,0,,P,0%, 0,P,P?). Thanks to Lemma 2.7, the set of operators works well even

y Y

if the orders of P and 0, are different each other.
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2. Proof of Theorem 4.1
PRrROOF. We prove that for any T > 0
lullxzre < VE
by a contradiction argument. We assume that there exists a time 7" such that
lull xzse = VE.

Taking m = 2+¢, F = f'(u), G = f”(u)u? in Lemma 2.8 and using the Sobolev
inequality such that

(4.3) [uallpe < Cllullg® llullg:r

we find that

d sul s o
(44 Z|coFu@| < Clu@IZET T @ IE e @l

—241d2e TieE 2
) (lullgge + 17 0oullp2)” 555 u OIF lu (Ol |

because of Lemma 2.7. Therefore

1+4+2¢
+2e

< C <t>_%(/’_2+3

+1

t
@5) @) < 2+ CEF / (1) HomzEE) g < 2 ot < 922

0
since p > 3+ 2/(3 + 2¢) and € > 0 is small. To get the a-priori estimate of
H@;lu(t)HLz, we define x,, € S such that 0 < ¥,,(£) <1 and

L 1 2—n+1 < |€| < on
Xn(8) = { 0 0<lel<2m 2 < gl

Multiplying (1.1) by xn*, we get
(46) (Xn * U+ Xn * (f(u))w)w = Xn * U,

where x is the convolution. Multiplying 92 both side of (4.6) and taking the dot
product with 9,1 (x,, * u), we have

(aac_l(Xn * Ut ), a_l(Xn x 1)) + (xn * f(u), a;l(Xn *u)) = (aac_g(Xn * ), 8_1(Xn *u)).
Note that (9, 2(xn * u),0; 1 (Xn * u)) = 0. Then, letting n — oo and integrating

ki

with respect to t, we have
t
(4.7) |07 u(®)|| 2 < |07 Muol| . +/0 lu() £ w(®)l|> dr

t
< e+ 0T [ (lullge + 170l (7)0 dr < O
0

We next consider the estimate of ||Pu(t)||;.. Multiplying P = 20, — t0; both side
of (1.1), we have

(4.8) Pu = ((Pu), + (f(u)), =P (f(u)),), -
In the same manner of the above, we multiply (4.8) by 9, 1x,,* and take the dot
product with x, * Pu, then we have Letting n — oo, we have

d _ -
(49) ZIPul: < Clu®IE [u®)lg: +C lu@lie 1Pu(®)ly:

< O 4 0 () (2 ) | Pu () e
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Hence,

IPulls < Ce.

By the identity

g0 u=—t(w = [ udy) = -t(s0),.

we obtain
(4.10) 1T 0uullpe < [Pullge +t Jull g 100ullp
1l _
< Pullgs + O 2D ((fullgg. + 1T Opullr)” " 00ullye
< CF4CE7 <CE

By (4.5), (4.7) and (4.10)

lullxy < CE< VE

This is the desired contradiction. Hence we have a global in time solution satisfying
the estimate

el < V2.

This completes the proof of the first part of Theorem 4.1. We now consider the
scattering problem. It is sufficient to prove that {{/ (—t)u (¢)} is a Cauchy sequence
in C([0,00); L?) N C([0,00) ; H™!) since by the Sobolev inequality
(4.11) U (=t)u(t) —U (=s) u(s)llgm-s

o
Cllud (=t)u(t) —U(=s)u(s)lge U (=t)u(t) = U (=s)u(s)|am"

o
CllU(=t)u(t) —U(=s)uls)lf:,

IN

A

and

(4.12) [td (=) Dy (t) — U (=5) Dot (5)]| o1

< O U (1) Dy (£) — U (—5) Dy (3)][%0 1A (—1) Dot (£) — U (—3) Do (5) 15
< MU=t u(t) —U(—s)u ()25 U (~t)u t) — U (~5)u (3)]m
< MU (-t)u(t) —U(—s)u (s

with § € (0,1). By the integral equation associated with (1.1), we get

¢
(4.13) led (—t) u (t) — U (=5)u(3)llgg-1rpe < c/ (ry"20 "V gr
from which it follows that {¢/ (—t)u ()} is a Cauchy sequence in C ([0, 00);L?) N
C([0,00); H™1). By applying (4.13) to (4.11) and (4.12), we obtain the result of
Theorem 4.1. d
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3. Proof of Theorem 4.2

ProOOF. We next consider the space X%fg. We take m = 4+ ¢, F = f'(u),
G = f"(u)u2 in Lemma 2.8, where p=3,4 or p > 5

m 2 m 2
= o0 2u<t>HL < O 10.F Ol [CERERTC]
2o u], (00" G0, + @i~ (00" F (1)
< Cllull g 10nul g [l -
We apply the estimate of Lemma 2.7 to find
m 2 _p—1 _
L l=00% w0}, < €0~ el + 1700l i
from which it follows that
t e _
414) . <2 +C / (M)l + 1T00ull2)" ™" ullzym dr

By the first line of (4.9) and Lemma 2.7, we have

(4.15) IPulz < +C/ T (ullgge + 17 0eully)
X (IPullge + llullg2) [IPullz dr.
By virtue of (4.14), (4.15), the first line of (4.10) and (4.7), we get
t
lull < O+l | ()7 dr < O+l Low (7).

where we put p = 3. From this estimate and a contradiction argument used in [24],
Theorem 4.2 follows. U

4. Proof of Theorem 4.3

PrROOF. We now prove that

lullxse < ()

for any T' > 0. By the contradiction we assume that there exists a time 7" such that

2
ullgsre = @)%

In the same way as in the proof of (4.14) and (4.15), we have with m =4+ ¢

t
lulf < E+C / ()™ (og ()™ Y (fullggm + 1T 00ully2)? l[ullfgm dr
< 2+0(E)% <2
and
Puls < 240 [ ) Qo () e + 170l

X (IPullgz + llullg2) [[Pullye dr

240@ [ 0 togr) T IPulide

IN
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from which with the Gronwall inequality it follows that
[Pully. < V2z
By the identity

(P~ J0:)u=~t <ut - / udy) = —ta(t) (),

— 00

we obtain

”\76&quL2

IN

[Pullpe + tla (t)] ullf e~ |0sully.
< [Pullge + € (log (1) ™7 ([l ggase + 11T 0ntullp2)? |0zl
< V2E+CFE <2z

Therefore we have the desired contradiction. This completes the proof of Theorem
4.3. O

A



CHAPTER 5

Nonexistence result of the usual scattering states

1. Main result

In this section,we consider the Cauchy problem (1.1) with f(u) = |u|?~u. That
is, we consider the Cauchy problem

= p—1
(51) { Utz U+ (|7.L| u):cm» x € R, t>0

u(0,z) = up (x), reR

Our aim in this section is to prove the nonexistence of the usual scattering states
for the Cauchy problem (5.1) with 1 < p < 3. That is, we prove that it is impossible
to find a solution of (5.1) with 1 < p < 3 in the neighborhood of the free solution
as t — oo. Note that the lower bounds were not shown previously which are
important for proving the nonexistence of the usual scattering states (See [6] and
[23]). In these papers, finite propagation speed was used to get the lower bound
time decay estimate. Since (1.1) does not have finite propagation speed property,
we need to apply the sharp asymptotic behavior of solutions. Asymptotic behavior
of solutions to the free Schrodinger evolution group is well known and the lower
bounds for the solutions can be obtained easily (See [1]). The lower bound for the
linear combination of different Schrodinger evolution groups was obtained in [15]
which was used to prove the nonexistence of the usual scattering states for a system
of nonlinear Schrédinger equations.

THEOREM 5.1. ([18]) Assume that there exists a solution u € C(R; H~' N L?)
of the Cauchy problem (5.1) with 1 < p < 3. Furthermore, we assume that if
2 < p < 3 then the time decay estimate

lu(t)l|p~ < C(t)~2

holds. Then, these does not exist any free solution w(t) of the linear Cauchy problem
(5.1) with initial data
pcH*NH ' 2¢, € H'

and some T > 1,

£0

L2(1,T) L2(—T,—1)

such that
T u(®) — w(t) g1 = 0.
where w(t) = U(t)p.

31



32 5. NONEXISTENCE RESULT OF THE USUAL SCATTERING STATES

2. Proof of Theorem 5.1

PROOF. We prove the theorem by a contradiction argument. Suppose that
there exists a free solution w(t) = U(t)¢ of the linear Cauchy problem (5.1) with
initial data ¢ and satisfying

(5.2) Jim [u(t) — w(t) gz = 0.

Define the functional
H,(t) = / w(t, 2)0; u(t, z)d.
R

as in the papers [6] and [23]. In view of equation (5.1), we have O.U(—t)w(t) =0
and U (—t)0;  u(t) = U(—t) (Ju[*"*u). Also we can represent

H.(0) = [ U=tuwe)U(=00; " ut))da.

Then by a direct calculation we find
/(M(—t)w(t)) U(—t)(Jul*~ u)) dz = / wlul’Vudz
R R

/ |w\p+1dx+/(w\u|”_1u— Jw|Pt)da.
R R

For 3 > p > 2, we have

H,(t)

dt

‘/(w|up1u — w|w|P~ w)dx
R

Cllwllgee (lullge + llwliez) (Jwllge + ullge

CA+1)Pt"7 |Ju— w||p

IN

-2
)" lu = wlge

A

where A = ||¢||gg1 + |2hz |51 - Here we used the estimate [|w]|p.. < Ct~/2 and the
assumption ||u|y. < Ct~1/2. Next we consider the case 1 < p < 2. By the Hélder
inequality, we have
<Clwll. 2 |[luff~ v — wiw/’ w]|| 2

L2-r Lr

‘/(w|u|p1u — wlw|” w)dx
R

_ _p-1
< Cllwll_ 2, (lullee + [wlg)? ™" u = wllg. < CA+ 17777 Ju—w]g. .

Then by Lemma 2.4, we estimate

= Hu(t)

V

[ b ttds = A+ 02 =l

p+1

%

27p71t7%(||¢3||L2(1,ﬁ) + ||€Z7||L2(—\/T,—1)>
—CAPT T ) QA+ 1) (| — w| s

By the assumption of Theorem 5.1, there exists T' > 1 such that ||u(t) — w(t)||2 <€
for all ¢t > T with € > 0 such that

C(A+1)? <277 (| Bllpequ vry + 19llga( vz 1))
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Hence, by integration with respect to t, we have

(5.3) |H,(2T) — H,(T)| > c/th-pz‘ldt > T,

for large 7. On the other hand, by the def‘fnition of H,(t) and (5.2), we find

4 B0 = [ w0 e < C o)l 05 @)~ w(®)]

< Clluollge |07 (u(t) —w(®))||. — 0,

for t — co. From (5.3) and (5.4), we obtain a desired contradiction. This completes
the proof of Theorem 5.1. O






CHAPTER 6

Asymptotics of solutions to the short pulse
equation with critical nonlinearity

1. Main result

In this section, we consider the Cauchy problem

(6.1) { Uy = U+ (U%)ge, ER, >0

u(0,z) =up(x), z€R

The result of section 5 says that there is no asymptotically free solution for the
short pulse equation. However, it is not clear how solutions behave in large time.
So, our aim in this section is to show the asymptotic behavior of solutions to (6.1)
under the smallness condition on the initial data.

Scattering problems for nonlinear dispersive equations in one dimension with
critical nonlinearity were intensively studied by many authors. Hayashi and Naumkin
showed the asymptotic behavior of solutions to cubic nonlinear Schrédinger equa-
tion [12], Hartree equations [13], modified KdV equation [9], and cubic Benjamin-
Ono equation [11]. Delort studies the scattering problem for the quadratic and
cubic Klein-Gordon equation [4]. Recently, Ionescu and Pusateri consider the scat-
tering problem for nonlinear fractional Schrédinger equations [20]. Even if the
initial data is sufficiently small, these equations are not tend to free solutions as
t — oo. In fact, to find their asymptotics, we need a suitable phase correction on
free solutions.

To state our result, we introduce the function spaces

Xy = {6 € L% l6lxp = 19llsm + 20 llgs + 6l < o0}

and
xj = {u(t) € C(10,7)5L2); Jullxp < o0},

equipped with the norm
—eh 1
lullxy = sup ()77 (lu@®llgm + 1 Tue Ollgs + lu (@llg-1) + sup ()2 [u(t)]ge,
tel0,T) te[0,T)

where € > 0 is small. We are now in a position to state our result.

THEOREM 6.1. ([25]) Let the initial data ug € X§' and m > 10. Assume that
||u0||X6n, < € and € > 0 is sufficiently small. Then there exists a unique global
solution uw € X7 of (6.1) such that

lu @l <C (172

35
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Moreover for any ug € X3 there exists a unique function W € H%2 such that the
following asymptotics is valid for large t > 1 uniformly with respect to x € R:

2 (2t 0w 3x 2
(6.2) wu() = RN EG(x)W (x) exp <z <X 1t 7 W (x)] logt>>

+0 (t‘%“s),
where § € (0,1/12), x = /t/ —z, 0(z) =1 when x < 0 and 6(x) = 0 when 0 < z.

REMARK 6.1. The assumption 9; 'ug € L? is crucial to our proof since we use
the operator J0, = 20, — td;*. The author do not know whether the assumption
can be removed or not. This problem is more challenging.

We now state our strategy of the proof of Theorem 6.1. According to Propo-
sition 3.1, there exists local solutions to (6.1) in the function space X7'. Thus, to
obtain the global existence theorem, we need to show the a-priori estimate of local
solutions in the norm H”x;n However, it seems to be difficult to get the estimate

)12 |u(t)||p~ < C as in the same manner of [17], since the order of the nonlin-
earity of (6.1) is critical. So we need another approach to get the L* estimate.
In this paper, we adopt the method closely related in papers [9], [11] and [12] by
Hayashi and Naumkin. Papers [9] and [11] deal with the scattering problem for
dispersive equations with critical nonlinearity :

ug + (—é)g%)pT_lua7 =), R, t>0,
U(O,.I‘)ZU()(J?), Z'E]R,

where (—85)"”2 = F~L¢|™ F. More precisely, it was shown the scattering result

for modified KAV equation (p = 3) for small initial data ug € H"! in [9]. While it
was shown the scattering result for Benjamin-Ono equation (p = 2) for small initial
data ug € HY2 N H? in [11]. From these results, if p becomes smaller, then we
need more regularity on the initial data to obtain the scattering result by using the
method [9], [11] and [12] directly. Since our equation (6.1) is the case of p = —1,
we need more regularity on the initial data than [9] and [11], and we need to
construct solutions in corresponding weighted Sobolev space. However, as pointed
out in [17], it seems to be difficult to construct solutions in Sobolev space with (z)?.
Hence, we cannot apply the operator P = t0; — x0, twice to the equation (6.1)
since P? = (20, — t0;)? and 07 is similar to the anti-derivatives d;2 in the short
pulse case. Note that this difficulty does not arise in previous works such as [11]
and [12] . That is, there is no difficulty to use the operator P twice in these cases
since the linear part of these equations do not have an anti-derivative. To avoid
the difficulty, we use Lemma 2.7 which was the main tool in the proof of Theorem
4.1. In the same reason, we also need to avoid using two weights in our proof (See
Lemma 6.5). Thanks to these lemmas, we can avoid using the operator P twice.

2. A priori estimate

In order to obtain global solutions to (6.1), we should show the a-priori estimate
of solutions to (6.1) in the norm |- ||X¥L In the following lemma, we give the a-priori
estimate of [[u(t) g [u(t) g+ and |72 () lggo-
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LEMMA 6.1. ([25]) Let u be a solution obtained by Proposition 3.1 with m > 10.
Then, the following estimate

677 (lu®) g + lu®)llgg-2 + [T e () llgs) < Ce,
is valid for any t € [0,T].

PrOOF. By Lemma 2.7, we have

% lu@)llggn < C ()l + s () g ) ) llggn < Ce(t) ™ ful) e -

Whence, by the Gronwall inequality, we get
1
lu(t)llggn < Celt)e < Ce(t)” .

To get the a-priori estimate of ||, 'u(t) HLQ, we define x,, € S such that 0 < ¥, (£) <

_ 1 2 nhl g <on _
1 and x,(§) = { 0 0<lef<2m 2t <] Multiplying (6.1) by xn*, we get

(63) (Xn * Up + Xn ¥ (US)T)x = Xn * U,

where * is the convolution. Multiplying 92 both side of (6.3) and taking the dot
product with 9,1 (x,, * u), we have

(05 Ot * ue), 07 (xn * ) + (X % 6, 05 (i * 1)) = (052 (i * 1), 07 (X % ).

Note that (9, 2(xn * 1), 05 (xn * u)) = 0. Then, letting n — oo and integrating
with respect to t, we have

t t 1 1
|07 Mu®) || < ||3;1uOHL2+/O [u(®) I u(t)]lps dr < 6+C€3/0 (r) =1 dr < Ce(t)e”.

We next consider the estimate of |Pu(t)||:. Multiplying P = 20, — t9d; both side
of (1.1), we have

(6.4) Pu = ((Pu), + (v), =P (v"),), -

Multiplying (6.4) by 9, x,* and taking the dot product with x,, * Pu, we have
d
dt [[Xn * PUHLZ’ <C HXn * (US)IHLz +C ||Xn * P(us)mHLz )

since (0, 1 (xn * Pu), Xn * Pu) = 0. Letting n — oo, we have

(6.5) %HPU(??)HL:» < Clu®lge llue(®)llgs + C llu®) g [Pl

< Cet)™F + Ce(t) T Pul®) g -

We next consider the norm ||(Pu(t)),||;.. Applying the classical energy method to
(6.4), we have

(6.6) %II(PU(t))xIILz < Cllu®lge lu® e + Cllu(®)lzzz, [Put)llgn

< Celt)™ 7 + Ce(t) T IPu(®) g -
By (6.5) and (6.6), we have

d Cild -
2 1Pu@)llen < Ce))™% + Ce(t) ™ [Pult) e
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Whence, by the Gronwall inequality, we obtain

ol

[Put)llgn < Ce(t)“* + Celt {0 < Cefty,
It follows from the identity P = J0, + tL that

1

1tz ()l < 1Pul)llg + | L) g < Celt).
We next give the estimate of ||(Jus),, (t)|/; .- Note that the following estimate
(6.7) () lgrr < C2 (lu@) [l gmir—s + [T e ()l gr-1)

is valid for 1 < k, because of Lemma 2.7 with [ = 2, § = m — 10 and ¢ = (i0,.)* 1u.
Then, applying the energy method to (6.4), we have

%II(PU(@)MIILQ < O llu(®)gga, IPu®)llgr: + C lul®) I 1(Pu(t)) ol

2 1433 _
O ut)llg lu(t) s < Celt) ™2 + Ce(t) T |(Pu(t)) Iz »
by (6.7) with & = 2. Whence, by the Gronwall inequality, we have

PN

[(Pu(t)) 1 lle < Ce(t)e + Celt)* 7 9 < Celt)©
Thus,

1

(Tt () ol < NPu®)) o llps +1(Lu(t)) 4|l < Celt)
By using the above argument repeatedly, we can get ||(Jus(t))
because of (6.7) with k& = 3, and then, [[(Tus(1)),400ll1: < Ce(t)él/G because of

6.7) with k£ = 4. Finally, we get |[(Ju.(t ., < Celt e'’" because of 6.7
zxxzx L
with k = 5. Therefore, we obtain the desired estimate. (I

1/5
TTT ||L2 < C€<t>6

We next give the L™ a-priori estimate of solutions to (1.1).

LEMMA 6.2. ([25]) Let u be a solution obtained by Proposition 3.1 with m > 10.
Then, the following estimate

(6.8) (1) u(t)llgz. < Ce
is valid for any t € [0,T).
ProOOF. By Lemma 2.6, we have for j =0,1,2,
6.9)  [0u(®)||p = [UOUHDLu®)]|,~
615 Fu=tu)| 4175 (1T ua Ol anns + 1O ggnes ) -

[
<t

Thus, to get the a-priori estimate (6.8), we should show the estimate of H €] AL FU(—t)u(t) H
Multiplying U (—t) both side of (6.1), we have

(6.10) U(—t)u), =U(—t) (u®),
Put v = U(—t)u, and then, apply Fourier transform both side of (6.10) to get

(4 €) = s //R2 —it(t-d-d-eea ), 0(t, E1)0(t, &2)0(¢, & — &1 — &2)dE1dEs.

Lo
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Changing the variables of integration & = ££] and & = £ (we omit the prime)

3/2+4j

and multiplying |¢] , we have

€5 aee) = S jg e // TS, €60) (1 €62) 01 €6)dErdEs,

where {3 =1—&; — &, S _1—5—1—5—2—5—3andg_0,1,2 Here we use the fact
that the following asymptotic expansion of the above integral is valid :
41¢13+7 4 +] 3
P = S g + S ()
|€| t( 75) \/>t | ( 75)‘ ( ,6) 33\/>t 53
(6.11) 0 (1777 (ult) ggo + ()i + 1T 0 g)?)

for 0 < 6 < 1/12. The proof of the asymptotic expansion stated in above is slightly
technical. So we now continue the proof of Lemma 6.2, and we will prove the
asymptotic expansion (6.11) in Section 6.3. To eliminate the first term, put

el o Loy,

(6.12) w;(t,€) = || FH0(t, €)e V2
and A(1) = exp(—1 ?:6[ gl T,&)\ dr). Then, we have

1
ENEPY in

(6.13) (w;(t,€)), = T e A(t)D (u §)3 +0 (et‘l_ﬂ‘%%) .

Integrating (6.13) with respect to t, we get

(6.14)
CEEET e, €]
. 337\/&6 3 A(T)U (t,?’) dr

t 1
|w; ()] < Jw; (1] + + Ce/l Folset g

by Lemma 6.1. Note that

g L _d (re¢)
e = ——7 5 (te ,
1+z‘%dt

then, by integration by parts, the second term on the right hand side of (6.14) is
bounded by

(6.15)¢| 2+

)

dr 117

T(l—i-zg)
[ am(-9)'] Ay (r,8)”
(T, 5 t o1, 5
Y| | ks (’3) +j il (’3) dr
= Cl= e — ] rekr J/le R |
g g
L =1

ot Al (T &
+O g2 / 62T7<
1 .

t A(r)o (T,
1
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To estimate the right hand side of (6.15), we note that

—

(6.16) 1€ 0 (Tl < llu()llge + 1Tt (7)[[ga—r < Ce(r)",
by (6.35) and Lemma 6.1. Also, we note that

3 11, 34 3 1

l61# 4 au(r)|| <ot lel ¥ ae)|| |+ G

1 1
H§+l)3 4 CET—1—§+367 S Cv67_—1+3677
6173

< O ()l g + 1 Tua()]

by (6.11), Lemma 6.1 and (6.16). Since |(1 + i117/¢)| ™" < C |7|7° [¢]° and |A/(7)| <
Ct~Y¢|*6(7)|?, the right hand side of (6.15) is bounded by

5+J

5 o(r )HS dr

Loe

+ 4 3 J 3
o1 = |l s o)+ it o)+ [ s
! —25—1 342045 . 3 ' —5-1 Loy
+ [ gt oe) dr+/r 1€
1 .
t
1 Rt el o TR
1

< C’e+Ce/ t_l_‘s""r’ﬁdTSCe7
1

54 5
= d
U(T)HLOO T

where we chose 5e!/7 < § < 1/12. Therefore, by (6.14) and (6.17), we have

(6.18) 163+ Fu=pu)|__ = le; @®lly < e

LOC
Applying (6.18) to (6.9), we obtain

1

||8Cjtu(t) S Cﬁt_% + Cet_%_6+67 S C€<t>_§,

[

This completes the proof of Lemma 6.2. (]

3. Proof of Theorem 6.1

PRrOOF. By a contradiction argument, we shall prove that ||uHX$ < /e for
any T > 0. Assume that there exists Ty > 0 such that ||u||XTn = y/e. On the
0
other hand, we have ||u||X¥L < Ce because of Lemma 6.1 and Lemma 6.2. If € is
0

sufficiently small so that C'e < /€, then we arrive at the contradiction. Thus, we
obtain a unique global solution u € X" satisfying |[u(t)| > < C(t)~2. We next
prove the last statement of Theorem 6.1. By Lemma 2.6 anéo(6.12), the solution u
can be represented as

3

(6.19) u(t) = UGU(—t)u(t) = Rt™2v20(x)e (X 5y Bu(t, x)
0 (17570 (1T (Ollgpsas + (@) g3.0))

iz oax gt lweGaol® 4o
RN T GOk L o B

0 (1737 (170 (Dllgpsas + u@lgg320)) -

o
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Thus, we need to consider wy to get the asymptotic expansion (6.2). Integrating
(6.13) from s to ¢ and applying the same manner as in the proof of (6.17), we get

1 t
(6.20)  flw;(t) —w;(s)llpe < Ces™ 1137 + CE/ 7_1_6+5€%d7 < Ces_6+56%7

for j = 0,1,2 where 5¢'/7 < § < 1/12. Thus, we find that {wo(t)} is a Cauchy
sequence in H%2. Hence, there exists W € H%2 such that HW - wo(t)H -0

HO,Z
as t — oo. Put

t dr
_ 2 2\ a7
=& [ (vt OF = luolr. ) -
then, we get for t > s,

621) [0t~ ¥(5)llp
e [ (o = pun(r)P) ¢ (o - ustaf) 7

T

LOO
t dr

(t) = wo(T) [l (Jwr(®)llpee + llwr(7)llp<) —

+[[wo(t) = wo(s)llgee (lwi(®)llgee + [lwr(s)[lg o) log s

A
€
S

t 1 1 1
< Ce/ 7105 1 4 Cleg0H0eT log s < Cles 0157 log s,
S

because of (6.20). It follows that |[1)(t) — 1 (s)|~ — 0 as s = oo. Thus, there
exists the real valued function ¥ € L* such that [|¥ — ¢ ()| — 0 as t — oo.
Since

¢ [ el s\W )/ 5/ (lunte. o8 - [Fee))
1)

we have

12
(6.22) H / [wo(m)|” —g‘w‘ logt + U

tdr
T

IN

06 = Wl + o) = 7| (len @l + [[67]] )
< C’et_‘s"’sﬁlogt7

because of (6.20) and (6.21). Therefore, by (6.19) and (6.22), we have

(1)~ VRO ) o (- AITO0 s G500)
LOO
—~— — w(T 2 . Ixr .
< Ct_% wo — WHL n C’t_% W <e 3} Plel” g, _ 6—1\3;%|W210gt+zj§\11>
. .
_1_
+Ct A7 (| Tua @l ggaras + (] g3.45)
< Cet*%*‘w‘r’e% + C€t7%76+56% logt + Cf%*‘”f% < Cet*%*‘;%e% logt.
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Put W(¢) = W(€)eB¥(€)/V2 then we obtain the desired asymptotics. This com-
pletes the proof of Theorem 6.1. (]

4. Proof of (6.11)
In this section, we will give the proof of (6.11). Consider the integral

1= i€ |g3 / / B(1, 60D (1, £6)0(1, £65)dE 1 dEs,

where é3=1—-¢ — &, S=1-+ - L — 5— and j = 0,1,2. Since the stationary

&1 &2 3

points for the integral I are (£1,&2) = (1,1),(1,-1),(=1,1),(3, 3), we decompose
the integral I into three parts : I =1y + Is + I3, where

L= i / / O, £61)0(t, €62)0 (1, 663) B (61, £2)dE o

L o= il //R S, 6600000, 66200, 662 (61,62) dErd
and

= ig? g[3 / / Si(t, £61)0 (¢, E62)0(, 6655 (€1, €2) dE s,

Here, ®1, & € C*°(R?) are cut-off functions such that 0 < ®;,®, < 1,

1 ifla -1+ -1 <1077
q)1(§1a§2)_{ 0 Zf‘€1—1|+‘€2_1|210_1 )

_ 1 iflG =13+ [6 - 1/3] <1072
@2(51,52)—{ 0 ifl& —1/3|+|& —1/3] > 1071

q)/l and ‘1)3 are deﬁned as fOHOWS : (I)/l (gl,gg) = @1 (gl,gg) + @1 (§2,§3) + @1 (§3,§1)
and @3 (&1,8&) =1 — D] (&1,&) — D2(&1,&2). To estimate I; and Iy, we state the
next lemma which was essentially shown in [9].

LEMMA 6.3. ([25]) Consider the integral

T, = / / oS HimErHivEains) | o6 1 TH @) (61, &) dEydbs,
]:R2

where | = 1,2. Then, the following asymptotics

W\f - 2 1 e i 1l
(6.23) I = o <t1+a> v ( PR

and

(6.24) 1,

\[ 33 )ﬂ-ellzt 1($+y+2) +0 L +0 |CC‘2’B + |y|25 + |Z|2£e
t\/g t1+a tl"l‘ﬂ

are valid for large time t > 1 uniformly with respect to x,y,z € R, where 0 < a <
1,0< B8 <1and pu>0.
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PROOF. First we consider the integral I;. Note that
T—z Yy—=z 1 1 z—z (1 1 Yy—z
()= (@e) @ a)-
t ot & & t \& & t

1 1 1
7+7 —_
H(S) = 2 (fi" A )

1 1 1
& T g

and

where H(S) is the Hessian matrix of S. Since detH(S) does not have zero point in
the support of @5, we can use the stationary phase method. If |z — z| /t+|y — 2| /t =
e < A and A is sufficiently small, the integral I, has the only one stationary point
(&1,85) =(1/3,1/3) + O (¢) in the support of @4 since the other zero points are not
included in the support of ®;. Then, by the stationary phase method (see [31]),
we have for large t > 1,
- Qﬂe*i(%sgnH(S)(ii,Eé)thS_(E'l’Eé)+151+y££+z(1*§1*§é)) o)
t1€18h (1 — &1 — &)1 V/Idet H(S) (&1, &)

9. 33u7rez'(11t—%JFO(E)HO(EQ))
= 1
t\/2-37+ O(e)

VB FEUR (e ! 2 + Iyl + |2
A i) o (L) o (BT

(1+0()+0(t7?)

tV3

since S(&],&5) = =114 O(£?), detH(S)(&1,&5) =237 + O(e) and sgnH(S) = —2
where sgnH (S) is the number of positive eigenvalues of H(.S) minus the number of
negative eigenvalues of H(S). If A < |z—z|/t+|y—z|/t, then we get I, = O(t~1) by
the stationary phase method when there exists the stationary point in the support
of @5 or integration by parts when there is no stationary point in the support of
®,5. Because of the assumption A < |z — z|/t + |y — z|/t, we have |xz/t| > A/4 or
ly/t| > A/4 or |z/t| > A/4. Without loss of generality, we assume |z/t|] > A/4.
Then, it follows that |[I}] < Ct~! < CA=Ft=1=B|z|%. Therefore, collecting these
estimates, the asymptotic expansion (6.24) is valid. In the same manner, we obtain
the asymptotic expansion (6.23) since detH(S)(1,1) = 2 and sgnH(S) (1,1) =
0. O

By virtue of Lemma 6.3, we give the asymptotic expansion of the integral I;
and Is.

LEMMA 6.4. ([25]) The following asymptotics
(6.25)

3v/2ret ¢
=]
t

N . 1 3
I [o(t, ) o(t, £)+O (M (OIS EZNOTR )

and
(6.26)

VErEEEt e (€N 1 3
I, = t33\/§ e ¢ (ta 3> +0 <t1+§ (”U(t)”H%+6+§ + ||xv$(t)HH%+5+%) )
are true for large time t > 1 uniformly with respect to & € R where 0 < 6 < 1/4
and j =0,1,2.
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PROOF. By the symmetry of &1, & and &, we can rewrite the integral Ty in
=it (61 [ e it e (6.6 derde

By the identity 6(t, &61) = [€6|#F (=92)"> v with y = 11/6 + 5 + j/3, we have

627) T, = i 25 |5||€|+; //R ///R dédésdadydz x
qmsffff& (-0 o) (-08)  oto) (02)F o

Applying (6.23) with o« = 34, 8 = d and § € (0,1/4) to (6.27), we get

3\[7r£4|5| §+i cdudze—i€@tu—2) (_g2\% V% ol (0 (s
[ aetut (=02)* vl@) (=05)7 v(w) (=02)* v(2)

B ©
2 2

2 Jefon
3 3 5+J B B )
\[Wf ||§||3M ‘///]Rd dxdydz 82) 2 () ( 82) Z u(y) (*83) F (z) x
0
£1+35 £l+35 |Jj‘ + ‘y| 4 |Z‘2
© <t1+36) +0 ( e )

3v/ared 345 Lrj+35-3p 3
% o8, )2 6(1,€) + O ('fw (0@ lzze + 10()lgge2s) )

3varet gl

3
= R o o 01, ) + O (t” (Ho®) o+ Mool sy ) ) ,

for large t/&€ > 1. If t/€ is small, that is, t < C¢, then we have

5+5-3 3 11— 3
Ll < P o)y < CET > @ 40y
1

IN

3
Cy=1-80 (||v(t)||H%+5+J§' + Ivaz(t)l\Hg+5+%)

where we chose u = 11/6 + 6 + j/3. Thus, we obtain the asymptotic expansion
(6.25). Similarly, thanks to (6.24), we can get (6.26). This completes the proof of
Lemma 6.4. (]

We finally give the estimate of the non-stationary contribution I3. As mentioned
above, we cannot use the operator P2. Namely, we cannot use two weights with
respect to . The next lemma says that we only need one weight with respect to z
to bound the non-stationary contribution I3.

LEMMA 6.5. ([25]) The estimate
(6.28) L] < Ct™1 0 (lve (8 lggs + [0()llgge + [[0(8)lig-1)°

is true for 6 € (0,1/12) and t > 1, provided that the right-hand side is finite.
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PROOF. In order to estimate I3, we introduce a cut off function @34 (&1,&2) €
Ce® (Rg) such that 0 < ®3; <1 and

1 if [&—-1<1072

Py1(&1,6) =4 1 if |6 —&] <1072,
0 if [&—1>107" [&4—&|>107"

Also define ®34(&1,82) = 1 — ®3.1(&1,&2). In addition, to denote shortly, we use
following notations:

Fo(€1,82) = 0(t,£61)0(8, £62)0(8,€83),  F1(&1,82) = De(t,£61)0(t, £62)D(t, £€3),
F2(€1;€2) = ’[)(tv 651)’05(157 552)’[)(ta 663)7 F3(£17 52) = r[}(tv ggl)ﬁ(t7€£2)ﬁf(ta 553)7
Fio(&1,&2) = 0¢(t, 1) 0¢ (8, E€2)0(1,EE3),  Fir3(&1,62) = De(t, £61)0(t, E€2)0e (¢, EE3).

We now consider the integral Is. Using the cut off functions ®3; and ®39, we
decompose the integral I3 into two parts : Is = I3 1 4 I3 2, where

Lo = i€ J¢)} / /R TR (6,686, £)81(61, )18

and
taa =i 16l [[ T RG @B, a6 Eddee

Let us consider the integral I ». Integration by parts yields
029 Top = et [[ (d‘;e—’?S) Hi (61,62) Fo(61, €2)d61d6s
= —ie g [ m e Rl g)iade
wig gt [[ T 6.6) B e
~igsri gt [ /R TS H (61,6) Fol6n, &) dea,

where . )
Hi(61,6) = _§ g <51;le> s2 (61,6)
! (? - ?)

3

To avoid two derivatives falling on the same profile, we consider the third line of
(6.29). Changing the integral variables £ = &3, & = &2, and putting {5 = 1-&] =&,
we have

(6.30) gt g3 / / SEE) 1, (], €) F (€, £4)de, e

gt e} / / SELE B, (¢h,6) Fi (€], €5)de, de,

since F3(§éa 52) = ’U(t, 653) (ta 552)1}5(1;’ 661) = Fl (617 fé) and S(gla 52) = 5(537 £2)
Hereafter we omit the prime. Substituting (6.30) into (6.29), we have

Ly = —ig \§|%// eV H (€1, 6) Fi(&r, &) d6r1dés
R2
—ien g [ o i 6.6 R @)dadsa
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where Hy(&1,&) = Hy(€1,&) + Hy(€3,&). Note that performing integration by
parts with respect to £ on the above equation does not cause two derivatives
falling on the same profile. Hence, applying integration by parts with respect to
&, we get

. 3 d . ¢ ~
I0 = —ig*tige //R2 a6y ((52 - 53)67%5) Hi(&1,82)Ha (61, 62) FrdEids

s d i _
31 =it [ 2 (- €)'t 0 Ma(er, €0 Hal6r, ) Fodéadés
r2 d&2
= Igo1+1I322+I323+1324+ 1325 +1326,

where

I3p1 = €7 ¢)2 // 5 (&g — &) Hi(&1,&)Ha (61, &) (Fi o — Fi3) d€1dés,
Tyo0 = i€*H[¢[3 // eTIE5 (& — &) Hi(€1,62)0¢, Ha (61, £2) Frd€  déo,

Los = i€" g} / / S (6 — €3) ey 1 (61, £2) (€1, 62) Fi ol o,

I3pq4 = " |§| // (&2 — &) 0e, Hy (&1, 62) Ha (&1, &) (Fo — F3) déydé,
L305 = &g // (& — €3) O, Hy (&1, €2) g, Ha (€1, £2) Fod€1dEs,

Lo = &1 |§|§ //R2 eTEY (& — &3) Og, 0, Hi (&1, £2) Ha (€1, &2) Fodé€ déa,

t 1 1\\ "
Hy(&1,62) = <2—l§ (§2 — &) (5% - 53)) :

Thus, we need to estimate 1372,1, 137272, 137273, 137274, 13,275 and I3,2,6-
Estimate of I35 ;. In order to estimate I3 2 1, we first give the estimate of H;
and Hy. Since |1 — &| = |&1 + &3], we get

Il lallel® el & (4] + &)™
SR AT T
for v > 0. Also, by the Young inequality, we get
Sl el e

|6y — &P 11— &
for 0 < a < 1. Then, by (6.32) with v =3/4 — a/2 + j/2 and (6.33), we have

and

(6.32) |(6,6)] <

(6.33) |H2(&1,62)] <

S // 61 €] €1 (162 + 1€s]) 2~ ( 3]) d€rdés
T ilta T_a g T_a4J a— « —_2a’
t DI — & T =TT G — G T - | &
where D = supp®3 N ®3 5. It follows from the Cauchy-Schwarz inequality that the
right hand side of the above inequality can be estimated as

C +a+j o 3 i
QT H51§ &2 (6] + €))7 ([Pl + |F173|)‘ L2

£1,€2

(6.34)

)
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where

|€a — &5]21dE dEs )
Ki(a) = < : ‘ :
1 .//D |§1 — §3|§*0¢+] |1 5 ‘E*O&‘Fj ‘1 _ £1|2a |£2|2(172a)

Since |€1 —€3| > 10_2, |1 —gg‘ > 102 in D and |§2 —§3| < ‘§2| + ‘§3| <1+ 3‘52 —
11/2 4 |& — &3], we have K;(a) < C for 1/4 < a < 1/2. Whence, by making the
change of the integral variables £} = ££; and & = £& (we omit the prime) and a
direct calculation, (6.34) is bounded by

SEET (Gl + 16T Mie(6) (19¢(&2)0(E)| + |17(52)17£(53)D‘

N

t1+(x 2

£1,€2
< e (o lga 167420l + €005 [1E77 0] 2)
= {lta ¢lln2 Lo° Leo €|l L2
C R . 7 P . 1
e €20 (loels |63 + gl |63 L)
Since
635) gl < C|(=02) ]| | < Cllvllg +C ol

for a > 1, we have for 1/4 < a < 1/2,

3
e (10O g ey + 1o0e @l ggass ) -

Estimate of I35 5. By the Young inequality, we have
(6.36)

12(&-d) e -a) (3 4) < I8 1661 (&l + 1)

e () | e

for0< g < 1/2 It follows from (6.32) with v =1/2 — 28+ j/2 and (6.36) that

|0g, Ha (81, 82)| =

O / 31 |§2 G (6] + 6D (6] + €)'~ || dEades
> 1428 €3|2 2B+2 |1 5 |§72ﬁ+2 |1 61‘2[9 |§2 5 |4,B

As in the same manner in the proof of the estimate of I35 1, the right hand side of
the above inequality is bounded by

CK 5 }
D) |l B et e el + lesly? (&1 +leh™*HopE) |,
CK. 7_ L .
< T eronrig| (e ol €+ ol + | )
CK. 5_o3 A . . -
B e (e A T ).
where

N|=

_ ( // | e, dé, )
D& = &P L - & T g — P 11— 6| 6y 148

Since K»(8) < C for 0 < 8 < 1/8, it follows from (6.35) that

C 3
Is,2.2] < 555 ([v()llgras-s + [Vllggars + 20 (O)llgas)”
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for 0 < B < 1/8.
Estimate of I3o 3. Since |&] < [ — &| + |1 — &, |& — & > 10-2 and
|1 —¢&| > 1072 in D, we have for v > 0,

-2

N 1 1
630 Paiee)] <oz -5 G+ ame.o)
\f| |§1|4 €3] - €] \51|3 €3]
C|\H C=>—— >0
S T T G e T AT TR

3] 1% 1€l (€] + €)Y
Eoje =& =g

+C|H,(&1,&)| < C

=

Thanks to (6.33) and (6.37) with v = 1/4 + j/2, I3 2 3 is bounded by
g 7 et // 6 €l 1€ 2 (1] + 1&)) 2
1+« oa— «@ —2a
e e A I L T Y e RS L [ e
CKB 142« ENESN N ~
Rol0) | -oagh > (1a] + lesh) Hooc(60)ie(€2)00Es)|

IN

2
£1,€2

CK
Ciuta) poe (16770 | o ’

< T llevelly (|68

where
1
(o) = (// 6" & — &P ddé )2
6= &l ¥ 1 - &l - P e
Since |€3 — &3] < 14 3|& — 1|/2+ |&1 — &3], we have K3(a) < C for 1/4 < o < 1/2.
Thus, by (6.35), we obtain for 1/4 < a < 1/2,

. HfH_MA} §2+2a+]v

Loo)’

C 3
2] < s (0O g5 20ty + 1002 20,) -
Estimate of I3 2 4. Note that

okl

-2

1 1 1

(6.38) aglﬁl(&,gz))g 61 2 |lgta + C|H(61,6)]

el [l s (&1 + s’ . €] 161] €3] (J&1] + [€3])* T
< +C|H , < (0=
S O el g TSSO T

in D. Then, by (6.33) and (6.38) with v =1/4+ (j — )/2, I3 2.4 is bounded by

S // €] [€2] €3] 12 (|€1] + |€3]) 2~ (| Fa| + | F3) dérdés
D [

1+« 5 yj—a 54d—a — —
e Y e T Y Rt b B 1 L T

CKy( 5 _ i . - R
< TR g e (] + e (06 0e(E0(E)] + Io(E)BEN(E)||
£1,€2
CK 7 } 7 A
< DD peaely, (i, > ol + ol €++9] )
CK. 7 . 7 ,
tliia) ||€,IA}HLOO (’ £§—a+]@ . ”£1+2(x,05 L2 + ||£1A}HL2 ’ £§+Q+J,{)£‘ L2) ,
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where

6 — &> 1de, de :
Kafa) = ( — , ) |
we //D |§1 — §3|§—0t+1 |1 & ‘5—@-"'3 ‘1 _ E1|2a |£2|2(1—2a)

Since Ky(a) < C for 1/4 < o < 1/2, it follows from (6.35) that

C 3
Tozal < ooz (love @l vy + 10O gz ess)

for1/4 < a < 1/2.
Estimate of I355. By (6.36) and (6.38) with v = 1/4 — 38 + j/2 where
0 < 8 < 1/12, we have

g% 2 I |gl||52 7 61 (1ol +1€s])? (6] + I6s]) 8509 | o dei dey

<
e —el T g g — g L -
CK5(
< 0 e 4ﬁ<|52\+|53|> (1611 + s 3" a(gna(eie)|
€1,€2
CKsx (B 7 6847~ "
< T e, (e il + )
CK. 5 L 14 2 934
+EE D e (||§ illa e22+99]| il e 27+

where

1
2

_ (// d1ds )
D& — &2 — &2 70 gy — g 1 — 6y

Since K5(8) < C, it follows from (6.35) that

C 3
Tozs| < 5555 (I2ve (®)llgras + 0O ligoa-s + [0y 21 )

for 0 < 8 < 1/12.
Estimate of I35. Since [&1] < [ — &| + |1 — &, [& — &3] > 10-2 and
|1 —¢&|>1072in D, we get for 0 < 7,

-3 -2

; clé L 1 €] L)1
e, O, H = - = 77707_7 —
w68 <C5 | -al |gtgllaltor g gl |a
2
LU (61, £0)] + Cl0e, F (60,69)] + Cle, Fa (1, £0)] < 01 161l (&1l 16D
te - &P 1 - &)
Wl €l (6l +1€sD™™ _ JelJeal (6] + 16 )*
D&l -6t a6l g

By (6.33) and the above inequality with v = j/2, we have

toaal S5 [ GGG 61" e+l s,
< T d4a
" TR e R

Lz)’
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It follows from the Hoélder inequality that
CK6 (Ot)

Lozl < WHS?%S‘”&?“ \52—§3|172a(|§1|+|§3\)3+j@(§1)@(§2)73(§3)‘ \
£1,€2
CK, - ) »
- tli(aa) H§4_O‘+]U Lo ||€’UHL4 Héﬂ v L4
CK, ~ ~ a+j —a I
+CEO) herag) . (leolge €20l + l€-20] l€490])0).

for 0 < a < 1/2, where

61| ¥ derdes )
Kg(a) = _ : -
() (//D |§1_£3|%(1+%)|1_§2|%(1+%)|1_§1|T

Note that Kg(a) < C for 0 < a < 3/4 and

e

o172 a2y F o], = (ol2 (<2 F o ol 2 (~2) )
=~ (0l (-02)F 0,0, (<02) o) < O (ol + lelggs) ol 1vo
from which

(6.39) [1€70ll

IN

|| (=82 o] 4 < Clvllga + €121 (-02) %o
O ollgge + O oligorsn +C llzva e

L2

A

Then, by (6.35) and (6.39) with a = 2a,1 — «, 1, we obtain

c 3
Ls.2.6] < sig (0@llggass + (0@ lgg-re20 + 0O llir-o + 202 () [g25)"

for 0 < ar < 1/2.
Collecting these estimates, we obtain

c
(6.40) Ls.2] < 55 (l2ve(@)llgs + [[0(t) o + lo(®)l-1)*

for 0 < § < 1/12. In the same manner as in the proof of (6.40), we can obtain the
estimate of I3 1 since there exists C' > 0 such that [§&2 — &3] > C and |§&; — 1| > C'in
the support of ®3 N &3 ;. More precisely, we integrate by parts with respect to &
instead of & in (6.29), and then, we integrate by parts with respect to &; instead
of & in (6.31). After that, by using the same manner in the case of I3 21, I322,
13’273, :[3’2_’4, 1372’5 and 13,2,67 we obtain

c
(6.41) a1l < 5 (l2ve(@)llggs + [[0(t)llgo + lo(®)lg-1)*,

for 0 < 6 < 1/12. Because of (6.40) and (6.41), we get (6.28). This completes the
proof of Lemma 6.5. O

We finally give the proof of (6.11).
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PROOF OF (6.11). By Lemma 6.4 and 6.5, we have

I = I1+L+15
BENEETT o 4le|3 im< 5>3
= 11— |0(¢, (t,€)+ —F—=—€e s v|t, =
V2t [o(8, )70 (t:€) 33\/6t 3

+O (77 (o) o + o)1 + lava(®) lgs)?) -

Since v = U(—t)u and ||zvy (t)|lggs = ||2U (—t)tz|igs = || T a4y, We obtain desired
asymptotic expansion. (Il






(1]
2]

(3]

(4]

15
6]
7
g
(9

[10]

[11]

[12]

[13]

(14]

[15]
[16]
[17]
[18]
[19]
[20]

(21]

Bibliography

J. E. Barab, Nonezistence of asymptotically free solutions for a nonlinear Schrédinger equa-
tion, J. Math. Phys., 25, (1984), pp. 3270-3273.

J. Boyd, Ostrovsky and Hunter’s generic wave equation for weakly dispersive waves:
Matched asymptotic and pseudospectral study of the paraboloidal travelling waves (corner
and nearcorner waves), European J. Appl. Math., 16 (2005), pp. 65-81.

Th. Cazenave, Semilinear Schrodinger Equations, Courant Lect. Notes Math., 10 American
Mathematical Society, Provi-dence, (2003).

J. M. Delort, Existence globale et comportement asymptotique pour l’équation de Klein-
Gordon quasi linéaire s données petites en dimension 1, Ann. Sci. Ecole Norm. Sup., 34,
(2001), pp. 1-61.

J. Ginibre and G. Velo, On a class of nonlinear Schridinger equations. I. The Cauchy prob-
lem, general case; II. Scattering theory, general case, J. Funct. Anal., 32 (1979) pp. 1-71.
R. T. Glassey, On the asymptotic behavior of nonlinear wave equations, Trans. Am. Math.
Soc., 182, (1973), pp. 187 - 200.

R. Grimshaw and D. E. Pelinovsky, Global ezistence of small-norm solutions in the reduced
Ostrovsky equation, Discr. Cont. Dyn. Syst. A, 34, (2014), pp. 557-566.

N. Hayashi, Global existence of small solutions to quadratic nonlinear Schrédinger equations,
Comm. Partial Differential Equations, 18 ,(1993) pp.1109-1124.

N. Hayashi and P.I. Naumkin, Large time behavior of solutions for the modified Korteweg-de
Vries equation, Internat. Math. Res. Notices, 8, (1998), pp. 395-418.

N. Hayashi and P. I. Naumkin, Large time asymptotics of solutions to the generalized Ko-
rtewegde Vries equation, J. Funct. Anal., 159 (1998), pp. 110-136.

N. Hayashi and P.I. Naumkin, Large time asymptotics of solutions to the generalized
Benjamin-Ono equation, Trans. Amer. Math. Soc., 351 (1999), pp. 109-130.

N. Hayashi, P. I. Naumkin, Asymptotic behavior in time of solutions to the derivative non-
linear Schrodinger equation, Ann. Inst. H. Poincare Phys., 68 , (1998) ,pp. 159-177.

N. Hayashi, P. I. Naumkin, Asymptotics for large time of solutions to the nonlinear
Schrédinger and Hartree equations, Amer. J. Math, 120, (1998), pp. 369-389.

N. Hayashi and P. I. Naumkin, Scattering theory and asymptotics for large time of solutions
to the Hartree type equations with a long range potential, Hokkaido Math. J., 30, (2001) pp.
137-161.

N. Hayashi, C. Li, and P. I. Naumkin, Non ezistence of asymptotically free solution of systems
of nolinear Schrédinger equations, Electron. J. Diff. Eq., 162, (2012) pp. 114.

N. Hayashi, P. I. Naumkin and T. Niizato, Almost global existence of solutions to the
Kadomtsev-Petviashvili equations, Funkcial. Ekvac., 55, (2012), pp.157 -168.

N. Hayashi, P. I. Naumikin and T. Niizato, Asymptotics of solutions to the generalized Os-
trovsky equation, J. Differential Equations, 255, (2013), pp. 2505-2520.

N. Hayashi, P. I. Naumikin and T. Niizato, Nonezxistence of the usual scattering states for
the generalized Ostrovsky-Hunter equation, J. Math. Phys., 55, (2014), 053502.

J. Hunter, Numerical solutions of some nonlinear dispersive wave equations, Lect. Appl.
Math., 26, (1990), pp. 301-316.

A. Tonescu and F. Pusateri, Nonlinear fractional Schrodinger equations in one dimension. J.
Funct. Anal., 266, (2014), pp. 139-176.

Y. Liu, D. Pelinovsky and A. Sakovich, Wawve breaking in the short-pulse equation, Dynamical.
Partial Differential. Equ., 6 (2009), pp. 291-310.

53



54
22]
23]

24]

[25)
[26]
[27)
28]
[29]
30]

(31]

BIBLIOGRAPHY

Y. Liu, D. Pelinovsky and A. Sakovich, Wave breaking in the Ostrovsky-Hunter equation,
SIAM J. Math. Anal., 42 (2010), pp. 1967-1985.

A. Matsumura, On the asymptotic behavior of solutions of semi-linear wave equations, Publ.
Res. Inst. Math. Sci., 12, (1976), pp. 169-189.

K. Moriyama, S. Tonegawa and Y. Tsutsumi, Almost global existence of solutions for the
quadratics emilinear Klein-Gordon equation in one space dimension, Funkcial.Ekvac., 40,
(1997), pp. 313-333.

T. Niizato, Asymptotic behavior of solutions to the short pulse equation with critical nonlin-
earity, Nonlinear Anal., 111, (2014), pp. 15-32.

L.A. Ostrovsky, Nonlinear internal waves in a rotating ocean, Okeanologia 18 (1978), pp.
181-191.

D. Pelinovsky and A. Sakovich, Global well-posedness of the short-pulse and sine-Gordon
equations in energy space, Commun. P.D.E.; 35 (2010), pp. 613-629.

T. Schéafer and C.E. Wayne, Propagation of ultra-short optical pulses in cubic nonlinear
media, Physica D, 196 (2004), pp. 90-105.

A. Stefanov, Y. Shen and P.G. Kevrekidis, Well-posedness and small data scattering for the
generalized Ostrovsky equation, J. Differential Equations, 249 (2010), pp. 2600-2617.

E. M.Stein, Singular Integrals and Differentiability Properties of Functions, Princeton Uni-
versity Press, 1970.

E. M. Stein, Harmonic Analysis, Princeton University Press, 1993.



List of the author’s papers cited in this thesis

e N. Hayashi, P. I. Naumikin and T. Niizato, Asymptotics of solutions to
the generalized Ostrovsky equation, J. Differential Equations, 255, (2013),
pp- 2505-2520.

e N. Hayashi, P. I. Naumikin and T. Niizato, Nonezistence of the usual
scattering states for the generalized Ostrovsky-Hunter equation, J. Math.
Phys., 55, (2014), 053502.

e T. Niizato, Asymptotic behavior of solutions to the short pulse equation
with critical nonlinearity, Nonlinear Anal., 111, (2014), pp. 15-32.

55



