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SYNOPSIS OF THESIS

This thesis addresses the introduction of a vision-based robot system for unstructured environments which can be applied in
the dismantling service for interior renewal of buildings. The objective is to remove ceiling materials by human workers and
robots. The robotic system consists of a stereo vision sensor mounted on the tip of a robot arm, illumination devices, and a human
interface. The purposes of including vision are both detecting the objects to be removed and measuring their 3D pose
(position-orientation).

Working in unstructured environments such as construction sites, vision-based object recognition is difficult since the pose of
the object is variable into the environment. Furthermore, the lighting conditions are neither stable nor controllable. Moreover,
there is need of recognizing very small objects. These are very critical issues for vision systems in practical applications. In
building dismantling tasks, these problems have not been solved yet. Thus, the goals addressed in this thesis are to recognize the
objects, including very small ones, robustly and precisely when working in unstructured environments. The proposed

methodologies to achieve the goals are based on the bination of several comp vision techniques. Such methodologies are

described next.

Regarding object recognition in unstructured environments. First by using the interface, human teaches a rough position on
the object to the robot in order to lead it to the target. Next, the robot computes automatically the object pose by using multiple
recognition results from multiple view-points of the robot and artificial lighting changes (the proposal is needed since
conventional recognition methods often fail in this type of environments). The lighting is actively changed by LED arrays
mounted around the vision sensor, the view-points are generated by robot kinematics, and the multiple recognition results are
integrated by using the weighted average of all recognitions. Feasible parameters for robot pose and active lighting are derived

Hodol

from experimental analysis. The ion in this m y is the use of a 3D model-based object recognition method as a

recognition module —single recognition—, it means that the proposed methodology can be applied using any other model-based
object recognition. As a target application, the methodology is tested in an actual dismantling environment where human and
robot collaborate for removing several ceiling appliances. In the collaboration, the robot arm achieves the assisting function of
holding and collecting the appliances, and human only removes nuts/screws easily. The appliances are recognized in the fashion
aforementioned. And after an appliance is recognized, the robot is able to manipulate it. Experimental results show a robust
recognition with enough accuracy for the application.

Concerning recognition of small objects in unstructured environments. The proposed methodology consists in the application of
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hierarchical recognition where large objects are recognized at first, and the small objects attached to these are recognized next.
The methodology for recognizing the small objects in the input images consists in the use of multi-template matching to detect
candidates of the small objects. Followed by, the Support Vector Machine, a kernel-based learning machine, which classifies the
candidates with a better performance. In order to increase the robustness in the recognition, the detected small objects are
tracked by using a temporal multi-image integration. Those small objects detected out of a region of interest of the large object,
are not considered by the next processes. The 3D position of the targets is computed by detecting the same pattern in both images
from the stereo camera (right and left). The use of an LED lighting array, mounted on the robot, contributes to a better

T ition. As a target ion, the methodology is tested in the recognition —for removing— of the screws (small objects) that

once held the ceiling boards to the ceiling structure (large object), with the purpose of reusing it. The human only gives the
starting position to the robot. Afterwards, the 3D pose of the ceiling structure is computed. Subsequently, the robot can approach
to this structure and look for the screws. The detection of the large structure is based on a process of straight segments detection
and the screws are recognized in the fashion mentioned above. In the experiments, the actual screws are successfully recognized
with the minimum of false recognitions. All the methods together are capable of recognizing —robustly and precisely— the small
objects at different lighting conditions, which makes feasible the application of the proposed methodology in an actual
dismantling site.

) Finally for the implementation of the proposed methodologies, the analysis of all the components —vision sensor, robot arm,
interface, etc.— is required in order to have a suitable integration as whole prototype system. Calibration methods for vision
sensor and robot arm are conducted. Robot kinematics is analyzed as well as path planning. The end-effector for holding and
carrying different types of appliances is designed and built. And all the algorithms required by the proposed methodologies are

grouped in a computer program with a friendly interface which requires only brief and simple commands.

SYNOPSIS OF EVALUATION RESULTS
Some parts of the thesis have been improved in base of evaluation results. These are described next together with an

explanation of what changes were made:

1. Dismantling Scenario (Chapter 2, section 2.2). Since the research presented in the thesis is part of a whole project,
clarification of the tasks conducted by our research team is needed.
Answer: the tasks conducted by every research team have been clarified through section 2.2. More references to the work of
the other research teams were included in the text and figures as well. A special labeling for listing all the tasks was used
for a better understanding. Figure 2.1 also includes this labeling in order to see the distribution of the tasks. Moreover the
phrases containing the terms we and our were rewritten to avoid confusion in understanding the tasks conducted for each
research group.

2. Human-robot collaboration (Chapter 2, section 2.3). Two modes of collaboration are described in the thesis, but the level of
human-robot interaction in collaboration is unclear.
Answer: the section dedicated to the human-robot collaboration has been rewritten in its entirely. First, the methods of
control of robots are described. Next, some types of human-robot collaboration are explained. In base of both, the level of
human-robot interaction is analyzed for the two modes of collaboration described in the thesis. In the so-called assisting

mode, since the workspaces of human and robot overlap, the interaction is considered of middle level. And in the

semi mode, the work of human and robot are different, thus the human-robot interaction level is low.

3. Object recognition (Chapter 3, section 3.3). For the first challenge cited in the thesis, a 3D model-based object recognition

was adopted to estimate a 3D pose of the appliances. It is claimed that the recognition by using the mentioned method has
been improved, however, it is unclear which parts of the recognition method were modified.
Answer- the vision-based recognition aforementioned often fails depending on both the illumination conditions and the pose
between the camera and the object to be recognized. The proposal for improving the recognition is to integrate multiple
recognition results from multiple view-points of the robot and artificial lighting changes —external factors—. In brief, the
recognition method is used as an object recognition module —single recognition—. It means, there is not modification of the
algorithms of the 3D model-based object recognition method.

4.  Suggestion of using Least Squares instead of Principal Component Analysis -PCA— (Chapter 4, section 4.3). In the thesis,
PCA method is just applied for computing the direction where the data vary the most, thus the line of best fit can be
calculated (line that the robot will follow for recognizing the small objects). Since the use of PCA implies more analysis of

data, the term PCA has been changed by the term Least Squares.

5. Others

a. In Figure 4.8 —Block diagram of the processes for screw recognition— (Chapter 4, section 4.4), the arrow from the block
Projection in Left image was changed to the block 3D position instead of the previous block Results left.

b. There was a question about the creation of templates for finding the small objects. However, this information had been
already included in Chapter 4, section 4.4.1.

c. In Chapter 4 —small object recognition—, two extra Tables were included for a better understanding of the results. Table
4.4 summarizes the improvements by using the proposed hierarchical recognition method. And Table 4.5 includes the
variations of the vision algorithm performance.

The reviewers’ suggestions have been helpful for improving both the content and the presentation of the thesis.
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