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大規模強運結システムの構造分析に

      関する研究

  一半順序構造化とその応用一

増 田 達 也



内容梗概

 本論文は、筆者が大阪大学工学部電気工学教室において行った研究のうち、

大規模強連結システムの構造分析に関する研究をまとめたものである。本論

文は8章より成り立っており、内容を大別するとっぎの二つの部分に分ける

ことができる。ひとつは、大規模強運結システムの構造分析において必要不

同欠である強連結構造の半順序構造化手法について述べた部分（第3章、第

4章）であり、他のひとつは、この手法を種々の実際間題に応用した部分（第

5章～第7章）である。

 本論文の第1章緒論では、システム構造分析の意義、研究過程などを概説

し、本研究の背景、目的およびこの分野における位置付けを明らかにしてい

る。

 第2章では、本論文の主題である大規模強運結システムの構遺分析につい

て議論するに先立ち、まず従来のシステム構造分析において用いられてきた

基礎理論および代表約手法について概説し、従来の手法が大規模強運緒シス

テムの構造分析には不十分であることを明らかにしている。

 第3章では、大規模強連結システムの構造分析において極めて重要となる

強連結構造の半順序構造化問題について予備的考察を行っている。まず最初

に、本論文を通じて議論の対象となる強連結構造の基本的概念を数学的に定

義し、システムが強連結構造となる原因および構遺分析における強連結構造

の半順序構造化の意義について述べている。ついで、半順序構造化を行う方

法としては、構造内に含まれる枝の一部を除去する方法と節点の一部を除去

する方法が考えられることを明らかにし、これら二つの方法による半順序構

遺化問題を具体的にO－1線形計画問題の形に定式化している。

 第4章では、第3章で定式化された強連結構造の半順序構造化問題を緩和

法の概念を用いて極めて効率よく解く半順序構造化手法を提案し、そのアル

ゴリズムを具体的に示している。そして、種々の数値実験を行って、本アル

ゴリズムを演算効率の面で最も効率よく運用するための幾つかの検討を行っ

ている。

一i一



 第5章、第6軍および第7章では、第4章で開発した強連結構造の半順序

構造化手法を種々の実際間題、すなわち一対比較多数決を基礎としたランキ

ング間題（第5章）、シミュレーションにおける書十算手順決定問題（第6章）お

よびビルディングブロック方式L S互g配線問題（第7章）に応用して、本手

法の実用性および有効性を実証している。

 第8章結論では、本論文で得られた結果を総括している。
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第1章緒 論

 かっては純粋に技術的または経済的な面のみを考慮して解決してきた問題

も、社会の多様化、複雑化に伴って、社会的あるいは環境的な面への考慮な

しでは解決できない場合が多くなってきた。エネルギー間題、人口問題、環

境問題などがこれに相当する。こういった現代社会の諸問題は、互いに複雑

                       （1）に関連して、いわゆるr問題複合体（prob／ematique） 」を形成している。近

年、システム工学で取り扱う対象もこういった大規模、複雑、多目的かっあ

いまいな問題視含体のシステムヘと広がってきた。これに伴い、このような

システムの分析、同定あるいは最適化においては、従来からの手法だけでは

対処しきれず、その結果、種々の新しいシステム工学的方法論か開発される

ようになってきた。

 システム構造分析はそのような方法論の一つであり、複雑なシステムを対

象とし、問題の探求、構造の把握、解決策の模索などに対するサポートを目

白勺としている。システム構造分析では、まずシステムの構成要素を選定し、

目的に応じて適当な二項関係を設定する。つぎに構成要素を一対比較して得

られた直接的情報を入力とし、これに二項関係の推移性から導き出された間

接的情報を重ね合わせて出力情報を生成する。そして、この出力情報を秩序

正しく整理して、最終的にシステム全体の構造モデルを構築していく。

 このシステム構造分析の手法に関する研究は、1970年代半ば頃から多くの

研究者により盛んに行なわれるようになってきた。その結果、強連結構造（多

くのサイクルを含む構造）をもたないようなシステムの構造分析手法に関し

ては、バッテル・コロンバス研究所においてWarfie1dらによって開発され
     （2）                                （3） （4）
たI SM法  を皮切りに、現在までにいくつかの有効な手法  ’ が提

案され、既にさまざまな分野において実用に供されている。

 しかし、一方、現実のシステムの申には、多くのサイクルを含み、各構成

要素が密接に結合しあって強連結構造となるシステムも数多く見受けられる。

このような強運緒システムに対しては、上述のいずれの手法を用いて構造分

析を試みても、殆どの要素がいくつかの強連結成分に含まれてしまい、これ
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らの強遵結成分と残りの少数要素の関連が明らかになるだけで、強連結成分

内の要素間の関係あるいはシステム全体としての構造関係を理解することが

困難である。

 そこで、こういった強連結システムの構造分析においては、システムの一

部の関連を一時的に無視して、推移律を満たす形に構造を多階層化すること

によって、強連結構造の申に埋没していた構成要素闇の関係およびシステム

本来の構造的特徴を明確にすることが重要になってくる。本論文では、総て

の構成要素闇の二項関係が推移律を満足するように、強連結構造を部分的に

変形することを「強運結構造の半順序構造化（partia1order structuri㎎of

              （5⊃strongly connected stmcture） 」と呼ぶことにする。

 さて、撞連結構造を半順序構造化するための方法論的研究はこれまであま

り行なわれてなく、数理計画灼なアプローチとして、ダイナミック・プログ

                 （6）          （7）ラミングを利用するUpadhyθらの方法、 Bowmanの方法  を一般化した

           （8）井上らの最小損失除去法、 一方、グラフ理論的なアプローチとして、簡略

             （9）化ルールを用いたPhoの方法  があるのみである。しかし、これらの方法

では構成要素数の非常に多い大規模強連結構造を取り扱えないという欠点が

あった。最近、和多田らはこの欠点を補うためにヒューリスティックな方法

     （10）を提案した。  この方法は言十算効率がよく、規模の大きい強連結構造でも

半順序構造化が可能である。ただこの方法では、規模が大きく、複雑になる

につれて最適な半順序構造を得る割合が減少する傾向のあることが報告され

ている。

 以上で述べてきたように、大規模強連結システムの構造分析において必要

不同欠である、強連結構造の半順序構造化のための実用的かっ有効な手法は

未だ確立されていないというのが実状である。したがって、さらにこの方向

への努力が続けられるべきであると考えられる。

 こういった背景のもとに本論文では、大規模で複雑な強連結構造を効率よ

く半順序構造化することのできる極めて有効な手法を開発し、種々の実際間

題へ応用することにより、その実用性を実証することを研究目的としている。

本論文で提案する千法においては、強連結構造の半順序構造化問題を構造内
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に含まれる総てのサイクルの解消問題と考え、これをシステム構造から抽出

されたサイクルを制約式とするO－1線形計画問題に帰着させている。そし

て、この0－1線形計画問題を解くことにより最適な半順序構造化を行って

          （lI）いる。その際、緩和法  の概念を導入し、総てのサイクルを抽出する代

わりに、少数のサイクルのみを逐次抽出して規模の小さい一連の部分間題の

シーケンスを作成し、これを解くことで問題規模の縮小を図っている。した

がって、本手法は構成要素数が多く、複雑な大規模強連結システムの構造分

析においても十分適用が可能である。

 本論文の主要部分は6章から成り立ち、その構成は第1．！図に示すとおり

である。以下に、各章の概要を示す。

 第2章では、本論文の主題である大規模強連結システムの構造分析につい

て議論するに先立ち、まず従来までのシステム構造分析の概要、その基礎理

論および代表的手法について概説し、これらの手法が大規模強運結システム

の構造分析には不十分であることを明らかにする。

 第3章では、大規模強連結システムの構造分析における半額序構造化問題

       第2章
従来のシステム構造分析の概説および
問題点の提起

第3章
大規模強連結システムの構造分析手法

開発のための予備的記述および半順序

構造化問題の定式化

第4章
半順序構造化アルゴリズムの提案およ

び効率化のための検討

  第5軍
ランキング間題

への応用

第6章
言十算手順決定問

題への応用

第7章
L S I配線設計

問題への応用

第1．1図 論文の構成
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およびその意義を明らかにするための予備的な考察を行う。まず最初に、本

論文を通じて議論の対象となる強連結構造の基本的概念を定義し、システム

が強連結構造となる原因および強連結構造の半順序構造化の意義について述

べる。ついで、この半順序構造化問題を二つの方法により、具体的に0－1

線形計画問題の形に定式化を行う。

 第4章では、第3章で定式化された半順序構造化問題を緩和法の概念を用

いて極めて効率よく解く半順序構造化アルゴリズムを提案する。そして、種

々の数値実験を行って、本アルゴリズムを特に演算効率の面において、効率

よく運用するための幾つかめ検討を行う。

 第5章、第6軍および第7章では、第4章で開発した強連結構造の半順序

構造化手法を種々の実際間題、すなわち一対比較多数決を基礎としたランキ

ング間題（第5章）、シミュレーションにおける計算手順決定問題（第6章）お

よびビルディングブロック方式L S Iの配線問題（第7章）に応用して、シス

テム構造分析における半順序構造化の意義を実用面から明らかにするととも

に、本手法の実用性および有効性を実証する。

 第8章は本論文の総括である。

         第1章の参考文献
（1）  The C1ub of Rome ： The Predicament of Mankind， Quest for Struc

   tura1 Responses to Growing “or1d一田ide Comp1exit ies （1970）

（2） J．N．Warfie1d ：Societa1Systems ； P1annin9， Po1icyandComP1ex

   ity， Wiユey （1976）

（3） 市川，春名：皿．システム技法第1章問題発掘と構造化技法，電気

   学会誌，Vo1．99，No．11，pp．1005－1009（昭54）

（4） 戸田，山本：構造分析，計測と制御，Vo1，21，No．3，pp，350－357（昭

   57）

（5） 増田，藤井：緩和法の概念に基づく強連結システムの半順序化とその

   応用，計測自動制御学会第2回知識工学シンポジウム，pp．45－50（昭

   59）
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一5一



第2章 システム構造分析の基礎理論と手法

2．1  系誉  言

 本章では、本論文の主題である大規模強運結システムの構造分析について

議論するに先立ち、まずシステム構造分析の概要、その基礎理論および代表

的手法について概説することを目的としている。まず、2．2節ではシステム

溝遺分析とは一体いかなるものか、またその目的は何かといったシステム構

造分析の概要について述べる。つぎに2．3節では、構造分析の基礎となる数

学的理論、特に二項関係、有向グラフ、二値行列などについて概説する。さ

らに2．4節では、構造分析の代表的手法として従来よく用いられてきたI S

M法について紹介し、その問題点を明確にする。

2．．2一システム構造分析
 システムの言十画は、目的の明確化、代替案の生成、代替案の評価という3

つのフェーズからなっていると考えられる。特に、「システムは、所定の目

的を果たすべく、選定され、配列され、連係して動作する一運の構成要素の

        （一）組み合わせである」 と言われているように、目的の明確化は、システム

開発の基本方針を与えるものである。しかし、これまでのシステム工学の多

くの議論は、システムの目的が把握されているという前提で議論が進められ

てきたといえる。これは、従来のシステムにおいては、比較的少数の目的が

システムを支配しており、それらの抽出が容易で、それらの闇の個々の関連

を調べることにより全体の目的構造を容易に把握できたためと考えられる。

しかし、大規模複雑なシステムにおいては、多様なイ証値観をもつ多数の関係

者が存在し、システムの目的摘出が難しく、しかも個別に関連を調べるだけ

では相互関係が複雑で全体の目的体系を把握するのが非當に困難になってい

る。

 同様のシステムの大規模化に伴う全体体系の把握の困難さの問題は、代替

案の生成、評価のフェーズにおいても生じている。例えば、システムの機能
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を実現するための個々の機能の代替案の数が増え、しかもその相互関係が複

雑になり、有望なシステムの代替案の組み合わせを抜けなく抽出することが

難しくなっている。また、シミュレーションモデルの構築においても、モデ

ルを構成するパラメータの数が多くなり、まず、パラメータ間の関連の有無

を調べ、それらから全体モデルを作り、関係者の合意を得ることが有力とな

りつつある。さら1土、具体的な評価においても、価値体系に関し、関係者の

合意を得ることが必要となりつつある。

 このように、システム言十画においては、詳細な検討に先立ち、全体の構造

の大枠をまず把握し、それについて関係者の合意を得ることが重要となって

いる。この全体の構造把握のためには、多数の要素間の断片的な関連の情報

から全体の要素のつながりを整理分析する手法が必要であると考えられる。

本論文では、この要素闇の断片自勺な関連の情報をもとに、全体の要素のつな

がりの様子を明らかにし、システム全体の構造モデルを構築することを「シ

ステム構造分析（system str㏄ture analysis）」と呼ぶ。

 システム工学の分野におけるシステム構造分析に関する方法論的研究は、

この十数年来多くの研究者により盛んに行なわれるようになってきた。その

結果、比較的規模の小さいシステムに対する構造分析に関しては、十分実用

                        （2）～（6）に耐えうる有効な手法が既にいくつか提案されている。  しかし、膨

大な数の要素が密接に関連し合っている大規模強連結システムの構造分析に

至っては、未だ実用に耐えうる手法が確立されているとは言い難く、その理

論的および方法論自勺研究が急務とされている。次節以降では、現在までに用

いられてきたシステム構造分析の基礎理論およびその代表的な手法について

概観することにする。

                         （7）～（9）

2．3 構造分析の基礎理論
2．3．1 要素の集合と二項関係

 対象とするシステムは、t個の要素v1，v。，…，v1からなる集合Vであるとす

                    （柱2－1）る。いま、要素viとvjの順序対（ordered pair）   を（vj，vj）で表す。集
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合Vに対して、集合

  VxV二｛（vi，vj）：vi，vj∈V｝            （2．1）

                              （柱2－2〕をVの直積集合という。集合Vに属する2つの要素にかかわる関係

一これを二項関係（binary re1ation）という一が1っ規定されると、この関

係を満たすような要素の順序対（vi，vj）∈V×V全体の集合Rが定まる。そ

して。、V上の二項関係Rとは、直積集合V×Vの1つの部分集合を意味し、

  R⊂V×V                     （2．2）

と表せる。（vi，vj）∈Rならば「viはvjに対してRという関係にある」こと

を意味し、viRvjと書くことにする。また、（vi，vj）隼Rならば「viはvjに

対してRという関係にない」ことを意味し、viRvjと書く。この二項関係の

具体的な例としては

  優先する、先行する、重要である、好ましい、促進する、抑圧する、

  悪化させる、引用する、支持する、報告する、必要とする

など多くのものが考えられる。

 V上の二項関係の性質に関して重要なものを以下に挙げておく。

a）反射律（ref1exive1州）

  viRvi． ∀vi∈V         ・           （2．3）

b）推移律（tr舳SitiVe1州）

  viRvj， vjRvk ⇒ viRvk， ∀vi，vj，vk∈V      （2．4）

C）対称律（Sy㎜etriC laW）

  vi8vj⇔vjRvi． ∀vi，vj∈V             （2．5）

（注2－1） （vi，vj）と（vj，vi）とはvi＝vjの場合を除いて相異なるものと考え

   る。

（注2－2） 例えば、大小関係、前後関係、因果関係、選好関係など。
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d）非対称律（asy㎜etric1aw）

  viRvj⇒vjRvi， ∀vi，vj∈V             （2．6）

e）反対称律（antiSy㎜etriC1aW）

  viRvj，vjRvi⇒vi＝vj， ∀vi，vj∈V         （2，7）

f）連結律（c㎝p1ete）

  viRvj or vjRvi， ∀vi，vj∈V             （2．8）

 特に、反射的で推移的な二項関係を半順序関係（partia1ordering re1ati

on）、連結的で推移的な二項関係を弱順序関係（weak ordering re1ation）、

連結的、推移的、対称自勺な二項関係を全順序関係（total ordering re1ati㎝）

という。また、 反射的、推移的、対称自勺な二項関係を同値関係（equiva1ence

re1atiOn）という。

 2．3．2 有向グラフと二値行列

 いくつかの節点（vertex）とそれらの2点間を結ぶ枝（edge）によって表せる

図形をグラフ（graph）といい、申でもすべての枝に向きのついているグラフ

を有向グラフ（directed graph，digraph）という。

 集合V上の二項関係Rは、つぎのように
して有向グラフに表すことができる。vの要   1    5

乗viを有向グラフの節点で表し、viRvjの

とき節点Viから節点Vjへ向かう有向枝を描

く｛両グラフの一例を第2！図に祇す @2 4；＝＝⑥
でに述べた二項関係の性質は有向グラフの

上につぎのように現れる。反射的な有向グ

ラフとは各節点に1つのループをもったグ                       3  7
ラフで、その例を第2，2（a）図に示す。また、

推移的な有向グラフとは、節点viからvjへ  第2．1図 有向グラフの

向かう有向枝および節点VjからVkへ向かう       一例
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（a）反射的な有向グラフ （b）推移的でない有向 （C）推移的、非対称的、

              グラフ        連結的な有向グラフ

     第2．2図二項関係の性質と有向グラフとの対応

有向枝があ・るときに、節点ViからVkへ向かう有向枝が必ずあるグラフを表す。

第2．2（b）図には推移的でない有向グラフの一例を、また第2．2（c）図には推

移的、非対称的で連結的な有向グラフの一例を挙げておく。

 集合V上の二項関係Rは、つぎの定義によりt×1の二値行列（binary matr

ix）Aで表すことができる。

 【定義2．1】 次式によって、その要素aijが定義される二値行列Aのこと

を二項関係Rの隣接行列（adjacency㎜atrix）と呼、さミ。

…十1工11

第2，！図に示した有向グラフの隣接行列は

      1234567

    1 0000000
    2  1000000
    30001000

A＝40000110    5 0000000
    60001000
    7 0100000

（2．9）

（2．1O）

と書ける。
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 有向グラフにおいて、節点Viから節点Vjに至る有向枝があるとき、「VjはVi

から到達可能である」という。また、節点ViからVjに至る有向枝の数を順路

の長さといい、特別な場合として「各節点は、それ自身から順路の長さ零で

到達可能である」ということにする。すでに定義した隣接行列Aは、長さ1

の順路による到達可能性を表している。また、／x1の単位行列Iを加えた行

列A＋Iは、長さが零またはIの順路による到達可能性を表している。第

2．王図の例では

A＋I ＝

1000000
1100000
0011000
0001110
0000100
000王0100100001

（2．11）

となる。いま、ブール代数演算のもとで（2．！ユ）式の行列を二乗すると、

（A＋I）2＝ A2＋A＋I

  1000000
  1100000
  00互1110
＝  00011王0  0000100
  0001王10  1100001

（2，12）

を得るが、この行列は長さが2以下の順路による到達可能性を表している。

そして、順次（A＋I）をかけてゆくと、次式で定義される二値行列Mが得ら

れる。

 【定義2．2】 次式を満たす／x／の二値行列Mのことを可到達行列（reacha

bi1ity醐atriX）という。

A＋I ≠ （A＋I）毘 ≠…≠ （A＋I）「一1

＝（A＋I）「＝M （2．13）

ただし、r≦tである。

 この司到達行列は任意の長さの順路による到達可能性を表している。いい

かえれば、可到達行列Mの（i，j）要素mijが、1ならば節点viから節点vjに向か
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う順路が存在し（到達可能）、m董jが0ならば節点viから節点vjへ向かう順路

は存在しない（到達できない）ことを表している。第2．1図の有向グラフに対

しては

A＋I≠（A＋I）2＝（A＋I）3＝M （2．14）

を得る。 そして可到達行列は反射的で推移的な二項関係、すなわち半順序

関係を表している。

 第2．2（b）図に示した有向グラフの隣接行列は

・一 w／ （2．15）

で表される。この可到達行列は

・一（・十1）・一 w／ （2．16）

となり、すべての要素が1の行列となる。このように、すべての要素が1の

行列を普遍行列（uniVerSa1躰atriX）と呼ぶ。可到達行列が普遍行列になる有

向グラフを強連結な（strong1y co㎜ected）有向グラフといい、どの節点から

どの節点へも到達可能であることを示している。なお、構造が強運結有向グ

ラフで表世られるようなシステムは本論文の研究主題でもあり、これに関し

ては第3章でより詳しく論ずることにする。

2．4 構造分析の手法：I SM法
 システム構造分析の具体的手法としては、J．N．WarfildによるI SM法

                （2）（interpretive str㏄ture mode1ing） のようにシステム構成要素を何らか

の二項関係に従って階層化する手法、E．F㎝te11aらによるDEMATEL
法（decisio皿naking and techno1ogica1eva1uation1abo1atory）（3）のよう

に要素闇の関連の強さに従い項目を整理する手法、M，McLeaiらによるS

    （4）P I N法 のようにシステムの動的構造を分析する手法、R．Axe1rodらに
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                   （5）よる認知構遺図法（cogiitive map method） のように符号付有向グラフを

                                （6）使って構造分析を行う手法あるいはR．H．AtkinによるQ－Ana1ysis法

のように位相幾何学における複体により構造モデル化する・手法などが現在ま

でに提案されている。

 これらの中でも、特にI SM法は最も実用的な手法として各界から注目を

浴びている。I SM法は大きく分けて、つぎの二つのフェーズによって構成

される。

 i） 可到達行列の創成フェーズ：人間とコンピュータの対話によってシ

  ステム構成要素間の一対比較を行い、これによって人間（集団）の頭の中

  に陰に存在するメンタルモデルを可到達行列モデルに置き換えるフェー

  ズ。

ii） 可到達行列の分割と抽出フェーズ：この可到達行列モデルをグラフ

  理論に基づき分割および抽出の操作を施し、スケルトン行列の形に整理

  し直し、これをもとにメンタルモデルを最終的に多階層有向グラフの形

  にまとめあげるフェーズ。

 以下、本節ではI SM法を上記の二つのフェーズに従って紹介することに

する。

 2．4．1 可到達行列の創成（2）’（7）

 まず、要素集合Vに属する任意の要素viと、その他の要素vj（≠vi）∈Vと

の一対比較を行ったものとして、4つの集合

  L（vi）全｛vj（≠vi）∈Vlv｛Rvj，vjRvi｝        （2、 三7）

  F（vi）全｛vj（≠vi）∈V lviRvj，vjRvi｝        （2．18）

  N（vi）全｛vj（≠vi）∈1VlviRvj，vjRvi｝       （2，19）

  D（vi）全｛vj（≠vi）∈V’viRv｛，vjRvi｝        （2．20）

を定義しておく。これらの集合はおのおの

  L（vi）：viの上位集合（1ift set）
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L（v） i

F（V）
 i．

V 1

D（V） i

MV。）
 1 第2．3図 有向グラフにおける

viとL（vi）、F（vi）、

N（vi）およびD（vi）

の位置づけ

  F（vi）：viのフィードバック集合（feedback set）

  N（vi）：viの無関連集合（vaCanCy set）

  D（vi）：viの下位集合（drop set）

と呼ばれ、有向グラフの申では、各々の集合は第2．3図に示すような位置づ

けになる。そして、Viを対象にした一連の一対比較の結果に基づいて、創成

しようとしている可到達行列Mの（i，j）要素mijの値を

mij＝1，㎜ji：0，

mij＝1，mji＝1，

皿ij＝0．mji＝O，

mij＝O．mji＝1，

∀j

∀j

∀j

∀j

suchthatvj∈L（vi）

suchthatvj∈F（vi）

suchthatvj∈N（vi）

suchthatvj∈D（vi）

（2．21）

（2．22）

（2，23）

（2．24）

に設定する。

 人間とコンピュータとの対話による可到達行列創成のアルゴリズムは、上

に述べた操作の繰り返しのもとで、つぎのように構成される。

Step1：Vから任意にviを選び、その他の要素vj（≠vi）∈Vとの一対比較

   を行い、Vの中の要素の配列順序を

V＝｛L1（vi），Fl（vi），vi．N1（vi），Dt（vi）｝ （2．25）

に並びかえる。これに応じて行列Mの要素を並びかえ、一対比較の

終わった行列要素の値を設定する。k＝1とする。ここで、Lk（・）

などにおける下指標kは、k回目に構成されるし（・）などを表す。
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Step2：Lk（・）、Nk（・）、Dk（・）のうち、2個以上の要素を含んでい

    る各々の集合に対して、その中から任意に1個の要素を選び、その

    集合に属するその他の要素との一対比較を行い、要素の配列順序を

  Lk（・）＝｛Lk．1（vα），Fk。壬（vα），vα，Nk。丑（vα），    （2．26）

       Dk．1（vα）｝

  Nk（・）＝｛Lk．1（v8），Fk．1（vβ），vβ，Nk．1（v8），    （2．27）

       Dk．t（vβ）｝

  Dk（・）＝｛Lk．1（vγ），Fk．1（vγ），vγ，Nk．1（vγ），    （2．28）

       Dk刊（vγ）｝

    に並びかえる。その結果、Vは

  V＝｛…／Lk．1（vα），Fk．1（vα），vα，Nk．1（vα），Dk．1（vα）／…／Ft（vi）、

    vi／…／Lk．1（W），Fk．1（vぎ），vβ，Nk．1（v8），Dk刊（v8）ノ…／Lk．1

    （vγ），Fk．1（vγ），vγ，Nk。エ（vγ）．Dk。圭（W）／…｝  （2．29）

    に並びかわる。この並びかえに応じて行列Mの要素を並びかえ、一

    対比較の終わった行列要素の値を設定する。k＝k＋1とする。

S‡ep3：Lk（・）、Nk（・）、Dk（・）に属する要素の数が総て1以下であ

    れば終了。そうでなければStep2へ戻る。

 ここで、対象にしている二項関係Rが推移律を満たすものと仮定できる場

合には、Step1およびStep2に・おいて、推移律によって推定できる行列

要素の値は、一対比較を行うことなく推定値を設定する。しかし、上記のア

ルゴリズムによって創成された行列Mには、推移律によってはその値を推定

することのできない相互関連行列（interCOnneCtiOn matriX）と呼ばれる部分

が残る。この相互関連行列の部分に関しては、コンピュータが人間に質問を

                 （lo）繰り返すことにより、その値を決める。

 このようにして、行列Mの総ての要素の値が求まり、このときの行列Mは

可到達行列となっている。
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2．4．2 可到達行列の分割と抽出（2）’（7）

 可到達行列Mが創成されると、つぎにI SM法では行列Mの分割と抽出の

操作が行なわれる。この操作は4つの過程から構成される。

 （1） パート分割（ブロック対角化）

 （2） レベル分割

 （3） レベル内の分割

 （4） スケルトン行列（ske1eto衛matrix）の抽出

 パート分割は、各パートの要素が他のパートの要素と無関係になるように

分割することを意味し、行列Mをブロック対角化する操作を行う。レベル分

割は、1つのパートに属している要素の集合を、各レベル内の要素間の相互

関係が対称的（viRvjならばvjRvi）になるように分割することを意味し、ブ

ロック対角化された行列Mの各対角ブロックをさらにブロック下三角化する

操作を行う。レベル内の分割は、1つのレベルに属している要素の集合を、

相互に関係しあうものと無関係なものに分割することを意味し、ブロック下

三角化された行列の各対角ブロック（これは対称行列になっている）を再びブ

ロック対角化する操作を行う。このレベル分割およびレベル内分割の結果、

各レベルに属している要素のうちの少なくとも1つは他のレベルの要素と上

下関係をなし、1つのパートに属している要素集合は、最上位レベルから最

下位レベルに順序づけられる。最後に、スケルトン行列の描出は（1）～（3）

でパート分割およびレベル分割された要素集合の二項関係を有向グラフで表

現する際に、有向枝の数が最少になるように整理された二値行列すなわちス

ケルトン行列を求めることを意味する。これら4つの過程を実行するための

具体的なアルゴリズムに関しては文献（2）あるいは文献（7）に譲り、ここで

は省略する。

 以上の4つの過程が終了してスケルトン行列が抽出されると、最後にI S

M法では、このスケルトン行列をもとにして多階層有向グラフ（hierarchica

i directed graph）が作図される。なお、スケルトン行列から多階層有向グ

                             （1一） （12）ラフを効率よく自動作図する技法も既にいくつか提案されている。 ’
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2．4．3 I SM法の問題点

 以上、システム構造分析の代表的手法であるI SM法の概要を紹介した。

この汎用プログラムは比較的容易に作製することができるし、・一旦プログラ

ムができあがってしまえば、使用者に何ら数学的に高度な知識を要求するこ

となく使えるので、種々の問題に手軽に応用することができる。現在までに、

米国を中心に既に50以上の適用例が報告されておりミ13）’（14）また、方法論

            （15）的な応用も行なわれている。

 しかし、この方法にも以下に示すようないくつかの構造分析上の問題点が

残されている。

（1） I SM法では、システム構成要素間の関連の強さを無視して、その有

  無しか考慮に入れていないために定性的な構造分析しかできなく、定量

  的な分析は不可能である。

（2） また、この方法ではサイクル（循環構造）全体を一つのかたまりとみな

  して構造分析を行うため、強連結構造をもつシステムのように殆どの要

  素がサイクル内の要素のかたまりに含まれる場合、このかたまりとその

  他の少数の要素の関連しか整理できなくなり全体の構造分析を行うこと

  ができない。また、サイクル内部の関連も整理できない。

 このような問題点は、特に強連結システムの構造分析において頻繁に生じ

る。最近、これらの問題点を克服するためにI SM法に改良を加えた幾つか

             （16）～（19〕の手法が提案され始めている。    しかし、これらの手法はいずれも

上記二つの問題点のいずれか一方のみを克服したもので、両方を克服したも

のではない。また、実用性の面での険証もまだ十分になされていない。した

がって、今後は上記の二つの問題点を同時に解決するような手法の開発が、

特に大規模強連結システムの構造分析においては非常に重要になるものと考

えられる。

2．5  系吉  言

本章では、システム構造分析の概要を述べたうえで、従来の構造分析にお
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いて用いられてきた基礎理論および代表的手法について概説した。

 すでに見てきたように、強運緒構造をもたないシステムの構造分析に関し

ては、これまでに多くの手法が提案されており、これらの内のあるものは既

に実用に供され、大きな成果を収めている。しかし、一方、膨大な数の要素

が密接に関連し合ってサイクルを構成するような大規模強連結システムの構

造分析に至っては、既存の手法では幾多の問題点があり、未だ実用に耐えう

る手法が確立されているとは言い難い。この面での、有効な構造分析手法の

開発が急務とされている。そこで第3章以降では、大規模強連結システムの

構造分析に的を絞って、議論を進めることにする。
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第3章 強連結システムの半順序構造化問題

3．1  春着  言

 本章では、本論文で取り扱う問題およびその意義を明らかにするための予

備的な記述を目的としている。まず3．2節では、本論文を通じて議論の対象

とする強連結構造の基本的概念を定義し、システムが強連結構造になる原因

を明らかにする。つぎに3．3節では、こういった強連結構造をもつシステム

の構造分析においては、構造の一部の関連を一時自勺に無視して推移律を満た

すキうに半順序構造化すると構造分析上、どのようなメリットがあるか、す

な．わち半順序構造化の意義を明らかにする。続いて、この半順序構造化の方

法としては、枝除去による方法と節点除去による方法の二つが考えられるこ

とを述べる。そうして3．4節では、これら二つの方法に基づいて半順序構造

化問題を0－1線形計画問題の形に定式化することを試みる。

                （1）
3．2 強連結構造
 構成要素vi∈V全〔v、，v。，…，vt〕が何らかの因果関係を意味するV XV

上の二項関係Rによって規定されているシステムを考える。2．3，！で述べた

ように、一般的にこういったシステムの構造表現には、各構成要素Viを節点

で、二項関係viRvjを節点viから節点vjへ向かう有向枝xk全（vi，vj）∈X全

〔x・，x・，…，x。〕で表す有向グラフG＝〔V，X〕が用いられる。ここで、V

Xはそれぞれ有向グラフGの節点集合および有向枝集合であり、t，nは節

点および有向枝の総数である。以下では自己サイクルを含まない有限な有向

グラフのみを対象とする。また、有向グラフ、有向枝を単にグラフおよび枝

と呼ぶことにする。

【定義3．1】 グラフGの枝の順序列s全｛x、，x・，…，xk｝、k≦nが

xi＝（vi，vi．1）， （1≦i≦k）

vi≠vj，  （1≦i＜j≦k＋1）

（3．1）

（3．2）
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を満たすとき、sのなすGの部分グラフ（subgraph）（柱3－1）をv、からWlに

至る長さkの順路（path）という。また、（3．1）式を満たすsが

  v1＝vk．1， vi≠vj，   （2≦ i ＜ j ≦ k＋1）        （3． 3）

を満たすとき、sのなす部分グラフを長さkのサイクル（cyc1e）という。

 【定義3．2】 グラフGの任意の2節点v童，vjに対して、viからvjに至る

順路およびvjからviに至る順路の両方が存在するとき、このGの構造は強運

緒構造（strong1y co㎜ected struct口re）であるという。また、Gの極大な強

連結部分グラフのそれぞれをGの強連結成分（strong1y c㎝nected componen

t）という。

 システムを表現したグラフが強運結になる原因は、V×V上の二項関係R

において、部分的に推移律

  viRvj，vjRvk⇒viRvk， ∀vi，vj，vk∈V       （3．4）

が崩れること、すなわち非推移関係が発生することに起因している。この非

推移関係の発生としては、つぎの二つの場合が考えられる。

 1） 二項関係Rに基づいて構成要素間の関連付けを行う際の、人間の判

   断誤差に起因する関連付けの誤りによる場合

 2） 対象とするシステム自体が本来推移律を満足しないフィードバック

   構造としての性質をもつ場合

 上記のいずれの発生ケースにしろ、一旦システム構造内に非推移関係が発

生すると、これらの非推移性によって大小多くのサイクルが発生し、これら

が複雑に重なりあって結果的に強連結構造になるものと考えられる。

 定義3．2より明らかなように、強運結構造を表すグラフの可到達行列は

                            （2）すべての要素が1である普遍行列となる。その結果、I SM法  を適用し

（注3－1） sのなす部分グラフとは、グラフ〔（v・，…，vk・1），（x・，…，xk）〕を指

    す。
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て構造の階層化を試みでもすべての要素が同一レベルに含まれてしまい、十

分な構造分析を行うことができないという問題が生じる。

3．3 半順序構造化の意義と
       そ＝α）プチ法

 本節では、強連結構造を半順序構造化（partia1order structuring）する

ことの意義および半順序構造化の方法について述べる。

 前節で述べたようにシステム構造が強連結構造となる場合には十分な構造

分析を行うことができない。しかし、こういった強連結構造をもつシステム

においても、一部の関連を一時的に除去して推移律が溝足されるようにその

構造を半順序構造化することにより、非推移性の存在する部分、強連結の中

に埋没していた要素間の関係およびシステム全体の構造的特徴などを明確に

することができる。その結果、対象とするシステム構造についてより深い理

解が得られ、詳細な構造分析を行うことが可能となる。これが強連結システ

ムの構造分析における半煩序構造化の意義である。

 強連結構造の半順序構造化は、上述したように構造内に存在するすべての

非推移関係を除去することであり、これは換言すると構造グラフに含まれる

すべてのサイクルを解消することに相当する。サイクルの解消方法としては

っぎの二通りの方法が考えられる。

  1） 枝除去による方法

  2） 節点除去による方法

 第3．1図はこれら二つの方法による強連結構造の半順序構造化の一例を示

したものである。第3，1（a）図に示す強連結グラフには3個のサイクルが含ま

れている。これらのサイクルを解消するために、1）の方法を用いて、例え

ば節点5から節点Iに向かう枝（5，1）を除去すると第3．1（b）図のように半

順序構造化することができる。一方、2）の方法を用いて、例えば節点5を

除去しても第3．1（c）図のように半順序構造化することができる。

 次節ではこれらの方法に基づく強連結構造の半順序構造化問題を数学的に

一22一



定式化することを考える。

i）

1i）

［＞

’一 A151
、一’

（a） 強連結グラフ

第3．1図

 （b）枝除去による  （c） 節点除去による

   半順序構造化     半順序構造化

強連結構造の半順序構造化の方法

                              （3）
3．4 半順序構造化問題の定式化
3．4．1 枝除去による半順序構造化問題

 いま、（3．！）、（3．3）式で与

えられる長さkの1つのサイ

クルを考える（第3．2図参照）。

このサイクルが解消されるた

めの必要十分条件は、明らか

にサイクルを構成しているk

本の枝のうちの少なくとも1

本以上の枝が除去されること

である。これを各枝xjを0－

1変数と考えて定式化すると、

つぎのようになる。

V

xk－1

V

X          X
k       ］一

○よ
V          V
k－1      3

第3．2図 長さkのサイクル

一23一



x、十x。十…十xk≦k－1

xj＝0or1，  （j＝1，2，…，k）

（3．5）

（3．6）

 したがって、グラフに含まれる総てのサイクルを解消するためには、枝に

対応とする変数X＝（x。，x。，…，x皿）t∈Xが次式で与えられる制約式を溝たさ

なければならない。

 Σxj≦kr1，（i＝1，2．…．m）
Xj∈Si

 xj＝0or1， （j＝1，2，…，n）

（3．7）

（3．8）

ただし、siはi番目のサイクルを構成している枝の順序列、kiはi番目のサ

イクルの長さ、mはグラフに含まれるサイクルの総数を表す。

 つぎに目的関数の定式化を行う。強連結構造を半順序構造化するには、何

通りもの枝の除去の仕方が考えられる。例えば、総ての枝を除去しても半順

序構造化は可能である。しかし、もとの構造にできるだけ近い形に半順序構

造化を行うためには、グラフの既存の準は除去しない、すなわちXj＝1であ

るほうがよい。そこで、もしある枝が除去された場合にはその枝に付随した

ペナルティが課せられるものと考え、目的関数としては半順序構造化に際し

て余儀なく除去された枝に訳かるペナルティの総和を考える。すなわち、

    n
f（X）＝Σwj（1－xj）

   j＝1

（3．9）

ここで、wj（≧O）は枝xjが除去された場合（xj＝O）に訳かるペナルティを

表す重み係数である。wjを総て等しくした場合、（3．9）式は「最少数の枝除去

による半順序構造化問題、いわゆる最小帰還枝集合間題（minimum feedback

        （4）edge set prob1em） 」を意味する。

 結局、枝除去による強連結構造の半順序構造化問題は、サイクルの総数m、

枝の総数nをそれぞれ制約式および変数としてもっO－1線形計画問題（O－！

1inear progra㎜ing prob1e㎜）として、つぎのように定式化できる。
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［問題Pコ

          n

耐nimizef（X）＝Σwj（1－xj）      （3，10）
  X∈X     j＝i

 SubjeCt tO

      Σxj≦ki－1， （i＝王，2，…，m）（3．11）
     Xj∈Si

      xi＝0or1，  （j＝1．2，…，n） （3．12）

3．4．2 節点除去による半順序構造化問題

 つぎに節点除去による半順序構造化問題の定式化を行う。3，4．！の第3．2図

のサイクルを節点除去によって解消するための必要十分条件は、枝除去によ

る場合と同様にサイクルを構成しているk個の節点のうちの少なくとも1個

以上の節点を除去することである（なお、この場合は除去される節点に出入

りする枝も同時に除去する）。これを各節点vjを0－1変数と考えて定式化す

るとっぎのようになる。

v1＋v2＋… 十vk ≦ k－！

vj：Oor1，  （j＝1，2，…，k）

（3，13）

（3．14）

 したがって節点除去による半順序構造化問題は、サイクルの総数㎜、節点

の総数tをそれぞれ制約式および変数としてもつ0－1線形計画問題として、

つぎのように定式化できる。

［問題P’コ

          i。

 珊him至zef（v）＝Σwj’（1－vj）     （3．15）
  V∈V     j＝1

 SubjeCt tO

      Σvj≦kr1， （ト1，2，…，皿）（3．16）
     Vj∈Si

      vj＝Oor l，  （j：1，2，…，／） （3．17）
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ただし、wj’（≧0）は節点vjが除去された場合（vj＝0）に訳かるペナルティ

を表す重み係数、Si’はi番目のサイクルを構成している節点の順序列であ

る。ここでwゴを総て等しくした場合、［問題P’コは「最少数の節点除去によ

る半順序構造化問題、いわゆる最小帰還節点集合間題（minimu㎜feedback ve

        （4）rteX Set prObI㎝） 」を意味する。

 なお、（3．王！）、（3．16）式を作成するためには、グラフに含まれる総てのサ

                           （5）～（7〕イクルを抽出しなければならないが、これはサイクル列挙法    を用い

て容易に行うことができる。これらの列挙法の中でも特に、無駄な探索の繰

り返しを防ぐためにb1ocking一㎜b1ocking技法を導入したJohnsonのアルゴリ

  （7）
ズム  は、スペース複雑度（space C㎝p1exity）がO（t＋n）、時間複雑度（tim

                   （4）e c㎝p1exity）がO（（t＋n）（m＋1））であり、 従来のアルゴリズムの中で最

も効率のよいアルゴリズムであると言われている。

 結局、枝除去および節点除去による半順序構造化問題PおよびP’は変数

の表す意味が異なるだけで定式化された問題の形自体は同じである。したがっ

て、全く同じ数学的取り扱いが可能である。第3．1表に両者の類似点および

相違点を掲げておく。次章以降では、特に断りのない限り枝除去による半順

序構造化問題Pを単に問題Pと記述し、話を進めることにする。

第3．！表 半順序構造化問題PとP’の類似点および相違点

問題 P 問題 P’

目的関数の表す

ﾓ味

除去枝のペナルティ総和の

ﾅ小化

除去節点のペナルティ総和

ﾌ最小化

表す意味 枝の除去、非除去 節点の除去、非除去変数

個  数 枝の総数n 節点の総数t
制約式

表す意味 枝除去によるサイクルの解

ﾁ
節点除去によるサイクル

ﾌ解消

個  数 サイクルの総数 m サイクルの総数 柵

一26一



3．5   系吉  言

 本章では、本論文を通じて議論の対象とする強運結システムの半順序構造

化問題に関して種々の予備的考察を行った。ここで得られた結果を要約する

とっぎの通りである。

（1） まず初めに強連結構造の基本的概念を数学的に定義し、システム構造

  が強連結になる原因は構造内に存在する非推移関係（サイクル）にあるこ

  とを明確にした。

（2） つぎに、こういった強連結システムの構造分析においては、構造内に

  存在する総てのサイクルを解消して半順序構造化することが極めて有用

  であることを明らかにした。すなわち、半順序構造化することにより、

  強連結の中に埋没していた要素間の関係を浮き彫りにすることができ、

  より詳細な構造分析が可能となることを示唆した。

（3） つぎに、強運結構造の具体的な半順序構造化の方法として、枝除去に

  よる方法と節点除去による方法の二通りの方法を示した。

（4） 最後に、これら二通りの方法による半順序構造化を数理計画問題とし

  て定式化することを試みた。その結果、枝除去による半順序構造化は構

  道内に含まれる枝およびサイクルをそれぞれ変数および制約式としても

  っ0－1線形計画問題に、一方節点除去による半順序構造化は節点およ

  びサイクルをそれぞれ変数および制約式としてもっO－1線形計画問題

  に定式化することができた。
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第4章 緩和法を用いた半順序構造化アルゴリズム

4．1  系誉  言

 前章3．雀節で定式化した半順序構造化問題Pは、サイクルの総数mを制約

式としてもつ0－1線形計画問題である。対象とする強連結システムが比較

的小規模で、かっ簡単な構造をしている場一合には、構造内に含まれるサイク

ルの数も少なく、問題Pは比較的コンパクトである。このような場合には、

                       （1）既存のO－1整数言十画法（O－1integer progra㎜ing） を用いて容易に問題

Pの最適解（最適な半順序構造）を求めることができる。ところが対象とする

強連結システムが大規模かっ複雑な場合、換言すると構造の虫食度（SparSit

 （柱4■）
y）   が小さい場合には、構造内に含まれるサイクルの数が極端に多くな

る。その結果、問題Pの制約式の数が膨大なものとなって実質上求解が困難

                             （ミ主4－2）になるといった問題が生じる。例えば、t＝1Oの完全対称グラフ   の
                      t
場合、その中に含まれるサイクルの総数は㎜＝Σ1Ci・（ト1）！＝1，王王
                     i＝2      （2）2，073である。

 そこで本章ではこの問題点を克服するために、緩和法の概念を導入した問

題Pの求解アルゴリズムを新たに開発する。本アルゴリズムは、構造内の総

てのサイクルを抽出して大規模な問題Pを解く代わりに、少数のサイクルの

みを逐次抽出して問題Pに対する一連の小規模な部分間題を作成し、これら

を順次解くことにより最終的に、最適な半順序構造を求めるものである。し

たがって、本アルゴリズムはサイクルの数が極めて多い強連結システムの半

順序構造化にも十分適用可能である。以下本章では、まず4．2節で本アルゴ

（注4－1） 本論文では、虫食度を1－n／（tし／）と定義する。

（注4－2） 完全対称グラフ（c㎝p1ete sy㎜etric graph）とは、どの節点vi，vj

   ∈Vに対してもviから出てvjに入る枝およびvjから出てviに入る枝

   の両方を1個ずっもっグラフのことである。したがって、節点数tの

   完全対称グラフはn＝t（卜1）の枝をもち、その虫食度は0である。
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リズムの基礎となる緩和法の概要について簡単に述べ、緩和法が問題Pのタ

イプの解法としてまさに適していることを明らかに守る。つぎに4，3節で緩

和法の概念を導入した半順序構造化アルゴリズムを具体的に示す。さらに4．

4節では本アルゴリズムを特に演算効率の面において、効率よく運用するた

めの幾つかの検討を行う。

4．2 緩和法の概要
                                （3） まず初めに、アルゴリズムの基礎となる緩和法（re1axation strategy）

について簡単に述べる。

 数理計画法の解法方略（SO1ut呈㎝Strategy）の一つである緩和法は、制約

式の数が非常に多い数理言十西間題（mathematica1problem）を対象としてGeo

ffrionによって提唱された。その概要はつぎの通りである。原問題（pri細a1

probem；本論文の場合は問題Pに相当する）を解く代わりに、制約式のいく

つかを緩和し（すなわち一時的に除いておく）、残りを制約式とする部分間題

（subproblem）を解く。この部分間題が許容解（feasiも王e so1ution）を持たな

ければ、原問題も許容解を持たない。部分間題が許容解を持ち、得られた部

分間題の最適解（Optima1SC1utiOn）が緩和した制約式を満たすならば、この

最適解は原問題の最適解である。もしそうでなければ、一つあるいはそれ以

上の緩和した制約式を部分間題の制約式に加え、手続きを繰り返すというも

のである。

 したがって緩和法は、最適解で等号が成り立っ活性な（aCtiVe）制約式の数

が比較的少ないことが分かっている問題に対しては、鏡模の小さい部分間題

のみを繰り返して解くことにより原問題の最適解が得られることになり、極

めて有効である。半順序構造化問題Pはまさにこの種のタイプの問題である。

これは強連結構造の最適な半順序構遺化が、グラフを構成している枝のうち

の半分以下の枝除去によってなされることから容易に推測できるε注4皿3）す

（注4－3） 最適除去枝の数は、完全対称グラフの場合でn／2、虫食度の大き

   いグラフでは枝の総数の数パーセントである。
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なわち、サイクル数㎜（＞＞n）がいかに多くても、実際に最適解で活性と

なる制約式の数はn／2程度あるいはそれ以下と考えられる。

                              （4）（5）

4．3 半順序構造化アルゴリズム’
 半順序構造化アルゴリズムの記述にあたり、問題P（3．！0）～（3．！2）式の部

分問題Pkをつぎのように定式化しておく。

 ［部分間題Pk］
           n

  minimizef（X）＝Σwj（1－xj）      （4．1）
   X∈X     j＝1

  subject to

       Σxj≦kr1， iELk   （4．2）
      Xj∈Si

       xj＝0or1，  （j＝1，2，…，n） （4．3）

ここで、Lkは問題Pの（3．1！）式の部分集合である。

 このとき、アルゴリズムはっぎのようになる。

Step l：システム構造を隣接行列A。の形で表現する。

Step2：サイクル列挙法を用いてA。よりサイクルをq個抽出し、これらの

    サイクルから作成される制約式集合をL工とする。また問題Pの目的

    関数の下限値をf＝Oとする。k＝1としてStep3に進む。

Step3：部分間題Pkを解く。得られたPkの最適解をXk＝（xlk，x・k，

    一，x．k）tとし、Xkに対応する隣接行列をAkとする。

Step4：Akにサイクルが含まれていなければ、Xkが問題Pの最適解であ

    り、SteP7に進む。さもなければ、SteP5に進む。

Step5：Akより新たにq個のサイクルを抽出して、これらのサイクルに

    相当する制約式集合をVkとする。また、

     Dk＝｛i！Σxjk＜ki－1，i∈Lk｝  （4．4）
           Xj∈Si

    と定義する。ここでDkは、集合Lkに属する制約式のうち解Xkに
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SteP6

SteP7

対して不活性な制約式の集合を意味する。

 土＜f（xk）ならばLk÷1＝Lk UVk－Dkかっf＝f（Xk）とし、

f＝f（Xk）ならばLk＋」Lk UVkとして、新たな部分間題Pk＋iの

制約式集合Lk＋1を作成する。k＝k＋1としてStep3に戻る。

 I SM法を用いてAkを最少枚数の多階層有向グラフの形に整理

する。このとき、除去した枝（xjk＝Oの枝）はフィードバック枝の

形で復元しておく。

 第4．1図は以上の半順序構造化アルゴリズムをフローチャートの形で図示

したものである。このアルゴリズムにおいてStep2からStep6が緩和法

の概念を導入した部分に相当する。本アルゴリズムでは、部分間題Pkの最

適解Xkが問題Pの最適解になっているか否かの判定をXkに対応する隣接行

列Akのグラフにサイクルが残っているか否かで行っている。これはっぎの

理由に基づく。もしAkにサイクルが残っていれば、それらのサイクルは問

題Pの緩和した制約式のうちXkが溝足しない制約式に相当し、X良は問題P

の許容解ではなく、したがって最適解でもない。Akにサイクルが残ってい

ない場合に限り、Xkは緩和した総ての制約式を満足していることになる。4．

2節で述べたように、この場合に限り一kは問題Pの許容解であり、しかも最

適解となっている。また、そのときのAkは最適な半順序構造を表している。

4．4 効率化のための検討
 前節で述べたアルゴリズムを効率よく運用するためには、

 1）部分間題Pkのシーケンスを効率よく解く解法を確立することと、

 2）部分間題Pkに新たに追加する制約式の選択個数qを最適な値に設

   足すること

が重要である。ここで、これらの二点について検討を行う。

                （6） 4，411 部分間題の近似解法

部分問題Pkは変数の総数nが比較的少ない場合（n≦50程度）には、Ba1as
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システム構造を隣接行列Aoの形で表現する

サイクル列挙法を用いてAoよりサイクルを

糟ﾂ抽出 → 制約式集合L1

ｴ問題Pの目的関数の下限値 → f＝O

k＝1

部分間題Pkを解き、その最適解Xkを求める

wkに対応する隣接行列 → Ak

nO

Akのグラフにサイクルが残っているか？ k＝k

yeS

Akより新たにq個のサイクルを抽出

i4．4）式のDkを作成

→ Vk

f＜f（Xk）ならば、Lk＋1＝Lk∪Vk－Dk

@         かつf・・f（Xk）

?Sf（Xk）ならば、Lk＋1＝Lk∪Vk

I SM法を用いてAkを最少枚数の多階層有向

Oラフの形に整理する。このとき、除去した枝

ixjk＝Oの枝）はフィードバック校の形で復元

ｵておく

k＝k＋1

第4． 1図 半順序構造化アルゴリズムのフローチャート
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      （7）の加法的手法  をはじめとする種々の0－1整数計画法を用いて容易に解

くことができる。しかし、これらの解法は変数の数が増加するとともに演算

暗闇が指数関数的に増大し、しかも問題のタイプによってその時間が大きく

左右される。

 この問題点を克服するために、本項では部分間題Pkの特殊性、すなわち

  i） （4．2）式の左辺の係数は総て1、またwj、．kr1は総て非負、

 ii） 制約式の不等式関係は総て「≦」、

 iii） X＝口が自明の許容解

であることを利用して、部分間題Pkに適した近似解法のアルゴリズムを示

す。

                              n
Step1：自明の許容解x。＝0を初期暫定形責として、f＝f（x。）＝Σ：wjと
                              j＝1
    する。また、S＝1，1・s＝φ（空集合）とする。

S teP2：i。を1，sに入れ、げ＝ト0 ，t＝1とする。                 is

Step3：it≠i。かっbt⊥Lo ≧0ならば、itを1，sに入れてトbt■1              it

    －o とする。さもなければ、bt＝bt．1としてStep4に進む。     it

Step4：t＝t＋1とする。t≦nならばStep3に戻る。さもなければ、

    X（しs）を求めて、Step5に進む。

Step5：f（x（I1s））＜fならば、責＝X（1・s）、f＝f（X（1・s））とする。

Step6：s：s＋1として、s＞εnならば責を最終的な解と見なして手続

    きを終了する。s≦εnならば、11s＝φとしてStep2に戻る。

ただし、

 1＝｛i。、i。，…，i。｝：目的関数の係数Wjの大きい順に並び換えた変数Xjの

   添字集合

 11  ：1の値をとる変数の添字集合（1、⊆I）

 x（I、）：集合1、に属する変数の値を1，属さない変数の値をOとして完結

   した一つの許容解

 f  ：目的関数の最新の最小値
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責   fに対応する暫定解

。。  ：制約式（4．2）式の左辺の係数行列の第t列

b   制約式（4I2）式の右辺の定数ベクトル（卜k一）

ε   最適解の探索範囲を限定するパラメータ（0＜ε≦亘）

S，t ：イテレーション回数を示す指標

である。

 上言己のアルゴリズムでは、総ての枝を除去した状態に相当する自明の許容

解を初期暫定解として選ぶ（Step1）。続いて一つの変数xを1（x に対                          iS   iS

応ずる枝は除去しない）と固定した上で、目的関数値の大幅な改善が期待で

きるwjの大きい変数順に1の値を付与し、実行可能な部分解11sのヒューリ

スティックな生成を逐次行い、一つの完結した許容解X（11s）を得る（Step

2～Step4）。x（i1s）が既に得られている暫定形責よりも優れている場合

には、これを新たに暫定解とする（S tep5）。以上の操作を暇jの大きい変数

順にεn回繰り返しで、最終釣に残った暫定解をアルゴリズムで得られる形

とする（Step6）ものである。なお、上言己で明らかなようにアルゴリズムの

時間複雑度はO（ε㎜2）である。

 このアルゴリズムはあくまでも近似解法であ！）、得られた解が最適解であ

るという保証はない（本アルゴリズムの解精度に関しては4．4．2で詳しく検討

する）。例えば、第4．2図に示すように一本の枝（図中のx・）に多くのサイクル

が集中するグラフの場合、重

み田jの配分比（例えば、wF3，

田。＝w3＝…＝w皿＝2）によっ

ては、いくらεを1に近い値

に設定して探索範囲を広げて

も最適解が得られないことが

ある。これは、実行可能な部

分解1・sの生成手順が集合I

に基づいてwjの大きい変数順

x2

   λ’一．一’．．7

・3 x4x5x・一1

x1

X n

第4．2図 近似解法で最適解が求ま

      らない一例

一35一



に行なわれていることに起因している。最適解を得る割合をさらに高めるた

めの一つの手段としては、集合Iの順序付けを、wjの代わりに次式の指標dj

を用いてこの値の大きい順に行い、パラメータθの値をいろいろ変えて本ア

ルゴリズムを繰り返し適用することが考えられる。

     wj
dj＝θ

㎜aX Wj
j

        m
        Σaij
        i＝1
一（1一θ）

    m
 ㎜ax Σ：aij
  j i＝1

（j＝1，…，n 0≦θ≦1）

（4．5）

ただし、aijは（4．2）式の左辺の係数行列の（i，j）要素である。

 （4．5）式の第2項は多くのサイクルに関与する枝は集合Iの順序付けにお

いて優先されない、すなわちこのような枝はできるだけ除去することを意味

している。

                （6） 4．4．2 近似解法の性能評価

 つぎに、この近似解法の性能評価を下記の4つの観点から行う。

 i） どの程度の割合で最適解が得られるか。またパラメータεの設定値が

   その割合にどのように影響するか。

ii）最通解が得られなかった場合、近似解法の解はどの程度最適解に近い

   ものか。すなわち、解の精度はどの程度か。

iii） アルゴリズムの演算効率はどの程度か。

iV）対象とする強連結グラフの規模によって、演算時間がどの程度必要と

   なるか。

 上記の事項を明らかにするために、i）～iii）に関しては規模が異なる50個

の部分間題PkタイプのO－1線形書十西間題（問題規模（m，n）こ（5，10）～（160，

320））を乱数発生により作成して、実験を行った。また、近似解法で得られ

た解が最適解であるかどうかを確認するために、これらの問題の最適解をB

a1asの加法アルゴリズムを用いて求めた。一方、iv）に関しては、第4．3図に
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示す3個の規則的な強運結グラフを使用して実験を行った。これらのグラフ

の節点数／、サイクル数m、枚数nの間にはつぎの関係が成り立っている。た

だし、i＝1，2，…である。

G1：

G2：

G3：

t＝5i，

／＝5i，

1＝5i，

m＝5i－1， n＝！σi－2

皿＝9至一1， n＝ユ4i－2

m＝35i－1， n＝！8i－2

（4．6）

なお、実験はグラフの各枝の重みを総てwF1、近似解法のパラメータを

ε＝1に設定して行った。

1

1

1

3  5   6      8    10 5i－4

  4         9

  （a） G1 ： ］一＝5i， m＝5i－1’ n＝10i－2

3         8

2   5  6      7   10           5■一3 5■

4         9

  （b） G2 ： 1＝5i， m＝9i一ユ、 n＝］一4i－2

3          8

2   5 6 7   10 5i

4         9          5■一1
  （c） G3 ： 1＝5i， m＝35i－1， n＝18i＿2

第4．3図 演算時間の測定に用いた強連結グラフ
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 結果を第4．1表、第4．2表、第4，3表および第4．4図に示す。第4．1表は、パ

ラメータεの値を変えていったときに最適解が得られる割合がどのように変

化するかを示したものである。同表における解の精度は次式のように相対誤

差を用いて定義し、表の数値は最適解でなかった解のみの相対誤差の平均億

を示している。

lf（X端）イ（責）l
         x 100
 1f（x蘂）1

（4．7）

ここで、ズ、責はそれぞれ最適解および近似解法で得られた解である。また、

第4．2表は50個のうちの比較的規模の小さい5個の問題に対して、近似解法、

Ba1asの加法アルゴリズム（additive a1gorit㎞）およびGeoffri㎝の陰伏的

                  （8）書十算法（imp1icit e㎜剛erative鋤ethod） で解を得るまでに要した演算暗

闇を比較したものである。なお、近似解法の演算暗闇はε＝1として計算し

た場合のものである。つぎに第4．4図は規模（冊，n）＝（i40，280）の問題を例に

とって、εの設定値と近似解法の演算時間との関係を示したものである。ま

た、第4．3表は対象とする強運緒グラフの問題の規模によって、半順序構造

化までに演算時間がどの程度必要かを示したものである。

これらの実験結果から明らかになる事項を以下に要約する。

 i） 近似解法によって最適解が得られる割合は、εの設定値を1に近づ

  ける、すなわち許容解の探索範囲を広げるほど高くなる。ε＝1．0の

                         〔柱4－4）  場合には、その割合は96％に達している（第4．1表）。

第4．1表 50個の問題に対する近似解法の実験結果

パラメータεの設定値

最適解／準最適解の割合

準最適解の相対誤差の
平均値  ［％コ

王．O

48／2

2191

0，8 0．6 O．4 O．2

46／4 39／1！ 24／26 15／35

3．28 4．27 6．！1 7．64

O，1

14／36

9．16
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第4，2表 近似解法とBa1asおよびG ioffri㎝のアルゴリズムによる

      演算暗闇の比較 ［秒コ

間題の規模（m，n） （7，王3） （王2，22） （14，28） （19，38） （！9，40）

近似解法  ：A 0．003 O．012 0．022 O．θ53 O．058

Balas   ：B O．011 0．！82 O．902 3，302 4．590

Geoffrion：C O，O07 O，1！6 O．573 2．096 2．714

比率 B／A 3，67 ！512 41．O 62．3 79．！

比率 C／A 2．33 9．67 26，O 39．5 46，8

第4．3表 テストグラフG1，G2，G3を半順序構造化するのに

要した演算時間

節点数 サイクル 枚数 演算暗闇 ［秒コ

数 サイクル O－1線形計画 合計
／

柵 亙 の抽出 問題の求解

10 9 18 O，001 O．O07 O．O08

G1 20 王9 38 O．O04 O．051 0．055

60 59 118 O．032 ！．398 ！．430

100 99 王98 O．09！ 6．624 6．715

10 ！7 26 O．O01 O．022 O，026

G2 20 35 54 0，O04 O．182 O．王91

60 107 ！66 O．038 5．034 5．072

！00 179 278 O、王03 23．497 23．595

10 69 34 O，Oθ5 0．144 O，149

G3 20 ！39 70 O．0王9 王、王78 ！．197

60 4王9 2！4 O．145 32．王61 32．306

100 699 358 0．388 ！49．O00 ！49．388
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第4，4図 パラメータεと演算暗闇の関係

ii） 近似解法で得た解が最適解でない場合でも、その解の精度は極めて

  高く、最適解に非常に近い解（準最適解）を得ることができる（第4．1表）

  本実験において得た最も精度の悪い解は、規模（㎜，n）＝一（9，17）、ε＝O．

  1の場合の相対誤差24．9％の解であった。

iii） 近似解法はBaIasの加法アルゴリズムおよびGeoffri㎝の陰伏的計

  算法に比べて計算効率が極めて良く、演算暗闇のひらきは問題規模が

  大きくなるにつれて頭音になる（第4．2表）。また、近似解法ではεの

  設定値を下げることにより演算時間をさらに線形的に短縮することが

  可能である（第4．4図）。

iV） 本近似解法を用いれば節点数が数百程度の強運結グラフならば、最

  も多くの演算時間を要するε＝1に設定しても十分実用的な時間内で

  容易に半順序構造化が可能である。また、所要時間の大部分はサイク

  ル抽出ではなく、0－1線形計画問題を解くのにかかることが分かる（第

  4．3表）。

（注4－4） （4．5）式の指標に基づきθ＝1．0および0．8として本近似解法を二度

   繰り返して適用した場合、この割合をさらに98％まで高めることが

   できた。
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 以上より、本項で提案した近似解法は部分問題Pkの解法として非常に有

力な解法であることが分かる。本近似解法を用いれば短時闇で精度の高い解

を得ることができ、しかも大規模な強連結システムでも実用的な時間内で半

順序構造化することが可能である。

 以上のことを総合すると、部分間題Pkの解法としては、結局、変数の数

が比較的少ない場合（n≦50）、換言すれば強連結構造内の枝の数が比較的少

ない場合には最適解が確実に得られる従来の0－1整数計画法を、さもない

場合（n≧50）には演算効率の良い上述の近似解法を用いるのが妥当と結論づ

けることができる。

                  （9）4．4．3 最適な選択個数の設定目安

 部分問題Pkに逐次追加していく制約式（サイクル）の選択個数qが、アル

ゴリズムの演算時間に大きく影響する。qを過小な値に設定すれば、各イテ

レーションでの部分間題Pkの規模は小さく、これを解く時間は少なくてす

むが、最適解を得るまでに多くのイテレーションを必要とする。一方、qを

過大に設定すれば、これと逆のことがいえる。

 第4，5図は上述のことを顕著に示した一例である。同図は、t＝25，n＝600

の完全対称グラフ（含まれるサイクル数は㎜≒1．76xユ024）を対象としてqを

いろいろな値に設定した場合、最適解を得るまでのイテレーション回数、部

分間題Pkのシーケンスの平均間題規模および演算暗闇がどのように変化す

るかを示したものである。同図から、演算時間を最小にする最適な選択個数

q遼が存在することが分かる。このq＾を事前に分かっているグラフの指標tあ

るいはnを用いて推定することをっぎに考える。

 このために規模（1，n）が（5，！0）から（！00，600）の50種の強連結グラフを対象

にqをいろいろ変えてアルゴリズムを適用し、q■を求める実験を行った。そ

の結果、第4．6図に示すように、q議はtよりもむしろnと高い相関を持つこ

とが判明した。それぞれの相関係数はρ遼 ＝O．257、ρ兆 ＝0，977である。
                  q，t    ． q，n・
そこで、これらの実験データよりnを説明変数とするq氷の線形回帰式を求め
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第4．6図 枝の数nと最適な選択個数q京の関係
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た結果、次式を得た。

q遼＝O．242n＋4．82 （4．8）

 結局、最適な選択個数の設定値は（4．8）式に基づいて、強連結構造内の枚

数の約！／4程度にすればよいということができる。

4，5  系吉  言

 本章では、強連結システムの半順序構造化問題を効率よく解くための手法

として、緩和法の概念を導入した半順序構造化アルゴリズムを提案した。こ

こで得られた成果を要約するとっぎの通りである。

（1） まず初めに、極めて多くのサイクルを含む強運結構造の半順序構造化

  問題を効率よく解くためには、総ての制約式を陽に考慮しなくてもよい

  緩和法の考え方が有効であることを明らかにした。

（2） つぎに、この緩和法の概念を導入して、強運結構造の半順序構造化ア

  ルゴリズムを新たに開発した。これに上り、構成要素数が1㏄以上がっ

  数万のサイクルを含む強連結構造の半順序構造化が極めて容易に行える

  ようになった。

（3） さらに、上記のアルゴリズムをより効率よく運用するために、部分間

  題の解法および部分間題に逐次追加する制約式の選択個数に関して検討

  を行った。その結果、時間複雑度がO（ε㎜2）で、非常に高い割合で最

  適解を得ることのできる、極めて効率のよい部分間題の近似解法を提案

  した。また、部分間題に逐次追加していく制約式の選択個数としては、

  構造内に含まれる枝の数の約1／4程度にその値を設定すると、半順序構

  造化アルゴリズムの演算効率が最も良くなることを実験的に明らかにし

  た。

第4章の参考文献
（1） 例えば、今野：整数言十画法，産業図書（昭56）
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第5章 一対比較多数決を基礎としたランキング問題への応用

5．1  緯チ  一……

 本章および以後の第6章、第7章においては、前章で開発した強連結構造

の半順序構造化アルゴリズムを種々の実際間題に応用して、システム構造分

析における半順序構遺化の意義を実用面から明確にするとともに、アルゴリ

ズムの実用性および有効性を実証することを目的としている。

 本章では、最初の応用例として一対比較多数決を基礎としたランキング問

題（ranking prob1em）への適用を試みる。以下に本章の構成を示す。まず、5．

2節で一対比較多数決について概説し、一対比較多数決を基礎としたランキ

ング間題における意思決定者集団の選好構造分析に、なぜ強連結構造の半順

序構造化が必要になるかを明らかにする。つぎに5．3節では、大阪大学工学

部電気工学科に在学する40名の学生を対象にして昭和58年3月9日に実際に

行った卒業研究の口頭試間におけるランキング間題を取り上げて、その実験

手順および実験結果を示す。さらに5．4節では、この実験結果に半順序構造

化アルゴリズムを適用して、この適用によりさらに詳細な順位付けが可能に

なることを示し、アルゴリズムの特徴およびその有効性を明らかにする。

                    （1）
5．2 一対比較多数決
 何人かの意思決定者（decision maker）の集団による意思決定過程（decisin

making process）において、各時点で各意思決定者の選好（preference）を集

約して、集団の選好を構造化することは、意見の整理、問題点の明確化、少

数意見の発掘を促し、合意形成への重要なステップとなる。このような場合、

多数決（majority deCiSi㎝）は最も一般的に用いられている。各意思決定者

の選好に関する情報を比較的多く、しかも簡便に取り入れる方法としては、

多数決を代替案（a1ternatives）の総ての対に関する一対比較（pa1rwise C㎝p

ariSOn）に適用することが考えられる。この一対比較多数決は総ての代替案

の一対比較をすることによって、単記投票では失われがちな個々の代替案に
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対する選好を序数効用（ordina1uti1ity）として取り入れることができ、集

団の選好を集約する際には有用な方法である。しかし、個人の判断誤差によ

り個人の選好が推移律を満足しない場合、あるいは個人の選好は推移律を溝

足しても、よく知られているように一「投票のパラドックス（paradoxofvotin
 （2）
g） 」が生じている場合を考えると、一対比較多数決による集団としての選

好構造は必ずしも推移律を満足するとは限らない。以下に投票のパラドック

スの簡単な例を、k人の意思決定者による集団意思決定問題（group decision

              （3）一making prob1em）を用いて示す。

 いま、代替案の数tは有限であるものとしてその集合をV＝｛v、，v。，…，vt｝

で表し、これらの代替案の総ての一対比較を考える。意思決定者α（α＝1，

2，…，k）の選好をV×V上の二項関係Rαで表す。vi，vj∈Vについてvi

Rαvjは、意思決定者αにとって「viはvjと同程度か、それ以上に好ましい」

ことを表すものとする。

 集団としての選好をRで表すことにすると、一対比較多数決は次式で定義

されるVXV上の二項関係Rによる選好順序である。

  viRvj⇔＃｛αlviRαvj｝≧＃｛αlvjRαvi｝      （5．1）

ただし、＃｛αl viRαvj｝はviRαvjと回答した意思決定者の数を表す。

 いま、v。．v。．v。∈1Vについて、k＝9として

  ＃｛α，vlRαv2Rαv3｝＝4

  ＃｛αlv2Rαv3Rαv1｝＝3               （5．2）

  ＃｛αl v3Rαv，Rαv望｝＝2

となったとする。このとき、個人の選好は推移律を満足し、しかも線形順序

になっている。しかし、各一対比較については

  ＃｛α」v．Rαv2｝＝6，  ＃｛αlv2Rαv。｝＝3

  ＃｛αl v2Rαv3｝＝7，  ＃｛αlv3Rαv2｝＝2     （5．3）

  ＃｛αlv．Rαv、｝＝5，  ＃｛αlvlRαv。｝＝4

であるから、（5．1）式から単純多数決によれば
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v1Rv2． v里Rv3． v3Rv一 （5．4）

と循環順序（サイクル）になり、集団としての選好順序は推移律が崩れる。

 一対比較多数決の結果が推移律を満たさなくなるのは、この「投票のパラ

ドックス」と「個人の判断誤差」が複雑に入り交じった結果と考えられる。こ

のような状態は、各意思決定者の意見が互いに異なり、集団としての選好の

状況を整理するのが困難なときほど頻繁に発生する。そうして、このような

状態においては代替案間の順序関係の多くがサイクルに含まれてしまい、選

好構造はいくつものサイクルが重なりあった非常に複雑なものとなる。この

ままではそれらの代替案に関する意見が錯綜しているという以上には集団と

しての選好構造を把握することができない。

 こういった場合には、もとの多数決の結果をできる限り保存し、しかも推

移律を満足する選好構造を求めるために、いわゆる強連結構造の半順序構造

化が必要となる。

5，3 口頭試間におけるランキング
          （4）（5）      鮮司是墓  ’

 本節では、半順序構造化アルゴリズムの適用に先立ち、緒先生方ならびに

学生諸氏の御理解と御協力のもとに大阪大学工学部電気工学科において実際

に行った一対比較多数決を基礎としたランキング実験およびその実験結果に

ついてまず述べる。ここで取り扱った問題は、大学学部4年生の学生40名（1

＝40）を対象とした卒業研究の口頭試間における順位付け問題である。

5．3．1 実験手順

実験はつぎの手順に従って行った。

i）  まず初めに7名の試問委員（k＝7）が各学生の研究発表を聞き、

  その内容に関していくつかの質問を順次行う。各委員は発表内容お

  よび試問緒果を十分に考慮した上で、その優劣に関して学生闇の一

  対比較を行い、40名の学生に対する主観的判断に基づく順位付けを
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ii）

iii）

行う。

 つぎに、これら各委員の回答結果を集計し、単純多数決の票数の

比率を表す行列、すなわち比率行列（proportion matrix）（3）’（6）M

＝（舳）を計算機を用いて作成する。

          ＃｛αlviRαvj｝
  ml。全                 （5．5）
      ＃｛αlviRαvj｝十＃｛αlvjRαvi｝

         O≦mij≦1             （5， 6）

        （i．j＝1，2，…，40 α：1．2，…，7）

ここで、一対比較多数決の定義式（5，1）式より

  舳≧1／2いviRvj           （5．7）

が成立し、mijはその値が1に近いほど委員闇の意見の一致度が高い

ことを表している一。一方、mij＝O．5は意見が完全に分かれた状態に

相当する。

 さらにこの比率行列Mより、単純多数決による集団としての選好

                          （3）（6）関係を示す行列、すなわち多数決行列（majority matrix） ’ A

二（aij）をつぎの定義により作成する。

一j全
^1：；l11：：1：  （…）

                （i，j＝＝1．2，一・，40）

 5．3．2 実験結果

 以上の手順によって作成された行列Aで表される学生間の順位関係を、I

SM法を用いて最少枚数の多階層有向グラフの形で表現すると第5．2（a）図の

     （注5－1）
ようになる。  同図は大きさ29および8の2つの強連結成分S、、S里を含

（注5－1） 第5．2図のグラフは、通常の定義と逆にvi Rvjのとき、節点vjから

   節点Viへ枝の向きを定めている。
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んでおり、5つのレベルにしか階層化できない。このままではわかりきった

順序関係のみが求められたにすぎず、順位付けとしてはあまり意味をなさな

い。

 第5．1図は行列Aから撞連結成分S、、S。に対応する（29x29）および（8x

8）の小行列W・、W・を抜き出したものである。同図では行列Aにおけるaij

＝0の要素は＊で、一方aij＝1の要素はその枝に対応する重みで表してい

 j
i

1

2

3

6

7

9

ユ0

11
12
13
14
16

17
18
19
20
22
26
27
28
29
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31
34
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37
38
39
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第5．

  ↑

（a）W1

（b）W。→

1図 多数決行列Aの小行列W1，W。
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る。なお、重みは比率行列Mから、舳≧O．5のものに対して

  （醐ij－0．5）x王OO                     （5．9）

として定めた。行列W、，W。の節点数、枚数および虫食度は第5．1表に示す。

5．4 半順序構造化アルゴリズムの
           （7）（8）       カ置月目  ’

 つぎに、これら2つの強運緒成分S1，S。に含まれる合計37名の学生に対

するより詳細な順位付けを行うために、第4章で示した半順序構造化アルゴ

リズムを適用して、これらの強連結構造の半順序構遺化を試みる。なお、こ

の適用例の場合は長さ2のサイクル（viRvjかっvjRvi）は同値関係と見なし

て抽出の対象から外し、長さ3以上のサイクルのみを抽出して半順序構造化

を行った。その際、部分間題Pkの制約式の選択個数qは（4．8）式に基づい

てその値を設定し、部分間題Pkの目的関数の係数wjとしては第5．1図の行

列W1およびW。を用いた。

第5，1表半順序構造化アルゴリズムの適用結果

強連結成分

S1 S望

規 節点の数：王 29 8

枝の数：n一 450 40

模 虫食度：1－n／（／2－t） O．446 0．286

サイクルの数：m ＞107 909

制約式の選択個数：q 113 15

結 イテレーション回数 7 3

除去された枝の数 48 12

果 分割されたレベルの数 26 6

演算時間［秒コ 42．999 O．057
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（a） 一対比較多数決による実験結果  （b） S望の最適な半順序構造化

 第5．2図 口頭試間におけるランキング間題の多階層有向グラフ

 その結果、2つの強連結成分はそれぞれ第5，1図の□で囲んだ枝を除去す

ることにより半順序構造化が可能となった。結果を第5，1表、第5．2（b）区お

よび第5．3図に示す。第5．2（b）図は強連結成分S・の半順序構造化結果である。

枝の横の数値はその枝の重みを、またフィードバック枝は除去された関係を

表している。特に破線のフィードバック校は重みが0のものである。一方、

第5，3図は強連結成分S lの半順序構造化において、アルゴリズムの各イテレ

ーションで部分間題Pkの目的関数値および制約式集合Lkがいかに変化し

たかを示したものである。同図より、各イテレーションで制約式をq（＝王13）

個すっ新たに追加していっても、アルゴリズムの中で不活性となった制約式

集合Dkを集合Lkから逐次除外していくため、部分間題Pkの制約式数は
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第5，3図

1  2  5  々  5
    イテレーション：k

100“

各イテレーションにおける部分間題Pkの目的関数値f（Xk）と

制約式数Lkの変化

イテレーションを通じてきほど増加しないことが分かる。また、目的関数値

は単調に最適値に収束していくことも分かる。

 以上のように半順序構造化を行うことによって、第5．2（a）図のグラフがさ

らに35のレベルにまで分割され、40名の学生に対する7名の試問委員の集団

としての選好構造を浮き彫りにすることができた。第5．2（b）図を見れば、強

連結成分S。に含まれていた8名の学生のうち、学生24と学生32あるいは学

生33と学生40が実際には同順位であったことが分かる。また、学生4と学生

8の関係および学生4と学生！5の関係がS。を強運結構造にしていた最大の

原因であったことなども同図より明らかになる。このような除去された関係

については、各委員が再度検討を加えて、話し合いにより意見を調整する必

要があることをこの結果は示唆しているといえる。
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5．5  系吉  言

 半順序構造化アルゴリズムの実際間題への応用の一つとして、本章では一

対比較多数決を基礎としたランキング問題を取り上げて適用を行った。ここ

で得られた成果を要約すると、つぎの通りである。

（1）一対比較多数決に基づく意思決定者集団の選好構造は、「投票のパラ

  ドックス」や「個人の判断誤差」が原因して往々に強連結構造になること

  を、7名の試問委員の方々の御協力を得て、実際に口頭試間における学

  生闇の順位付け実験を行うことにより実証した。

（2） つぎに、この実験で得られた7名の試問委員の集団選好構造に半順序

  構造化アルゴリズムを適用して、その中に含まれていた二つの強連結成

  分の半順序構造化を行った。その結果、一対比較多数決だけでは十分な

  順序付けのできなかった非推移的な学生間の順位関係もさらに詳細に順

  位付けすることができることを明らかにした。そうして、本アルゴリス

  ムが集団意思決定過程における合意形成のための支援手法として有効で

  あることを示した。
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   973）
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第6章 シミュレーションにおける計算手順決定問題への応用

6．■  串萱  言

 半順序構造化アルゴリズムの実際問題へのもう一つの応用例として、本節

ではプラントシミュレーション（plant si㎜1ation）における計算手順決定問

題（decision prob1emof ca1cU1ati㎝process）への適用を行う。ここでい

う書十算手順決定問題とは、数学モデルを用いたプラントシミュレーションの

際の数値言十算（繰り返し計算）において、最も収束効率の良い繰り返し計算の

手順を求める問題のことを意味する。

 以下、本章では、まず6．2節でプラントシミュレーションにおける言十算手

順決定問題について概説し、大規模強連結構造をもつプラントシステムのシ

ミュレーション言十算においては、なぜモデル構造を半順．序構造化しなければ

ならないのか、その必要性を明確にする。つぎに、6．3節では実際の硫酸プ

ラントモデルを例にとり、半順序構造化アルゴリズムをそのシミュレーショ

ンにおける計算手順決定に適用した例を示す。そうして、この種の問題にも

本アルゴリズムが有効で、かっ実用灼であることを明らかにする。

6．2 言十算手順決定問題
 プラントシステムの管理、生産性の向上化を図る目的で、通常種々のシス

        （1）テムズアプローチ  を用いたプラントシステムのモデル化が行なわれる。

このモデル化においてはブラントを構成する諸設備あるいは機器間の物質や

熱の流れ（ストリーム（Stream））を入出力変数として表し、これらの変数を用

いてプラントシステムにおけるさまざまな収支関係を数学モデルの形に構築

する。

 このようにして作成されたプラントモデルの構造が第6．王（a）図のようにサ

イクルの存在しない場合であると、そのシミュレーションにおける言十算過程

は入力側から設備あるいは機器に対応するサブモデルごとに数値計算を順次

進めていくことで、プラント全体のシミュレーション結果（数儘解）を得るこ

一55一



ストリーム

    S1    S2

機器1  機器2 … 機I器n

Sn

・（a） サイクルのない場合

    S1

機器1 一一一…一 機器n－1

切断ストリームSn

機器n
仮定値窪

   （b）

第6．1図

    ★計算値X

サイクルのある場合

 プラントシステムの構造

とができる。ところが第6．一1（b）図のようにサイクルの存在する場合であると、

そのサイクルに含まれるサブモデル群は一度に数値計算を行わなければなら

ない。そのため、モデルが大規模である場合や非線形性を有する場合には式

および変数の数が膨大な非線形連立方程式を一度に解かなければならず、そ

の結果数値解を得るのに多大な計算量を要したり、場合によっては求解自体

が困難になることがある。このような場合には、モデル全体を一度に解く代

わりにサイクルを構成するストリームの一部を切断して（例えば、図申のS皿）

このストリームに含まれる変数に仮定値貢を与えて言十算を進め、一巡して得

られる計算値ギが貢に収束するまで仮定値を変更するといった繰り返し計算

                 （2）～（4）（iterativeca1㎝1ati㎝）が通常採られる。   このような繰り返し計算

を実行するためには、モデルの構造を半順序構造化して、しかもできるだけ

計算効率が良くなるように（換言すれば、繰り返し回数を少なくするように）

その計算手順を決定する必要がある。

 そこで次節ではShamonらによって作成された接触式硫酸プラントモデル

                 （5）（contactsu1furicacidp1ant㎜ode1）  を例にとり、そのシミュレーショ
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ンの際の最適な計算手順を決定するために半順序構造化アルゴリズムを適用

する。

6．3 硫酸プラントモデルヘの適用
                  （5）6，311 接触式硫酸プラントモデル

 Shann㎝らが作成したモデルは、Canadian I ndはstries Ltd．の接触式

硫酸プラントを対象としたものである。このプラントは二つの大きなセクショ

ンから構成されている。一方は二酸化硫黄SO。を五酸化バナジウムV．O。

の触媒の下で酸化させて三酸化硫黄SO。とするリアクターセクション（reac

tor section）で、他方はそのS O・を吸収するアブソバーセクション（absorb

er SeCtiOn）である。リアクターセクションはさらに送風機、乾燥塔、硫黄

バーナー、転化器、蒸気発生システムなどから、またアブソバーセクション

は空気乾燥塔、濃硫酸吸収塔などから構成される。第6，2図は硫酸プラント

のプロセスフロー図で、モデル化にあたって考慮した主要設備を示している。

本プラントは発生したエネルギーなどを有効に再利用しており、第6．1（b）図

33 発煙硫酸

ドラム第2ボイラー

空気  1

乾燥第

第iボイラー

  硫黄

    5
3
  バーナー

     10

  11     1

7螂 1．

    19
20

・1

反応器
        水

発煙硫酸
吸収塔

大気へ

23

2627
硫酸

濃硫酸
吸収塔

希釈タンク  25

リアクターセクション アブソーバーセクション

第6．2図 硫酸プラントのプロセスフロー図
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に示したようなフィードバック構造を持っている。このため、全体の数学モ

デルはおよそ王000の変数および200のパラメータを含んだ約500の非線形連立

方程式から構成されている。第6．3図はその情報の流れを有向グラフで表現

したものである。節点はプラントの諸設備（ただし、これは蒸留、抽出、反

応、吸収といった最小単位の化学変化が起こっている生産設傭を指す。例え

ば、希釈タンクは節点24の混合器と節点25のポンプで構成される）に対応す

る数学モデルを表し、枝はこれらの設備に出入りする情報ストリーム（入出

力変数）を表している。ただし、同図中のシミュレーション実行セクション（e－

XeCutiVe SeCtiOn）はシミュレーションを行うときにパラメータの自動変更

などを行うセクションで、節点41から節点44に対応する現実の設備は存在し

ない。

 このグラフは節点数t＝41、枚数n＝61、虫食度1－n／（t2－t）＝O．963で、

グラフ全体が強連結になっている。そして、このグラフには第6．！表に示す

長さ3から26の合計97個のサイクルが含まれている。この硫酸プラントのシ

ミュレーションを繰り返し計算を採用しないで実行しようとすると、非常に

非線形性の強い約50Cの非線形連立方程式を一度に解かなければならず、い

くら高性能の大型計算機を駆使して計算したとしても膨大な演算暗闇を必要

とする。したがって、本硫酸プラントモデルにおいてはどうしても繰り返し

計算を用いてシミュレーションを行わなければならず、このため繰り返し計

算の手順を決定する必要が生じる。

第6．1表 硫酸プラントモデルに含まれるサイクルの分類

サイクルの長さ：k

サイクル数

3～5  6＾】！0 ！1～15 ！6～20 21～25

13 22 16 35

26

6

          （6）（7）6．3．2 適用結果  ’

 最適言十算手順決定のために、このグラフに半順序構造化アルゴリズムを適

用して構造の半順序構造化を試みる。なお、適用に際して部分間題Pkに逐
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次追加する制約式の選択個数qの値は（4．8）式に基づいてq＝20と設定した。

また目的関数は、最少数のストリーム除去による半順序構造化問題と考えて、

その係数の値は総て1とした。その理由は、除去されたストリームに含まれ

る変数、すなわち仮定値を与える変数の個数が少ないほど繰り返し計算の収

束が速くなるという考えによる。

 その結果、本適用例の場合、最適な半順序構造を与える除去枝集合として、

つぎの二組の集合が求められた。

最適除去枝集合X1：｛x。。，x。。，x。。，x。。，x。。｝

最適除去枝集合X2：｛x。，x。、，x。。，x。。，x。。｝

（6．1）

（6．2）

 第6．3図の口で囲んだストリームは最適除去枝集合X1に対応するものであ

る。なお、計算に要したイテレーション回数は上記いずれの場合も1回そ、

演算時間はそれぞれO．170秒、O．217秒であった。ここでイテレーション回数

が1回で済んだのは、このグラフの場合、虫食度がO．963と大きく、そのた

めグラフに含まれるサイクル数、すなわち問題Pの制約式数が97と少なかっ

たことに．起因しているものと考えられる。

 これらの結果に基づく最適な繰り返し書十算手順を第6．4図に示す。図中の

鍵かっこ内の数字はシミュレーションの際の計算手頗を示している。すなわ

ち、この番号の若いブロックに属する規模の小さいサブモデルを、左側から

順次カスケード的に数値計算を行い、これらの手順を繰り返すことによって、

最終的にモデル全体のシミュレーション結果を得ることができる。第6．4（a）

および（b）図に示すいずれの計算手順においても、仮定値を与える変数は5

つのストリームに属する5個の変数だけでよく、その結果、数回の繰り返し

で計算は収束するものと期待できる。また、一回のイテレーションにおいて

一度に解かなければならない最大の非線形連立方程式は、節点！0の反応器を

表すサブモデルの式数22個の連立方程式である。これは繰り返し書十算を用い

ずに式数約500の葬線形連立方程式を一度に解くことに比べると、格段に容

易であり、しかも短時間で計算をすることができる。
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 以上に述べたように、半順序構造化アルゴリズムを用いてモデル構造を半

順序化して最適な繰り返し計算の手順を求めることにより、大規模な硫酸プ

ラントのシミュレーションも比較的簡単に行うことが可能になった。なお、

本適用例では目的関数の重み係数は総て等しく設定して最適計算手順を求め

たが、対象とするモデルによっては最適除去枝として選ばれたストリームに

関して物理的知識が不足していて、適切な仮定値を与えられない場合がある。

こういった場合には、仮定値を設定しやすいストリームに小さい重みを、逆

に設定しにくいストリームには大きい重みを付加して目的関数を作成し、本

アルゴリズムを適用することが考えられる。

6，4   系吉  言

 本章では、プラントシミュレーションにおける言十算手順決定問題を取り上

げて半順序構造化アルゴリズムの適用を行った。ここで得られた結果を要約

すると、つぎの通りである。

（1） まず最初に、大規模強連結構造をもつシステムのシミュレーション言十

  算において．は、一度に数値計算を行うことは規模の大きさあるいは非線

  形性が原因して極めて困難であり、通常、繰り返し計算によってシミュ

  レーションを行わなければならないことを具体的に示した。そうして、

  この繰り返し言十算を実行するためには、システムの一部のストリームを

  除去し構造を半順序構造化して、その計算手順を決定する必要があるこ

  とを明確にした。

（2） つぎに、実際の接触式硫酸プラントモデルを取り上げて、半順序構造

  化アルゴリズムによりそのシミュレーション計算手順の決定を試みた。

  その結果、本適用例の場合、二つの最適言十算手順が存在することが明ら

  かになった。さらに、これらの手順に従ってシミュレーションを行えば、

  小規模な数値計算を繰り返すだけで容易にシミュレーション結果を得る

  ことができることを示した。
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第1章 ビルディングブロック方式L S Iの配線問題への応用

7．1  綿チ  言

 大規模集積回路L S I（1arge sca1e integration）の集積度は毎年約2倍

の速度で確実に増加していると言われている。このようなL S Iの高集積化、

高性能化に対処す一るためには、L S Iのチップ面積をできるだけ小さくする

ような、計算機援用によ’骰sxのレイアウト設言十技術CAD（c㎝puter aide

d design）が必要不可欠である。そこで本章では、半順序構造化アルゴリズ

ムの実際間題へのもう一つの応用例として、ビルディングブロック方式LS

Iの配線問題を取り上げて、そのレイアウト設言十におけるチップ面積最小化

に半順序構造化アルゴリズムを適用することを考える。

 以下、本章ではまず7．2節で対象とするビルディングブロック方式L S I

およびその代表的な配線方法である幹線支線方式について説明する。続いて

7．3節では、この幹線支線方式による配線設計においては幹線の上下関係の

制約を表す制約グラフに含まれるサイクルを解消することが重要な問題にな

り、この問題解決に3．4．2で述べた節点除去による半順序構造化が必要とな

ることを示す。つぎに7．4節では、実際の配線要求に対して半順序構造化ア

ルゴリズムを用いて配線設書十を行った例を示し、アルゴリズムの有効性を明

らかにする。

7．2 ビルディングブロック方式
       L S Iの配線設言十

 所定の機能をもっL S Iを短時闇に誤りなく実現するためのレイアウト方

法（design approach for1ayo口t）としてビルディングブロック方式（bui1din

        （1）9block approach）、 一次元アレイ方式（㎝e dimensiona1array approach）

（2）                               （3）
、 PLA方式（progra痂ab1e1ogic array apprcach）、 マスタスライス方

            （4）式（鰍asterS1iCe approaCh） などが提案されている。これらの申でもビル

ディングブロック方式はMO S L S Iでは最も広く用いられている方式で
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ある。本節では、ビルディングブロック方式の概略どこのレイアウト方法を

採用したときの代表白勺な配線方法である幹線支線方式（trunk and branch me

  （5）thod）  について述べる。

                         （1）7，2．1 レイアウト方法：ビルディングブロック方式

 L S亘のレイアウト方法の一つにビルディングブロック方式がある。この

ビルディングブロック方式と一は、数個のゲート（gate）を組み合わ世た程度の

機能を持っ機能ブロック（functi㎝b1ock）の回路パターンがあらかじめ多数

設計されてライブラリとして登録されており、いったんL S Iで実現すべき

論理が与えられるとこれらの機能ブロック単位でチップ（chip）上の配置を決

定し、機能ブロック間の相互配線を行う方式のことである。

 ビルディングブロック方式LS Iの概略を第7．王図に示す。チップは同図

のように周辺のボンディングパッド領域（bonding pad region）、機能ブロッ

クが規則正しく並べられた横

に細長いブロック列領域（b1o

ck array region）およびそれ

らの間の配線領域（i皿terC㎝n

eCtiOn regiOn）に区分される。

一個の機能ブロックの幅は自

由であるが、高さは一定に揃

えられブロック列内の相互人

れ換えを容易にしている。ま

た、各一機能ブロックの外部（他

の機能ブロックあるいはボン

ディングパッド）への配線端子
                     ボンディングパッド
はブロック列の上辺または下

辺に限定されている。隣接ブ   第7．1図 ビルディングブロック

ロック列間の配線は、それら         L S1の概略図

機能ブロック

〔 O ロロ
■■

ブロック列0●●■

配線領域

ブロック列

配線領域
@： ‘

ロロ0口

ロロロロロ
ナド 、ノ 亨 ノ  、ノ々’フ｛ 、、’
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ブロック列にはさまれた配線領域で行なわれるが、それ以外のブロック列閻

                         （6）の配線は、途中のブロック列を通過するか（貫通ブロック ）、外周を迂回

            （7）することにより行なわれる。

 このビルディングブロック方式によるレイアウト設計の目的は、できる限

りチップ面積を小さくすることである。ところがブロック列領域、ボンディ

ングパッド領域の大きさは決まっているので、チップ面積を最小にすること

は配線領域面積を最小にすることで実現できる。しかも配線領域のブロック

列に平行な方向の長さはブロック列の長さで規定されてしまうため、結局、

チップ面積の最小化はブロック列に垂直な方向の長さ、すなわち配線領域幅

を最小にすることに帰着される。配線領域幅を最小化するに当たっては、

 i） 各機能ブロックをどのブロック列のどの場所に配置するか、

 ii） ブロック列間の配線をどのように行うか

                （8）を総含的に考慮して行う必要がある。

                 （5）7．2．2 配線方法：幹線支線方式

 ここでは、前項のi）の問題が既に解決されている、すなわち各機能ブロッ

クの位置が既に定まっており、隣接するブロック列の端子の接続情報（以後、

配線要求と呼ぶ）が与えられているものとして、この配線要求を実現するた

めの配線方法（幹線支線方式）について述べる。

 幹線支線方式（tru莇k and branch耐ethod）とは、配線経路をブロック列に

平行な方向（y方向）の1本の線分と、垂直な方向（X方向）のいくつかの線分と

で構成する方式である。

 第7．2（a）図に幹線支線方式による配線の一例を示す。接続すべき端子はブ

ロック列に沿って向き合って並んでいる。また、配線領域には整数値単位の

格子目状に仮想的な配線トラックが設けられており、y方向のものを水平ト

ラック（horizonta1track）、x方向のものを垂直トラック（vertica1track）

と呼ぶ。水平トラックの必要な線分（これを幹線（trmk）と呼ぶ）にはアルミ

ニウム膜を蒸着し、垂直トラックの必要な線分（これを支線（branch）と呼ぶ）
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には低抵抗を拡散して配線を行う。すなわち、幹線、支線は二層配線（t暇O l

ayer interCOnneCtiOn）されていることになり、接続する必要があるときに

はスルーホール（thro㎎h ho1e；図中の□印）を用いて接続される。
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水平トラ・ソク
番号
    1

    2

   h（W1）

    ：

   h（W2）

・ I ・

1 I 1

1 I ， 1・ゴロック列箆n段
1

11
lI 1

1

一一一一 P“一Il一．’一f一一．．．． 一’’一一・一 ＿支線
：：端子1

’＿一ユ＿＿．L．’一■⊥’’一’ 一 一 ’  一 ’  ． 一  一 ■

1

，

I □ lW1 スルー
配線

1 1

＿＿＿↓ 」
一■・ 一一 zール

領域
ll ・

I

lI

1 1幹線1 I lW・
＿＿＿止＿＿」，＿＿＿＿ ■ ．  一  ’ ・  一．  一

Il 1

1 1

ll

ll I

Il

I Iブロック列第n＋11 1

1 ■ I 1 1

y

Iブロック列第n＋1段

⇒
W1

W2

X
        （a） 幹線支線方式      （b） 制約グラフ

    第7，2図 幹線支線方式と制約グラフ

7，3 酉己線問題における制約グラフ
 前節で述べた幹線支線方式を用いれば、幹線の位置（どの水平トラック上

に配置するか）が定まったとすると、そこから接続すべき端子に垂線を下ろ

してそれを支線とすれば配線は一意的に決定する。すなわち、配線経路を幹

線の位置で代表することが可能となり、配線問題は幹線の位置割り当て問題

に帰着させることができる。

 このとき、幹線同志あるいは支線同志は重なってはいけないという要請か

ら、幹線の位置割り当てに制約が生じる。すなわち、第7．2図の例では、配

一67一



線W、、W。の使用する水平トラックの間には、W、のトラックはW。のトラッ

クより上に置くという関係を保っ必要がある（Wiの使用する水平トラックの

番号をh（Wi）で表すとh（W、）＜h（W。）となる）。これはW1とW。の使用する

垂直トラックが互いに番号jのものに一致することを防止するためである。

このような水平トラック使用における上下関係は制約グラフで表現すること

ができる。すなわち、各々の幹線を節点で表し、水平トラック使用に関して

h（W i）＜h（Wj）という関係があれば、これを節点W iから節点Wjに向かう有

向枝で表せばよい。第7．2（b）図は同（a）図に対応する制約グラフを示してい

る。

 この制約グラフをもとに、番号の若い水平トラックに順次重ならないよう

                                （9）に幹線をつめて配置していけば、各幹線の位置を決定することができる。

 ところが配線要求によっては、このような配線が不可能になる場合が発生

する。その一例を第7．3（a）図に示す。同図において、配線経路1と配線経路

2は同じ垂直トラックiを使用しているので、幹線2は幹線1より下に置か

なければならない。同様に幹線3は幹線2より下に置かなければならないが、

その結果、垂直トラックkにおいて配線経路1と3の支線が重複してしまう。

これは幹線1，2，3の上下関係において推移律が満たされていないことに

起因しており、それは制約グラフにおいてはサイクルが発生していることに

対応する。言い換えれば、制約グラフにサイクルが存在すると、それはどの

ように幹線を配置してもどこかで支線が重複し、配線できないことを意味す

る。

 配線を可能とするためには、第7．3（b）図のようにいづれかの幹線（例えば、

同図の幹線1）を分割して、幹線の上下関係における非推移性を除去する必

要がある。これは制約グラフにおいて、節点を分割して（例えば、！aと1b）、

サイクルを解消することに相当する。すなわち、節点を分割して、その節点

に接続する枝を無視することによりサイクルを解消する、いわゆる3．4．2で

述べた節点除去による強連結構造の半順序構造化を意味する。ところで幹線

の分割（グラフ七言えば、節点の除去および分割）という処置は、必要な水平

トラック数の増加につながるので、「配線領域幅を最小にする」という観点か
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らはできるだけ少ないほうが望ましい。したがって、幹線支線方式による配

線問題においては、最少数の節点除去による制約グラフの半順序構造化を行

う必要がある。

垂直トラックi
番号      ；

k

プロツク列箆n段

支線の重複

／

ブロック列第n＋1段

     （a）

垂直トラック1
番号

分割前（配線不可能）

ックi
@ ；

j＝
k；

ブロック列第n段

18

2 ＝；3

10

フロック列第11＋1段

 （丘） 幹線1の分割後（配線可能）

第7．3図 幹線分割による配線実現化

7．4 半順序構造化アルゴリズム            （10），（11）
      σ）適用事

7．4．1 問題の設定

7，2．ユで述べたように、配線領域幅の最小化を図るためには機能ブロック
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の配置とその相互配線の両方を考慮しなければならないが、以下で述べる適

用例では、既に機能ブロックの配置が定まっており、どの端子闇の接続を行

うかという配線要求が与えられているものと仮定する。

 ここで対象とする配線問題は、文献（ユ2）で取り扱われている実際のビルディ

ングブロック方式L S Iチップ内の、一対の隣接ブロック列闇の配線問題（例

題1）および筆者が独自に作成した配線問題（例題2）の二つである。各々の

例題における配線要求を第7．！表および第7．4図に示す。第7．1表は例題1の

配線において接続すべき端子の位置を示したものである。A，Bはそれぞれ

上、下段のブロック列内にある機能ブロックを表し、その右上、右下の添字

はそれぞれ左側からっけた各機能ブロックの端子番号および機能ブロック番

号を表している。例えば、A．2は上段のブロック列内のA、なる機能ブロヅ

第7．1表 例題1の配線問題における配線要求

配 関連 配 関連

線 接続端子位置 サイ 線 接続端子位置 サイ

名 クル 名 クル

］

All，A川3，B，1 12 A．1，A．4，B．1，B．3

2 A，2，A1．1，B．2 13 A．3．A目1

3 A13，A31，A35，A241 a，b 14 A．5，A．7

B，3，B。。2 15 A52，A11㌧Bi4，B42 a，C，e

4 A，4，A．5，B．1，B．4 a，C B、。5

B．4 ！6 A53，Ag3，A154，A！04 a，b，C

5 A・5，A・4，A・2，尽1・3 A174，A1g2．A254，B72 d，e

6 A，6，A．3，B．3 B83，Bg4，B123，B134

7L A、？，A．2，A．1，B．3 a，b，C B。。3，B。。3，B。。2

B52，B71，Bii3，B296 d，e 17 A．4，B．2．B．4，B．1

8L A21 B．1

9L A．4 18 A．1，B．5，B．4 f

10L A32，Alg4，A2τ1，B55 e 19 A．2，B。。2，B、。3

B。。3 20 A．1，B工。一 f

11 A．3，A．2，A．6，B．3 21 A．2，A工。5
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第7，1表 例題1の配線問題における配線要求（続き）

配 関連 1配 関連

線 接続端子位置 サイ ！線 接続端子位置 サイ

名 クル 名 クル

22 A．3，B．2 43 A雲ユ2，B。。4，B。望1

23 A．3，B壬。3，B。。1 d 44 A。。I，B空。1
1

A84，Ai05．A23一．Bi02@     1
f 45！！ ！ A。。2，B、。2，B。。i

I

25

26

27

28

29

30

3ユ

32

33

34

35

36R

37．

38

B．11

A．5，B“

Ag1，At46，A156，A，66

Aユ73，A256，B73，B82

Bg5，B130，B．41，B24i

B252，B2目3

A．2，B目玉

A86，B122

A壬。皇，A1，3，Blg2，B273

B芝。i

A，2t，A112，B，31

山。一，A1．5，A。。l

A一。2．A1．1

ポ。4，B。。3

A、。5，Al．l

A16i，B－42，B152

A1守1，A，3一，A空61

A．75．Bla3

A．82．A1目3．A279，B272

f

a，b，c

d，e．f

46

47

48

49

50

5ユR

52

oo 」ユ18・n1目・皿27，D27 UoIl D望4，D27
B。。川 64 B。。i，B。。1

39 A、。3，B1．i 65 B。。4，B。日3

40 Algl，A望75，B．55，B202 a，b．C 66L B。。5

d，e 67L B。。7

4！ A望。i，B。。1 a，b 68 A。。2，A里i3

42 A。。3，A。τ8 69 A。。2，A望。5

53

54

55L

56L

57

58

59R

60

61R

62

63R

A233，B望42

A242，B233，B294

A21i，A243，B254

爪244，B29g

A星55，A263

A望。2

A2？4，B．03，Big1，B201

B。工2

A。“，Bi．5

食277，B104，B232

B．i

B．4

B，i2，B、望6

B146，Bi51

B1．1

Bt63，B172

B、。1

Blg3，B2，3，B274，B292

B望43，B275
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（a） 例題1のネ．ヅトリスト

1

i0

11

12

13

1へ

ユ5

16

17

18

19

第7．

     （b） 例題2のネットリスト

4図 例題1および2の配線要求を表現したネットリスト’

一72一



クの左から二番目の端子を表している。また、配線名の横の記号LおよびR

はその配線が本配線領域と隣接するそれぞれ左および右側の外部配線領域と

も接続していることを意味する。一方、第7，4図は各々の例題における配線

要求を幹線で代表させてネットリストの形で描いたものである。各幹線の横

の数字は配線名を表す。また、幹線と接続すべき端子とを結ぶ支線を矢印で

示す。同図において各幹線が使用している水平トラックは仮のものであり、

このままの幹線位置で！00％配線を行えるものではない。

 与えられた配線要求に対し幹線の位置を決定するために7，3節で述べた制

約グラフを作成する。第7．2表は例題1および2の配線要求に対して作成さ

れた制約グラフの規模を示している。また、第7．5図は例題2の制約グラフ

を隣接行列の形で表したものである。第7，2表より、例題2の制約グラフは例

題1の制約グラフに比べて節点数が少ないにもかかわらず、非常に多くのサ

イクルを含んでいることが分かる。これはグラフの虫喰度が例題1より例題

2のほうが小さいことに起因するものである。また同表より、各制約グラフ

はサイクルが複雑に重なり合った結果、それぞれ大きさ旦5および19の強連結

成分をもつことも分かる。このことは、例題1の場合は69個の配線要求のう

第7．2表 例題1および2の制約グラフの規模と半順序構造化結果

例題1 例題2

節点の数：／ 69 19

規 枝の数：n 79 ！20

虫喰度：1－n／（tL／）  O，983
P  ！5

0．649

模 含まれる強連結成分の大きさ ！9

サイクルの数：捌 6 2534

o

結 制約式の選択個数：q 24 34

イテレーション回数 1 2

果 除去分割される節点 26 6，ユO，！2

演算時間［秒コ O．039 O．047

34
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  1
  2
  3
  4
  5
  6
  7
  8
  9

 ！0
 ！！

 12
 i3
 14
 15
 16
 17
 i8
 ユ9

第7．

12345678910王王12！3！415！6！7ユ8！9

0000000000000010000
0001111101100011111
0000110100001011100
1010110110010011111
0000010000000000000
1000001100000011010
0000000000000001000
0000100000000000000
IOOOO1O101011001000
001101100000100I1l1
10111111100001101ユ111001i1101001000101
000011110000000玉1000010111111000011010
0000100000000000100
1000000000000000100
0000100000000000000
0010101100011011000
IO1O111100000111110
5図 例題2の制約グラフに対応する隣接行列

ユ6b

／025o工6o

f、B 6
I’

＼
26o

A・Cl

k

llOO

』

；

40 ’

∠ 、
‘

Il 7
一

’

16
、バ

、
…

’

’、 ’
A ’
A 、

@、A   、A＼ ＼’C．1C．q’

@ 6b251〕

’

3
’

’

’

’

｝Ob

 ’^C。！アb

7o 25o

61〕

工60    26o

25b   ｝Ob

伽卜

アb

第7． 6図 例題1における配線不可能な例とそれに対応するサイクルd

ちの54個はこのままで配線可能であるが残りの15個が配線不可能であること

を、一方、例題2の場合は19個の配線要求の総てがこのままでは配線不可能

であることを意味している。

 配線不司能な一例を第7．6図に示す。同図は例題1に含まれる6個のサイ
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クルa～f（各配線がどのサイクルに含まれるかは第7、ユ表に示している）のう

ちの一つ、サイクルdに着目し、そのサイクルを構成している配線経路を第

7，4（a）図から抜き出したものである。同図に描かれた支線のうち26aと40b，

40aと7b，7aと！6b，16aと23bがそれぞれ同じ垂直トラックを使用している

（図申のC、～C。で表される部分）ことより、幹線は26，40，7、王6，23の順

に上から配置する必要がある。ところがC。で表された部分に着目すると、2

3aと26bが同じ垂直トラックを使用しているため図のような支線の重複が生

じ、このままでは配線不可能であることが分かる。

7，4．2 適用結果

 与えられた総ての配線要求を満たす（100％配線率達成）ために、，これらの

制約グラフに半順序構造化アルゴリズムを適用して、強連結構造の半順序構

造化を行う。前節でも述べたように、本適用例における半順序構造化は節点

除去によるものであり、除去された節点に対応する幹線を分割すべき幹線と

定めればよいことになる。なお、適用に際して目的関数は、幹線の分割処置

を最小にするという意味で最少数の節点除去による半順序構造化問題と考え、

その係数の値は総て1とした。

 その結果、例題1の場合は節点26を除去分割することにより、一方、例題

2の場合は節点6，10および！2を除去分割することにより、それぞれの制約

グラフの半順序構造化が可能になった。計算に要した演算時間およびアルゴ

リズムのイテレーション回数は第7，2表に示すとおりである。同表より、本

アルゴリズムを用いればいくら多くのサイクルを含む強連結構造でも極めて

短時闇で容易に半順序構造化できることが分かる。第7．7図は例題2の半順

序構造化結果を最少数の枝を用いた多階層有向グラフで表したものである。

 これらの半順序構造化結果に基づき、多階層有向グラフ上のレベルが上の

幹線から番号の若い水平トラックに互いに重ならないように順次詰めて配置

していくことにより、各幹線の位置を決定することができる。この際、人力

枝のみをもつ節点と出力枝のみをもつ節点（注7■王）に分割された幹線は、新
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地

2

6b

ユエ

  ユ0b
＾

ユ9

ユ卑

ユ2o

（a） 分割すべき幹線26

    新たに
    設ける支線ユ。口

麻

   （b） 幹線26の分割

第7．8図 例題1の幹線26の分割

      方法

第7．7図 例題2の制約グラフの

      半順序構造化結果

                     （13）たに支線を設けてこれらを接続しておけばよい。 第7，8図は例題1の幹線

26の分割を示したものである。

 以上のようにして設計された各例題の配線結果を第7．9図に示す。同図に

おいて、■印はスルーホールを表し、太線は分割された幹線をもつ配線経路

を表している。同図より、総ての配線要求を満たすのに必要な水平トラック

（注7－！） 制約グラフ上で入力枝（出力枝）のみをもつ節点とは、換言すると

   下段（上段）のブロック列にある端子と接続する支線のみをもつ幹線

   に相当する。
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＾13     ＾16＾20＾21＾22＾23 ＾26
P～、＾1，A1，Al。 ，い〆、。＾、、一A、

Bll B・B・B・lB・B B9 lBl・B 13B汕 1料！」！ ＼ψ・ ＼ ｛ 7
B29

A6Aフ

BllB・B・B・lB・B
 B2   B6

＾10＾1＾

  lBl・B
B1oB11

＾13 ＾16A20＾21A22A23

。1徽誼。

A26

＼ψ・ ｛
B21B22B23 B25B競 B28

（a） 例題1の配線結果

（b） 例題2の配線結．果

第7． 9図 配線結果
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数は例題1の場合31本（配線領域内28本、ブロック列領域内3本）、例題2の

場合は19本で十分であることが分かる。特に、例題1の本配線結果は文献（！

2）の配線結果（使用水平トラック数33本）に比べて、若干ではあるが水平トラッ

ク数の削減がなされており、チップ面積最小化の意味において優れているこ

とを示唆している。

 以上のように、半順序構造化アルゴリズムを用いればシステマティックに

分割すべき幹線を決定することができ、しかも最も効率の良い、すなわち配

線に必要な水平トラック数の増加が最小である分割を行うことができる。し

たがって、本アルゴリズムの適用は大規模でかつサイクルを多く含むような

配線要求ほどその効力が倍加するものと考えられる。

7．5  系吉  言

 本章では、半順序構造化アルゴリズムの実際間題への別の応用例として、

ビルディングブロック方式L S Iの配線問題を取り上げて、適用を行った。

ここで得られた結果を要約すると、つぎの通りである。

（1） ビルディングブロック方式L S Iの幹線支線方式による配線設計にお

  いて、実際の配線要求によっては配線経路闇に同一垂直トラックの重複

  使用といったサイクル関係が発生して、要求どおりの配線が実現不可能

  になる事態が発生し得ることを明らかにした。そうして、このような事

  態の解消には節点除去による制約グラフの半順序構造化を行い、一部の

  幹線の分割処置を採る必要があることを示した。

（2） つぎに、上述のような事態が実際に生じているL S I配線問題を例に

  取り上げて、半順序構造化アルゴリズムの適用により、本来の配線要求

  を満たすL S Iの配線設言十を行った。ここで設計された配線は、従来の

  方法によるものと比較してL S Iの配線面積が小さくて済む点で優れて

  おり、本アルゴリズムのL S I集約化という意味での有効性を実証する

  ことができた。
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第1章 結 論

 本論文では大規模強連結システムのための有効な構造分析手法を開発する

ことを目的として、緩和法の概念を用いた半順序構造化アルゴリズムを提案

し、種々の実際間題への適用を行った。本論文で得られた結果を要約すると

っぎのようになる。

 第2章では、システム構造分析の概要、その基礎理論、従来の代表的手法

および問題点について概説した。その結果、大規模撞連結システムの構造分

析に関しては未だ十分な研究がなされてなく、実用に耐えうる有効な手法が

確立されていないことを示唆した。

 第3章では、本論文を通じて議論の対象とする強連結システムの半順序構

造化問題に関して種々の予備的考察を行った。まず初めに、強連結構造の基

本的概念を数学的に定義し、システム構造が強連結になる原因は構造内に存

在する非推移関係（サイクル）にあることを明確にした。つぎに、こういった

強連結システムの構造分析においては、構造内に存在する総てのサイクルを

解消して半順序構造化することが極めて有用であることを明らかにした。さ

らに、強連結構造の具体的な半順序構造化の方法として、枝除去による方法

と節点除去による方法の二通りの方法を示した。最後に、これら二通りの方

法による半順序構造化を数理計画問題として定式化することを試みた。その

結果、波除去による半順序構造化は構造内に含まれる枝およびサイクルをそ

れぞれ変数および制約式としてもっO－1線形計画問題に、一方、節点除去

による半順序構造化は節点およびサイクルをそれぞれ変数および制約式とし

てもつ0－1線形計画問題に定式化することができた。

 第4章では、第3章で定式化された強連結システムの半順序構造化問題を

効率よく解くための手法として、緩和法の概念を導入した半順序構造化アル

ゴリズムを提案した。まず初めに、極めて多くのサイクルを含む強連結構造

の半順序構造化問題を効率よく解くためには、総ての制約式を陽に考慮しな

くてもよい緩和法の考え方が有効であることを明らかにした。つぎに、この

緩和法の概念を導入して、強連結構造の半順序構造化アルゴリズムを新たに
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開発した。これにより、構成要素数が！00以上かつ数万のサイクルを含む大

規模強連結構造の半順序構造化が極めて容易に行えるようになった。さらに、

上記のアルゴリズムをより効率よく運用するために、部分問題の解法および

部分間題に逐次追加する制約式の選択個数に関して検討を行った。その結果、

時間複雑度がO（ε㎜2）で、非常に高い割合で最適解を得ることのできる、

極めて効率のよい部分間題の近似解法を提案した。また、部分間題に逐次追

加していく制約式の選択個数としては、構造内に含まれる枝の数の約！／4程

度にその値を設定すると、半順序構造化アルゴリズムの演算効率が最も良く

なることを実験的に明らかにした。

 第5章、第6軍および第7章では、第4章で開発した半順序構遺化アルゴ

リズムを種々の実際間題に応用して、大規模強連結システムの構造分析にお

ける半順序構造化の意義を実用面から明確にするとともに、アルゴリズムの

実用性および有効性の実証を行った。

 まず第5章では、一対比較多数決を基礎としたランキング間題を取り上げ

て適用を行った。ここでは、まず初めに一対比較多数決に基づく意思決定者

集団の選好構造は、「投票のパラドックス」や「個人の判断誤差」が原因して往

々に強運結構造になることを、7名の試問委員の方々の御協力を得て、実際

に口頭試間における学生闇の順位付け実験を行うことにより実証した。つぎ

に、この実験で得られた7名の試問委員の集団選好構造に半順序構造化アル

ゴリズムを適用して、その中に含まれていた二つの強連結成分の半順序構造

化を行った。その結果、一対比較多数決だけでは十分な順序付けのできなかっ

た非推移的な学生闇の順位関係もさらに詳細に順位付けすることができるこ

とを明らかにした。そうして、本アルゴリズムが集団意思決定過程における

合意形成のための支援手法として有効であることを示した。

 第6章では、プラントシミュレーションにおける計算手順決定問題を取り

上げて半順序構造化アルゴリズムの適用を行った。まず最初に、大規模強連

結構造をもつシステムのシミュレーション計算においては、一度に数値計算

を行うことは規模の大きさあるいは非線形性が原因して極めて困難であり、

通常、繰り返し計算によってシミュレーションを行わなければならないこと
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を具体的に示した。そうして、この繰り返し計算を実行するためには、シス

テムの一部のストリームを除去し構造を半順序構造化して、その言十算手順を

決定する必要があることを明確にした。つぎに、実際の接触式硫酸プラント

モデルを取り上げて、半順序構造化アルゴリズムによりそのシミュレーショ

ン言十算手順の決定を試みた。その結果、本適用例の場合、二つの最適言十算手

順が存在することが明らかになった。さらに、これらの手順に従ってシミュ

レーションを行えば、小規模な数値言十算を繰り返すだけで容易にシミュレー

ション結果を得ることができることを示した。

 最後に第7章では、ビルディングブロック方式L S Iの配線問題を取り上

げて、適用を行った。まず初めに、ビルディングブロック方式LS Iの幹線

支線方式による配線設言十において、実際の配線要求によっては配線経路間に

同一垂直トラックの重複使用といったサイクル関係が発生して、要求どおり

の配線が実現不可能になる事態が発生し得ることを明らかにした。そうして、

このような事態の解消には節点除去による制約グラフの半順序構造化を行い、

一部の幹線の分割処置を採る必要があることを示した。つぎに、上述のよう

な事態が実際に生じているL S I配線問題を例に取り上げて、半順序構造化

アルゴリズムの適用により、本来の配線要求を満たすLS Iの配線設言十を行っ

た。ここで設計された配線は、従来の方法によるものと比較してL S Iの配

線面積が小さくて済む点で優れており、本アルゴリズムのLS I集約化とい

う意味での有効性を実証することができた。
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   アルゴリズム，日本自動制御協会第26回システムと制御研究発表講

   演会，Q！（昭57－5）

（19） 増田・新山・藤井：㎝DHを用いた多属性効用関数の同定（第3報）＝

   同定実験による検討＝，昭和58年度電子通信学会総合全国大会，王312

   （昭58－4）

（20） 増田・平峰・藤井：パラメトリックlSM法による集団選好の構造化，
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日本自動制御協会第27回システムと制御研究発表講演会，W7（昭58－

5）

（21） 増田・藤井：強連結構造の半順序化，言十測自動制御学会第9回シス

   テムジンポジウム，pp．297－302（昭58－8）

（22） 増田・新山・藤井：緩和法を用いた強連結システムの半順序構造化，

   第26回自動制御連合講演会，ユ066（昭58一ユ1）

（23） 増田・藤井：緩和法の概念に基づく強連結システムの半順序化とぞ

   の応用，言十測自動制御学会第2回知識工学シンポジウム，pp．45－50（昭

   59－3）

（24）増田・藤井：強連結構造の半頗序化アルゴリズムの開発，日本自動

   制御協会第28回システムと制御研究発表講演会，S2（昭59－5）

（25） 増田・新山・平峰・藤井：強連結構造の半順序化アルゴリズムのラ

   ンキング間題への応用，日本自動制御協会第28回システムと制御所

   究発表講演会，S3（昭59－5）

（26） 増田・新山・藤井：強連結構造の半順序化アルゴリズムの言十算手順

   決定問題への応用，日本自動制御協会第28回システムと制御研究発

   表講演会，S4（昭59－5）

（27） 増田・藤井：強連結構造の半順序構造化アルゴリズムーL S I配線

   設計問題への応用一，言十測自動制御学会第10回システムシンポジウ

   ム，（昭59－8）

（28） 平峰・増田・藤井： L S Iの機能ブロック配置問題への半順序構造
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化アルゴリズムの適用，第27回自動制御連合講演会，！096（昭59－1！）

皿． そ。）他ゴ

（1） 増田・藤井：多目的数理言十西間題に対する最適化手法一妥協度最小

   化手法一，科学研究特定（1）環境汚染の検知と制御研究報告書（lV），

   pp．275－282 （日召51－2）

（2） 増田・藤井：環境問題における選好解決定法について，科学研究特

   定（1）環境汚染の検知と制御研究報告書（lY），pp．213－216（昭52－2）

（3）増田・藤井：多目的ダム操作問題の数学モデル，科学研究特定（1）

   環境汚染の検知と制御研究報告書（lV），pp．256－259（昭53－2）
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付 録

 第4章の緩和法の概念に基づく半順序構造化アルゴリズム（枝除去による

場合）のF ORTRANプログラムを付録として付記しておく。

 本プログラムは節点数／＝30、枚数卜450の強連結構造まで適用可能なよ

うに作成されている。したがって、これ以上の規模の強連結構造を対象とす

る場合には、プログラム中のD I MENS I ON文などを再調整する必要が

ある。また、本プログラムでは半順序構造化アルゴリズム中のサイクル列挙

法としてはJohns㎝のアルゴリズムを、部分間題Pkの解法としては4，4．ユの

近似解法をそれぞれ採用している。

I．パラメータおよびデータの人力方法

 プログラムの実行に際して、パラメータおよびデータをつぎの順序で入力

しなければならない。

 i）H     ：強連結構造の節点数／。

  lPR用丁  ：各イテレーションで摘出したサイクルをプリントアウ

          トするか否かの指定。 列挙する場合「1」、しない場合

         r0」とする。

ii）ADJO（1，J） ：強運結構造を表現した隣接行列。一一行ごと入力する。

iii）WEl㎝T（1，J）：隣接行列の各枝に付与された重み係数を表現した重み

         行列。一行ごと入力する。

iV）口     ：「1」に設定する。

  lSELECT  ：各イテレーションで部分問題Pkに追加する制約式（抽

         出するサイクル）の率択個数q。構造内の総てのサイク

         ルを抽出して一挙に解く場合は「一1」に設定する。

  lRANGE   ：部分間題Pkの近似解法における解の探索範囲を指定

         するパラメータε。通常「0」に設定する。

  1直DD    ：「0」に設定する。
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I．人出力例

 第A1図に示す節点数1＝5、枚数n＝！0の強連結構造（図中の枝の横の数値

はその枝に付与された重みを表している）を例にとり、本プログラムを実行

して最適な半順序構造化結果を得るまでの入出力例を以下に示す。

     2

（a） 強連結構造グラフ

第A1図

  ①
  ②
A＝③
  ④
  ⑤

①②③④⑤

01110
00101
00010
01001
10100

①②③④⑤

一1「1榊

（b） 隣接行列A

例題に使用した強連結構造

（c） 重み行列W

【入力部分】

（P目Rτ〕 、 1 l＝OR PRINτ CYCLE百

日DJ目0ENCY ”目TRIX
0 1ユ i0
0010 1
000 1 □

D1口01．10100

｛P目RT 同目TRI貝）
節点数とサイクルをプリントアウトするか否かを指定する。

はE－6HT H目下『I其

02王；Oo o o o4

（P目RT ”目了日I買〕

00020
・O．300 1

00ヨ00SC目LE ． SELEOτ・NU同目ER
 1    7    0

隣接行列を入力する。

重み行列を入力する。

（ ，回1 ｝O 〕 ， SEE峠INOiOREO ｛ L ） ， ｛L＝O｝一〇PEROTE FOR i
o

 」各パラメータを設定する。
【出力部分】

｝｝＾｝｛

τHE

DI『一…CTEO OR目PI・1 目N目LYSI昌

NU同目ER  日F  VE目TIOES

τHE  Nu同1∋ER

ホ中｝｝｝

N ＝

OF  E1〕GES     E ミ   土O

巾｝｝   ITER日TION   ユ   ｝｝｝

THE NuHBER OF 仁VOLES ； Cy ＝

FIN1〕INO CYOLES NEEDS

OYCLE 同目TRIX ユOθEF．〕

OPu＝

「フ

、÷∴1ニニニニニニニニ∵

（STEP4

このイテレーションにおいて解かれる部分問題P廿の制約式の総数。

 グこの値が「O」の場合、アルゴリズムのStep6において
一0〕
  L同＝L止∪VLD上によって、一方、「1」の場合はL止“I

  告L止∪V土によって、つぎの部分問題P止■の制約式集合

  L資＾1が作成されたことを意味している，
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        ／・このイテレーションにおいて除去された枝の総凱

。uTEDGEs＝ @2  朋丁目川ED帥J目［EN［用丁目Iヌ z舳＝ 2』。口‡1
 FR酬 ■  τO      01110          部分問題Pkの最道解がに相当する目的関数値f（が）。
           o o i口 1ご   5 －
     V  i
   ，     ） ム           ロ000口   j  一
                     部分間題P圭の最適解Xkに対応する隣接行列A止。           ロ エ。 o ユ
  除去された伎（互j』Oの技） ロロ1O口
                     本例題の場合、イテレーション2においてこの
S8L）州G L・P・ NEEDS CPu＝        工 同SEC 隣接行列にサイークルが存在しないことが判明す

NEEDED TOT員L TIHE   O戸u＝        5  同目E［ るから、結局、この行列が最適な半」順序構

㌃機：1∴、 。∵ll二二1111111
FIND－NO CYOLE冒 NEEDS  口PU ＝             O   H SEO

           部分間題P止を解くのに要した演算時間。
ONnLYSISINO lS 日）E貝
NEEDED T日丁＾L TI同E

lllllllllll＝lll＝二：llll lllllユアルゴリ＿まで…し＿鼠

皿、プログラムリスト

 本プログラムは第A2図に示すように1つのメイン・プログラムと4つのサ

ブルーチン・プログラムから構成されている。各プログラムのもつ機能はっ

ぎのとおりである。

 ◎メイン・プログラム             Main Progra㎜

 隣接行列、重み行列などを読み

込んで、4．3節のアルゴリズムに従       JOHN   L P

い、枝除去による最適な半順序構

造を求める。            SBRSCC  SBRCYC

 （◎サブルーチン J OHN

 隣接行列Akに含まれるサイクル     第A2図 プログラムの構成

を抽出する。

 ◎サブルーチン SBRS CCおよびSBRCYC
 サフルーチシJ OHNに従属していて、サイクル抽出のためのBlocking－

unb1ocking操作、新たな強連結成分の探索などを行う。
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◎サブルーチン LP

部分間題Pkの最適解Xkを近似解法によって求める。

以下に、 これらの具体的なプログラムリストを示す。

【メイン・ プログラム】

0010C
0020C
00300中曲中中｝
D040C
0050C
0060C
0070C
0080C
O09口C
OlOO［
0110C
○ユ20C
○ユ30C
○工40C
○ユ50C
0160C
0170C
0180
0190
0200
0210
0220
023口
024口
025口
0260
0270
02SOC
0280
0300
0310C
032DC
0330C
0340
0350
031；0

037口
D3宮0
0390
040口
0410
042口
0430
0440
0450
04ε0
0470C
0480C
0480C
05DO
05i0
0520
0530
0540
口5ヨ0

05言口

○ヨ70
口1ヨ昌口

工OO

98

1oi

102

300

はEIOHT 岳 伺Dj一（41〕

D工REOTED

同INI固uN

OPER目TI日Ni（5）

GRβPH  目N昌LyS工S    ホ中中｝｝

FEEDB目Cド 目貝C SET  0音1’目INEI〕

SOLUTION一（42〕

｝中  PPR自同ETER  ｝中

N      IS  THE Nu固BER 日F VERTICES  日F  G工VEN DI［lR目Pトl

H      IS  THE LENOTH 巴F 目DJρCENCY STRuCTURE  目（同〕 ，  I．

   ，  THE Nu同百ER 日F EDOES  PLuS  THE NU同日ER OF ）ERTICES
目I（N）  IS  纈 SET OF PO工NTERS FOR EρCH 負D自JO〔ENCY L王ST
日（同〕   IS  THE SET 日F 目DJ員CEN［Ψ L工STS 日F O王VE岡 DIGR目PH

工N目Ny
  目LL
  日ND

E． ，

8F  DIG貝目PH

日DJ昌CENCY L－ST OF ）ERTEX  工  ｛1 目（偉互（I〕 一 ρ（昌王（I＋1）一1） 1，

VERTICES 日RE PRR目NGED 工N INCRE目SINO ORDER
・I

Z一I IS 目TT偉CHED 目下 τHE END 石F LIST 目S  END一同目RH巨R

I固PLIC工T INTEOE日 （目，C，I－N）
1NTEGER        EDCE

RE目L CYCLE岡
DI同ENSION 倶DJ（30，30），  ρID（：…O〕， N則S工45口〕、はEIGHτ（30．3口）

D亘HENS！ON ρDJO（3口，3口）。  月目｛4エロ〕，FC8EF‘1450），月月S〔430），はE玉OHTO（；O，：；0）

DI同ENSI日N CuT（450）。IFR日一V（450），IT8V（450）
C日向同8N ／目LIST／ N，同，ρI‘3ユ）。＾（4SO〕

C日向”日N ／CYCLE／ ISi，CY，ITJ1，ITJ2，CE，ED［≡E，ISELECT
CO同岡6N ／ST日CH／ CYCLE舳（430，450〕，INDE買H（30，30），  LE州O（430〕，工PRINT
C日固同0N ／TI同E目／ ITB工，ITB2

C目しL

CPLL
FP日R目固（ユ，工32）

LONOIO（后，ユ32）

｝｝  INPuT  中ホ

 HR工TE‘筍，100）
 FO貝”目下｛2X，■1）ERTEX ｛P目RT〕 。  ユ F0目 PRINT CYCLES一■〕

 RE目D（5，LIST） N，IPRINT
 “R工TE（6。…1ヨ〕

 F目R”PT（2X．I一βDJ目CENCY 同目TRIX  （PβRτ 河TRIX） ■111

 RE目D（41，LIST〕｛〔目DJO（I，J〕，J昌11N〕，王＝1，N）

 はRITE（言，10i〕
 F日R岡目下（2X，I■HEIGHT 同βτRIX   （月目RT H員丁貝I買1】 I’）

 REPD（4ユ，L工ST）｛（HE工OトlTD（I，J），J＝i，N），I昌工，N）

 “RITE（6，亘02）
 FOR同日丁（2X，I1SC伺LE ， SELECT一拙U同目ER （ ，口1 ｝O ） ， SEEドlNO一目RE目

星         II ｛L≡O｝一3PEROTE F日R  l I一 ）

 RE目D （5，L工STj IJ，ISELECT．IR日NOE，五目DD

中中  TEST GR目Pト1 回PκING  中中

D巳 3口O I＝1，N

D日 300 J目1，N
“EIGHTtI，J〕＝“EIGHTO｛1，J〕
IF（ IJ．EQ．1 ） COT日 301
D0 30量 肘1＝2，IJ
±｛1＝N二十＝エドi－i〕

DO ；O：； I＝1．N

DO ；口； J＝1．N

はEIOHT’1 I＋ド三，J＋K1 lI＝はE工［iHT（I，J）

〔L＝，，1’，

一94一



日日目ロ

ロE竈口

！島10
口冒！ロ

ロ目：三〇

〇ε40

0εヨ0
0660
0ε70口
0E昌口
OεSO〔：

0700C
07iO［：

0720
07｝0
0740
0750
07ε0
0770C
07呂DC
07昌口C

0S0口
。ε1口

0820
0昌30
0S40
0s50
0880
087口
08SO
osso

一〇二

3口2
301

目DJO11工十十滅，J＋ド！1にρDJO‘LJ〕

CONTIN〕E
｝E工OHTilh2，ド2＋1）＝口

はEIOHT（ド2＋1，民呈）二0

月DJ口（K2一民2＋i〕＝ユ

ρDJ口（肘1十1。尻2〕＝1

OONTINUE
N＝N中エJ

CqLL CPTI同E（ITTi）

中中  INITIqL工Z偉TI日N  ヰ・“；

［E＝O
工TE昌。

ZZB目R＝一1．OEiO
ITI旧EJ＝O
ITI同…≡昌＝O

ホヰ1  周目KING ρDJ日仁ENCY一同ρTRIX  昼

  ED［；E＝0

  DO 1ヨ 1≡i，N
  D日 15 J宝1，N
   IFく ρ昼Sく 目DJO（I，J） 〕 ．LT．

  EDGE＝ED［；E＋1
  ρDJ（五。J）＝1

   工FRO同V（EDεE）＝I

   IT8）（EDGE）＝J

  FCOEF工EDGEl〕≡一“EICHT（I，J）

i5 C3～TINuE

INDEX一同日TRエX

王、OE－1O 〕 GOT巳 工5

11S同ρLLER。、’日UNOER）  ヰ1斗1

○日00C
0810
0ヨ20
0官30
0840
0S50
0ヨ后O

○目70

0881］
口昌ヨ。

io口。

iO1O
！020
1030
10｛O
1口50
1060
i07口
10冒。

iOSO

   D日 45 王＝1，EDO…一ユ

   IFL＝I

   Dヨ 4言 J＝I＋1，EDGE

   IF（ 目目S（ FCOEF‘IFL） 〕 ．GT．

4后 C日NTINuE
   ユF（ IFL－EQ．ユ 〕 GOT巳 45

   Fユ＝FC8EF（工）

   FCOEF（I）；FC日EF（IFL〕
   FC画EF（IFL）＝F1
   Hi；IFRO同V（I〕
   IFR日岡V（I）＝工FRO固V（IFL）
   IFR風岡）｛工FL）＝同ユ

   ，『i＝工τ1ヨv（互）

   工τOV（I）＝IT8）（IFL）

   ITOV（IFL）＝同ユ

45 C日NTINuE
   D日 47 I宮1，EDOE
   INDEX同‘ 工F貝日剤Ψ（I〕，ITOV（I11

47 C目NTユNuE
1ユ00C
1ユ10

H20 ユ03
i i30

i i40

1150C
11600
1170［
118口C
t19DC
1200C
I1iOC
1室2DC
123口C
1240 i000
1250
1260  1王：；

1270C
12宮OC
ユ2soc
1；口。

墨

書

畠BS（ FC日EF（J〕 11 〕 工FL＝J

11呂I

はR工TE（后。103） N，EDOE
F日R同昌丁（／ノ2X、一’ホ｝中｝中  D互RECTED OR自PH 目N昌LYSIS  中中中井1中11ノ／

        ミヨヌ，lITHE  Nu同月ER  日F  ）ERTICES  N ＝ I■、I4ノ／

        5X、■1THE  Nu同居ER  巳F  EDGES     E ： ’㌧I4〕
      はRITE｛ε，1O冒）

  108 F巴R固偉丁（ノ5X・一IlNDEX 銅目τRI買  く EDOE OF ，VERTEX－I T日
      D0 70 工昌i．N

     はRITE（昌，l1O〕 （INDEX月〔I，3〕，J＝ユ，N〕

  i1O FOR同倶丁（ヨX，2514）

   70 C日NT工NuE

出＃  ITERρTION  計＝：｛＝

ITE＝工TE＋ユ

は日ITE（6，i旦3） 工TE

FOR同qT（／ノ4X，・1中曲中   ITR目TION

中ヰ1 同P民INO   ρDJ自CENCy－LIST

DO エロ I＝1，N

一I

CI4．I一   中ヰ｝1－1 ）

F日R JOHNSON，S  ：十叶1

）・εRTEX－J’〕一’ ／）
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1310
i320
ユ書30

1340
馬50
1；ε0

1370
13SO
13目0
1400
1410
14！0
1430
1包40
i4コロ

146D
i47口
14S0
1490
i500
15i00
1520C
1530C
1540C
iS50C
1560C
1570C
i580C
15800
1600C
11；10
1620
1630
ユ640
1650C
1660
i670C
1680
1690
1700
i710
i720C
1730
ユ740C
1750
ユ760C
1770C
1780C
工790C
ユ800
！8ユ0

1820
1830
1暮40
1850［
18目O
i870C
1880
1agO
帽OOC
1…1ユOC

1旬20C
1目30C
i840C
1850C
工目60C

1目70C
1aSOC
1目90
2000C
20iOC
2020C

1o

；0

！o

4口

一〇ε

61

i07

108

201

2口0

250

H1

＾I（I）旦。

目ID｛工）＝O

C目NTINuE
同＝o

OO 1O I；i。田
DO ；O J＝i，N
1F－1 目DJ（I．J） 、LT． 1 ） G日了日

固＝固十1

目ID－1王〕＝伺ID（I）十i

帥膿＝J
CONT王NuE
同：制十士

師D（I〕＝目m（工工十1

帥同）＝O

〔ONTINuE
帥工1〕；i
D日 40 I＝≡2，N

目工（I〕＝目I（I一ユ）十P工D一＝I一工）

CONTINuE
＾I｛N＋1〕昌岡十工

i04

工O≡1

ヨO

；o

はRITE（ε，104）
F日R岡目下（！冒X，・I目DJ目CENCY STRuCTuRE   （ 目DJρCEN〔：y

D0 50 I目1，N
IS呂OI（I〕
IT＝日I（I÷ユ〕一1

HR工TE（6，105） I，（ O（J），J＝工S，1T 〕
F日R同自丁｛岳メ，・IqDJ（■I，工3，■I〕 ＝ I－4X，2514。｛／22X，2514）

CONTINuE

工F｛ 一PR－Nτ．NE．1

“RITE‘6，106）
F日R固目下‘／5X。■．THE

CONTINUE

C日LL J日HN

） 68τ日1≡1

FOUND CYCLES

“R工TE（6，107） C、’

F日R同日丁｛／5メ，■lTHE NuH目I≡R OF

μRITE｛6，ユ08） ITJ2－ITJ工
F日R同日丁‘／5汀，IlFINDING CYCLES

IF（ CY．EQ，O ） G0丁8 240

工1’I同EJ＝工TI同EJ＋（ITJ2i工TJl〕

ホ“  PREP自RINO F日R

L工Sτ ）II／〕

｝

一1 目Y SEQuENTI目L ）ERT五CES

CYCLES   CV ＝一I．I15〕

NEEDS  CPu 昌一I，一15、’1

，1

ｷ目L目S11 作中

D間 200 I＝CE＋1．CE＋CY
D0 201 J呈工，EDGE
CYCLE同工I，J）；■CYCLE同（I，J〕
目目〔I）＝FL0目下‘ LENG（I〕一1 ）

CONTINLlE

IF（ I伺DD．．E口．2 〕 I目DD；O

同 SEC－1）

は目工1’E（6，l1i〕。CE＋CY，ISTEP4
FOR固目下（／5X，・■C、’CLE 同PTRIX （COEF．〕 II，I1O，5X，1一 （SτEP 4  一

     目RITE｛ε，114）（ユ、I＝1，EDGE）
  i14 FOR同日丁（5X，II目目｛Il，  一■，4口I3二I

     D日 SO I＝1．CE＋［V

     はRITE（ε、112） I。目B（I〕，｛CYCLE躰｛I，J），J昌1，EDOE〕
  ユエ2 FOR同日丁（1買，一3，’一日1I，F≡≡．0，2X，40F3．O）

   SO CONτ工NuE

中中  S日LVINO

C目LL

LINEβR F貝。o．R＾H はIτH ローエ V目R工目昌LE冨  中中

LP（CE＋CY・EDG巨，C、’CLE固・目追・FCOEF・工R員NGE，

｝中  日目丁目IN巨D一 目DJβCENC、’

｝．1ノ〕

II

CI1，I・）■Iノ  〕

NN昌，B居S．ZB目R）

同目TR互X  lNT巳  負DJ‘lI，Jli  中中

一96一



20；0
2口40
2050
20島0
2070
2080
20目0
2ユ00
2110
2120
2i30C
2140C
2150C
2i60
2i70
21S0
21国0
2200
22i口
2220
2230
2240
2250
2260
2270
22高0
229口
230口
2；10
2320
2330
2340
235D
2360
2370
2380
2390C
2400
2410C
2ム20
243口
244口
245口
24ε口
2470
2480
24目0
2500
251口
252［1
2530
2540
2550
2560
量570
25s0
2日80
2昌00
26工0
2ε20C
2ε30
2840
26ヨ0
2百60
2ε70
2E；S0

2ε9口

270口0
271口
2720C
2730C
2740C

2i1

210

230

232

234

235
231

1i5

i1ε

i17
220

22i
三2i

11冒

224

土18

1量0

D0 2i1 I＝1，N
D日 2i1 J＝i，N
目1〕J（I，J）＝倶DJO（I，J）

CuTN＝O
D8 210 I＝1，E万OE
 IF工 NNS（：）．N…．O 〕 G日了日 ！iO

 CuTN≡CuTN＋ユ
 CuT｛CI」TN）＝工

 目DJ（ 工FRO同V（工）、ITOV｛工） ｝＝O

 C8NT工NuE

 中吊： CONSTRuCTINO  C日NSTR目INT E口U昌丁互ONS  l＋1中

 工STE戸4昌工

 IF（ Z1≡旧R．LE．ZZ目倶R ） O日TO 130

 ZZヨ日R＝ZB員R

 ISTEP4…O
 IFL≡O ； CE2＝O
 D日 23i 拭＝1，CE＋CY
 IF（ 工STEP4 ．E口． O  I目ND．  1ヨBS‘1ド11 ．OT． 01D l， 日日T0 231

 IFL＝工FL＋i
 目目（1FL〕≡目目（ド〕

 D巳 2；3 J＝1，EDOE
 C、’CLE同（IFL，J1］＝CYCLE同（N，J1］

む日T023ユ
 CE2＝CE2＋1
 IF（ （CE＋CY＋CE2〕．GE．300 〕 O日TO 1；5
 IF（ IβDD．NE．ユ ） G3TO 二三：；1

 BB（O巨十Cy・1－CE2〕＝B日（k〕

 D0 234 J＝i，ED6E
 CYCLE同（CE＋CV＋CE2，J）＝CγCLE向く汽，Jj
G日了日 231

 I目DD昌O
 C目I，IT互NUE

 CE3＝CE＋CY
CE＝IFL

 C日LL CPτI同E（ITτ2〕

 “RITE（5，1i51， CuTN．Z目目R
 F8R固昌丁（／5X．1．CUT EDGES ＝．．，I7，8X，■I日目下目ユNED qDJq口ENCY 同日丁貝IX’I，
＾       5ヌ，IIZ目日月 ＝一1，Fユ0．；ノ〕

 はRITE（6，116） （ 員DJ｛i，J）、J＝ユ。N ）
 F日RNρT（冨X、・’FR日向  一   丁目1’。｝口X，5ロユ三）

 D0 220 I＝1，CuTN
 ID＝工

 一F．＝ 工D．OT．（N－11， 〕 G6T8 221

 制RIT巨（ε，i旦7） IFR目固）‘ Cuす（I〕 j，工了日V（ CuT（I〕 〕，（ 目DJ（工十王，J）。J＝1，N ）

 F日R同∩T｛SX．1．VI’，I；。’I  －   V一一，I；，冒X，50111，

 ［日NTINUE
 IF（ CuTN．E0．工N一ユ） 1］ 6日丁8 星24

G日T0 225
 はRITE（ε，1量ユ） （ 工F日日向V｛l CUT（村） 11，ITO）〔 CUT（N〕 ll ． N＝ID，CuTN 〕
 FOR同∩T｛SX，1’V．I，I＝；、I一  一   V’’，I3／iO｛SX，ヨ（’一）一■，工；，■’  一   V’I，Iユ，8X二， ’’） ）

00T0 224
 D日 2三：… I＝にuTN＋2，N

 はRITE士昌，士工品〕 （qDJ．：五，J1i．J＝i．N）

 FOR同日τ｛苫O買，50工2〕

 C日NTINuE

 C日NT工N口E

 ITI［EB＝互子工同EB＋ITB1
 “RITE．16，1ユ日〕 IT日2

 FOR同nT（／ヨX，・1S日LV1NO  L．F．  NEEDS  CPU ＝I’，エユヨ，I－  H SE日■■11

 エT工河ET＝（工TT2一エTTi）
 “只ITE‘：昌，1量O〕 ITT2－ITTユ

 F日R同月下｛／5X・■一NE巨DED T日丁昌L T工固E     CPU ＝II・Iユ5・一一  H SECI一＝ヨ

 ○日丁巳 ユ000

 峠｝  SE目RCINO 日DDED 〔王負DD＝i1〕  OR NOT  申沽
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2750
2760
2770
2780
278口
28口0
2書10C
2s20
2830
2840
2宮50
2860
2870
2880
28目0
2…100

室S10
2820
2θ30

240

工30

243
242

2840C
2目ヨOC
285口。

2…170 2ω
2日S0
2S80 ユω
3口00
3010
3口20
3030
3口4DC
3050CiO口3
30ε口 1002
307口。
30S0
3ロコ。

 IF（ I目DO・NE－1 ） G日T0 241
 L昌O … 工RPNGE宮O
 XL＝（1，O一（ FLO日丁（L〕ノFLO＾T（EDOE〕 ） 1川1工O口。

 HRITE（冒÷1き0〕 L，XL
 FOR同目τ（／ノ4X，．lFOLL日μIN6 － S巨目RCHINO 王N  L，P．
＆         lOX，一一（ lI，F6．1，II ≠ 〕lI ）

 1FL呂O
D02岨工＝i，Cl…2
 IFL昌工FL＋i－

 BB（CE＋1FL）＝百目（CE3＋IFL〕
 D0 243 J＝工，1…DOE
 CYC」E同〔CE＋IFL，J）昌CYCLE同（C百3＋IFL，J〕

 C日NTINuE
 工員DD昌2

 Cε＝CE＋εE2

CY＝O
 ISTEP4＝O

coτ0250

 ｝ヰl END  OF  目N倶LVS工S工NO  ヰ出

 C日NT工NuE
 目RITE｛6。ユ4i〕
 F日R同員τ｛ノノ4X，“目N纈LYSISユNO 工S OVER11／5X，l1NEEDED

 HR工TE（6，IOS） IT：同EJ
 はR工τE（后，1t旬） 工1－1冊E眉

 HRITE｛6，120） ITI固ET
 D8 工O02 I；i，N
 はRITE（42，1口03）（目DJ（I，J），J昌一，州〕

 F日RH員丁（2X，4ロー3〕

 C日NTINUE

 ST日P
 END

【サブルーチン J OHN】

し ＝■・，1ヨ，

τ巳丁目L TI同E11 〕

；100C
3HOC
3120〔中中中中中中ヰ＝｝中山｝帥ホホホ中ホ市｝中中弗ホ中中｝中中ホ｝出｝中中ホ中ヰ＝｛甲申＃計1中中出珊中中ホ峠■納中中中中中中ホ作中中｛中地中｝中出中中｝“＝ホ

31；O      SU目R日UTINE JOHN
3ユ4口。

：ユヨOC     固呉王N 戸R日CEDl」RE 日F J日トlNS日N，目 員LC己RITH同 F日貝 GENER昌TINO 昌LL THE CYCLES
＝；1后OC

3ユ70      I固PLI〔IT Il，ITEGER ‘．慎一Z〕

；iSO      RE目L CYCLEH
；1目O      CO同同日N ／目L工…；T／ I，I，同，自I（31〕。 目（4SO〕

32ロロ     CO固拘日N ／〔：YCLE／ S，CY，丁エ，丁2，OE・EDOE，SELECT
こ；星1口      C日向同8N ／SCC固P／ ）汽C，VK固負X．CN，NCN，V固工30）， SCC（二〇〕

；2エO      ［：日向H日N ／CRRNT／ BI t30）， 目P｛3口〕， ST員TE｛30｝
；呈30     COM同ON ／はO貝吠S／ S1工30）， S2（；O〕， PTR｛30〕、 ）CTR士：；O〕・ Li（800〕・  L呈二目O口）

324D      CO同洞日N ／CL工Sτ／ ［1（こ…口）， C目（ヨロロ〕

32日O     CO同同日N ／STOCド／ CYCLE同｛430，自…ヨ0〕，工Nl〕EX閑｛；O、；0〕。  LENG（430〕，王PRINT

；1冒DC
＝；2？o     こv＝口

三1嘗0      C昌LL C戸TI椚E｛Tユニ，
：；1．目0〔

＝；二00〔     ｝十1  INIτ王自L1Z目TI日NS  ；｛｝

；引OC
；＝三2口      D日 iO l＝工，N

三ユニO    CI11工〕＝日I工I）

；340      B工｛＝I）呈O

二；3日O   ユO C日NTINuE
：；＝≡冒O      D日 20 I＝1，H

；；7口      は＝β‘二I）

：：；宮口      IF（ は．NE．0 1， 居工一1］）＝Bl（“〕十エ

■三筥0   20 CONτ工NuE
：；400      TOP昌i
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：；4王。

ヨ41o
：；4；o

；440
王4日。

；4島。

ヨ4？o
；卓冒。

＝；4昌口

＝；500

：…引。

二520

；o

；ヨ；0C

；640C
355口C
；5ε〇 三〇〇

：570
；5言0C
＝；580C

二εOOC

；810C
3ε20
；巨：；0

；ε4口

；盲50
＝…ε5口

＝略70

3筍冨。

一首80
：…700

371口
3720
37：…0

200

2王。

D日 言O ユ＝1，N

T＝】∋HH
目I〔I）宮下8P

TO戸＝TOP＋T
SCCくI〕＝O
w｛（I）白工

C目NTINuE
〔：N＝口

NCN＝i
5＝i
v試。；1

｝固H昌X言N

ホ中  DI）工DINO

CONTINuE
C目LL SBRSCC

D工OR目PH 王NT日 STRONOLy C己NNEOTI三D C巳同PONENT  昨ヰ；

■州1 CB閑ST見uCTエNG 倶N 目DJ目CENCY ST貝uCTuRE 日F THE
     COHP臼NENT C日NT昌IN工N6 CY〔LE STρRT VERTEX S

C日NTINuE
）H同日X昌O

CN：SCC（冒〕
D日 三王O ）＝S．N

IF’1 S〔：C‘1）〕．NE，CN

）…く同＾X；）内凶倶X＋工

）KwK同ρxll＝v
CONT工N〕巨
IF｛l VK同ρ其．NE．1 〕

S；S＋王

IF｛二 S．LT．N ） C目下8

G画丁目5DO

〕 o日了日 21口

OOT日300

200

STRO～OLY C日～NECTED
 ヰ：中

3740C
ヨ750
；760
：≡770

：…7so

書780
；呂。oc
：目エロ

3冒量口

；呂薯口

3昌4口
；冒5口

＝≡昌50

：；富70

ヨ冒80
三品旬口

3ヨ。ロ

ヨヨi〇

三日三ロ

ニヨ三ロ

ニ…14口

三ヨ50
三日ε0

＝；ヨ7口。

3昌昌。

：雪コロ。

4口000
4010〔
4010〔
40－o
皇口4oc

4口50
40ε0
4070
40冒口
40目口［

41DD置
41100

；OO

41口

4三口

4ニロ

40口

〔日NTINuE
D0 4oo I：Lv固同月ヌ
）雪v8く（I11

昌丁員TE（V〕≡O

BP（）〕＝BI｛v〕

［T二CI（リ1，

丁拮偉ユ．lV〕

C巴NT工NUE
目；・酬丁）

IF（ “．巨口．O

τ：τ十1

IF‘1 は．LT．S

工F（SCC川〕．
C目（CT3昌は
〔T＝CT＋ユ

GOT0 4i口
C日NTINUE
員Hい＝τ
口OT0 4士口

CONTINしIE
C昌（CT）；O

CONTINuE

j G3T0430

） 68丁目 420

NE．CN ） 暦日TB

1＋1＋ F五NDINO
     IN THE

C昌LL S亘RCYC

S＝S＋i
ユF（ S，CE．N 〕

）ドC＝2

竃OTO iOO

中中 EXIT

4ユ0

βLL THE CYCLES C日NT昌工N工N6 VERTEX S 纈ND
昌丁詩8NOLY C日NNECTED Su盲GE自PH INDu［ED 后Y

○日丁目ヨ。o

OFτHIS R日uT工HE  曲中

CONT員工NED
一一

jκ1’  “中

一g9一



4工20 500
41著O

仙400
4150
ωεo

［lONT工NUE
CPLL CPτI州E（丁呈）

RETURN
END

【サブルーチン SBRS CC】

仙70C
何冨0C
41昌口C中中串＝｝4＝中中中出ヰ＝串ヰ申中ホホ中中｝中中ホ中中中中中中出｝昨｝中＃ホヰ1中1“！巾串ホ中中中ホヰ1中中中中＃牝十：＃叶＝中出■；峠｛ヰ；中中＃＃中中中ホ中中山＝｝中

420口      SU居ROuTINE SBRSCC
4星10C
41量0
4130
4240
4150
42言0
4170
色2島OC

4量aOC
4言OOC
4310
4；20
4330
4ヨ40
4；50
43ε0
4370C
4380［：

4；aOC
4400
4410
44星。
44＝…口

4440
4450
4460
447口C
44SOC
44昌口。

直500C
4日mC
4日20仁
4530
4540
45…；OC

45冒OC
4570C
45呂0
45日0
4宮。0

4昌10
4宮2口
4昌：≡0

4ε40
4ε5口

4目ε0

4直70
4E富OC
4ε冒OC
4700C
47ユ0
47皇口

自7ユ0

4740
475口
47ε口

4770
47S口
47目0

 ：岬PL工CIT INTEOER 〔O’Z〕
 CO同同日N ／目LIST／ N一同，目I江3工〕， 目（4S口〕

 CO固回目N ／CYCLE／ S．CY，Tユ。丁呈、OE，EDOE．SELECT
 CO固H日N ／SCC固P／ VKC，VH胴倶X，CN，N［lN，V吠〔30〕。 SCC（苫O〕
 C日日H日N ／H日RNS／ RCS（三〇〕， SCS〔舌O）， 目P（30〕。 ST自TE（30〕，
呈              N日｛…lOO），  LO阯L（ヨ00〕

＃中  エNITI目LIZ目丁玉ONS  ホ中

  k；O
  L＝O
  DO i口 工＝V村C，V吠回目X

  “≡vK（I〕

  ST員TE（一〕＝O

王口 C8NTINuE

工00

150

2口。

星50

300

中＃  FINDINO NEH RO日T VERTEX R  ＃｝

C8NTINuE
IF（ ）固C，OT．VκH目X ）

R＝V肘士V＾C〕

1F（ SCC（R）、E建．CN 〕
C8NTINuE
VκC＝VκC＋ユ

GOT日 1口O

＝＃中

RETuRN

GOT日 20口

DIVIDINO THE SU目GR日Pト1互NDu〔：ED 目y Tl－lE SET 日F VERTICES，
    目HICH “ERE CONT目工NED エN Tト1E STR目N6LY CONNECTED C8回P日NENT
    “ITH INDE買 IICNII  目“D  目RE RE臼［HED FR日固 RO日丁 ）ERTEX R，

    INTO STRONGLY CONNECTED C0円P日NENTS  出中

CONTユNuE
v＝日

出＃  ST目C固ING

CONTINuE
吠＝ド十1

R0s（拭）＝v

L＝L＋工

SCS‘二L〕＝）

CNT＝［＝NT＋1

NO〔V）：ONT
LO蜆L（））＝CNT
ST目TE（V）＝1
目PW11＝目I（V〕

THE 岡日ST RECENTLY REO口HED

申中  E買PL日SINO 日F

C日N1・INUE
T＝目P（）二j

は；目上τ1，

丁＝T＋i
目戸i＝））昌丁

工F｛ は一I…Iコ．0  ）

Il＝（H．OE．S｝
目工（）〕；T

G日了日300

）ERTEX ）  中ヰ

了HE VERT工CES 目DJ目CENT T巴

。oT日4握口

OOTO：；20

VERTEX V  出中
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4800
4昌iO
屯冒10
4冨：…0

4昌4o
屯冨5口

4冨冒。

＝；1口

4870c
4富80C
辿富雪OC

4コロ。 ：50

4目10
4ヨ20
4830c
4840C
4雪ヨ0C

48ε0
487口
48SO
｛目s口

5000
50ユ0
コロ2口

ヨ0；D0

50ムOC
505D口
コロ昌口

5070
508D
5ロコ0

5ユ00
5110
5120
5且30

400

5口O

CONTINuε
IF（ SCCi1は＝I  ，NE．〔＝N 〕 6報丁目 ；OO

IF（ 昌丁員TE（一〕 EO， 0 ） OOTO ；50
工Fゴ1 ST昌TE（目〕 E口． 2 〕 O日TO ：；OO

IF｛1 NO（目1，   GE． NO（）） 〕 6巴了日 ；Oロ

ユF〔 L日目L11V〕．OE． NO｛1は〕 〕 L日］し（V〕＝NO工“〕

○己TO ユOO

1＋＝1＋1 EXTENDIN6

CONT工NuE
）＝は

08T8250

丁巳 ）ERTEX は  ホ：“

中｝  目角CKTR自OK五NO  中“1

C日NT工NuE
IF（ L0はL（V〕．EO．N日‘1）〕 ）

拭＝K－1

目＝RCS（1｛〕

王F（ L日はL（“）．GT．L日はL｛V）

）＝目

○目了日 300

＃巾  目 NE洲

C日NTINuE
IF｛ L．E口．O
は＝SCS（L）
工F．1 I，I8（調）．

L＝L－1
ST目TE（目〕；2

SCCtは）畠NCN
GOT日 500

STRONOLy

〕 08T8

LT．NO（）〕

○目了日 50口

） L日はL（は）＝LOはL（V〕

CONNEOτED

昌。o

〕 G己TO ε口O

C日向戸巳NENτ  IS F日uND  ＃ヰ1

ヨi40C
51ヨ0
51εD
5170
5i書0
5ユ昌。

彗1口。

52iOC
5120

言OO CONTINuE
NCN＝NCN＋i
肘＝苧｛一1

IF（ K．E0．O 〕
）昌RCS（κ）

G日丁画 300

END

G8丁8 150

【サブルーチン SBRCYC】
52；口〔：

ヨ240〔
5三50Cヰ1＋朴1斗1＃中中中中｝ホ｝中中中中ホ中｝中北ホ中中中中ホ｛出ヰ：非中井ヰ1中小中峠中中中｛中中中冷オ峠中ホ中中1＋社中ホ中中中中乱1曲｛中＃中中中中中■｝巾■1

52目O      Su冒R日uτ工NE SBRCY0
5270C
吝三富OC     SuB貝OuτINE FOR OENER目TINO 員LL THE CYCLES C置NT自INING VERτEX S
5！昌O［           昌ND CONT員INED IN ρ SτRONOLY CONNECTED C日向P日NENT
5二0口C           目HOSE C日向FONENT N〕同1ヨER ユS ｛CN｛．
5：；1口。

5310
ヨ三30

5ユ40
5ユヨ0

5ユE口

5；フ0

5；冨0
5；ヨ。

ヨ400
54iOC
5420
54三〇C
5440
5生50
ヨ4E0

I固PL王CIT INTEGER
REOL CYCLE同
CO同同日N
c日H同日N
○日向同ON

口。固H巴N

CO剛1日N
CO固同8N
COH同日N

固自S＝工

○宮O

）＝s

CYY望O

／ρLIST／

！CL工ST／

ノCYCLE！
ノSCC同P／
ノ〔：RRNT／

ノN0Rドs／

ノSTOCκノ

（＾一Z11

N，同，自I（31）， R｛4εo＝I

CI‘1ヨOl〕， C日‘1コロOコ

S，CY，T1，T2，CE．EDGE，SELECT
）呈く［，）≒く旧ρX，口削。NCN、）ド（；0）， SCC（；0）

日I l1；口11， 月P｛30〕。 ST倶TE（二〇）

CS（；口）・ 且昌｛：；0〕・ CP（：≡O〕・ FLρ〔；（；0〕・ 盲（昌OO〕・  C日目（aOO〕

C、’CLE同．14：…口，450〕，INDEX固（：；O．3口〕，  LEN口（430）。IP目INT

一101一



547口C
54SOC
≡；4目O仁

ヨ500
冒510
5520
5530
5540
5550
55εOC
557口C
55SDC
55ヨ0
5昏O0
5ε10
5ε20
5昌暑0

5ε40
5后50
5冒60
5ε70
5εS0
5εヨロ

5700
5710
572口C
5730C
5740C
5750
57ε0
5770
57冒0
57目0
5800
5S工0
5s20
5冒30
5s40
5Sヨ0
5sE0
5S70
5s昌0
5冒ヨo

ヨ800
ヨ81口

5目20C
5ヨ；0
5840
5ヨ50C
5冒后o〔

5昌70C
5昌昌口C

ヨ冒ヨo

后000
筍口10

昌O1OC
筍O；0

筍040
ε050C
60冒OC
ε070C
1…0富O

εO…i0

ε三〇0

8i10
6120
菖1吾O

昌i40
εi50
筍160
5i70
εi富o

ユロD

呈oo

201
1000

250

10
ユ2

i苫

一4

ヨ00

；口o

きヨo

中計1 ST目CκINO THE

C0NTINuE
C＝C＋ユ

CS（［〕＝V

FL目G（V〕＝O
ST目TE（V）白i
CPtV〕昌CI（V〕

出｝  EXPL日貝ING

固報ST

VERTEX 目

RE［ENTLY RE＾CHED VERTEX V  中中

日DJ纈CENτ 丁巳

C日NT工NUE
－F（ 同目S．EQ．O ｝ GgT0 100口
IF士   C・E團．工 〕 G日TO 呈0i

IF工 CyY．E0．工 ） 08丁日 ；00

CyY；O
T＝CP（V〕
”≡C目（丁〕

IF（は．EQ．O〕 OBT030口
CP（V〕＝T・．・ユ

IF（ は．E口1S ） G日丁8 250

工F〔 ST目TE（は〕．NE．O ） O目丁日 200
V＝は

GOTO 工OO

中中 P NEは CYCLE IS F日UND ｝“

VERTEX V  中｝

08NTINuE
CY＝CY＋工

CYY昌1
CS‘C＋1〕＝CS（ユ〕

LENG‘CE＋Cy）；C
工F（ IPRINT■NElユ ） ［；OTO 12
“RITE（5，1O〕 ‘CS（工）、I＝i，C＋1）

F日R同員丁｛5買、宝5I4〕

C8NT工NuE
DO 1； J＝ユ，EDGE
CYCLE同（ CE＋CY． J 〕＝O
DO 14 1呈1．C
CYCLE岡｛ CE＋CY ． INDEX同（CS｛I），CS（I÷1））

C日NTINuE
IF（ CY，E0．SELECT 〕 GOT3 日OO
FL目〔；二Vユ昌1

G8丁日 200

s昌N
RETuRN

中ヰ1 目PCNTRPCκ工NO  中中

CON1一工NuE
c宮仁‘1

IFt C．E團．0 〕 RETuRN

は＝CS（C〕

IF（ FLPO（）〕．Nε．口 ）

中ホ  CONSTRuCTIl、旧

丁＝cI‘v）一工

C目NTINuE
T呈丁÷l

x昌cβ（τ〕

IF（ X．EQ・O ） G日丁8
IF（ C目1ヨ（丁）．NE．O 〕

TT＝目P（X〕

葛（TT）＝τ

C目B（T〕＝V
暮戸（X〕…τT＋工

6日丁日350

GOT日‘O口

L工ST B士．〕  ＃｝

500
GOT目 ＝；冒O

）宮三
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618口。
E2DOC
E1ユOC
冒120
冒三ユO

筍皇40

E2コロ

6260
島170
E星8口

舌2a0
6300
冒；工。

菖：≡2目

昌330
后34口

63ヨ。

后360
ε：；70

ε380
后3so
島ム00

54i0
6420
E4；口

644D［
6450
昌ムεo

邑470
64宮。
冒4コロ

ε50口。

8510

400

420

4ヨ0

470

4目。

ヨ。o

｝中  UN目LOCκ工N6 THE 1ヨL日C沃ED（ ST目TE（．1一＝ユ

C日NTINuE
D＝1

C日NTINUE
日S（D）＝V

ST伺TE（V）＝O
CONTINUE
TT宝眉P（））

IF（ τT．E塵1BI（V〕 ）
丁丁昌TT‘1

目P（V）＝TT
T＝眉（TT〕

ヌ＝CP目（1一）

C自目（T〕冒O

IF（ ST昌τE（X）．EQ，O

D＝D＋1
V＝X

G日T0420
C日NTINuE
D＝D一ユ

IF｛ D．E邊．O 〕 G日了日

）岩BS（D）

G日丁8 450

C日NTINuE
FL目Oく“〕＝ユ

CONT互NuE
v＝目

GOTO 1OO

END

C日丁8 470

） 竈OT0 450

4…lo

） VERTICES  中中

【サブルーチン L P】

ε520C
百5：；oc

E54ooホヰ1中：ホ＃1｛：中中＃｝ホ中中中中中中中中ヰ1中出中中中中ヰ1山中ホ中打中ヰ1中社；“・中沽ヰ1中中中中1｛：中中ヰ1中ホ中井＃1：十・＃1＃峠中ヰ1オ11｛ll“非ホ中中＃中ホ井＝甲申中卦＝

日550     Su目R日uTINE LPく固，N，ρ1目。C，IR自NGE．  NN…≡，目目S．ZB目R〕
E5EOC
邑570      D工”ENS五〇N 昌（430．45口〕，眉（430〕，C｛45ロニ；，暮冒｛430〕，目S口（4ユO），眉目S（4；O）

E5SO     DI同ENSION NSt45口），N州S（4ヨO〕，CS（4501〕，ISEE8｛（王00〕
E5目O     CO固同ON ／TI固E月ノ ITBユ，工丁居2
目E置。c

盲E1O      口目LL FP員RρN－1ユ。i；皇〕

昌昌20      C邊LL L目N口IO（盲、i31〕

筍E300
5目40      CρLL CFTI同E｛工冒丁ρRTlヨ
ε目5口〔

言昌昌OC    中中    IN互TI員LIZqTエON    ・十斗1
日昌7口〔：

盲ε冒日

目后昌口

盲700
言7工O

言720
67ユO
后740
高7言。

S7E0
書77口

ε7冨OC
筍7ヨOC
島8ロロC

E昌10C
盲暑20c
冒冒二〇C

ε目4oc

ε850C

ユO

40

富ヨ。

宮40

島コロ

D日 ；O 工＝ユ，N

CS（工）宮O．O

NNSilLl＝O
CONTユNuE
D0 40  1＝工，固

目S｛工）＝0．O

】≡…居s（I〕＝o．0

1≡lSO（I）≡眉（I）

CONT工NuE
工C日uNT＝O

 はRITE ｛ε，830〕（I，I＝1，N）

 F日RhnT（ノ／5X，1’ORIGIN目L  戸R日垣LE［一I／／

き    弘一一冊JE川）E舳｛CTION’一・ハ130X，川醐、・1ヌ‘＝ll，I二，ll〕
 目RITE（ε、冨40〕．1O（I二〕、I＝工。N〕

F己R舳川7貰・一1F＝’’・ユOX・10（1X・F冒川バ；OX，10（三X，F8．i）ハ）
 はR互TE（6，宮50）

 FOR固ρT（／5X。一一C8NSTR目INT EOu目TI日NSII／〕

一一

@） 〕 ll
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6宮εOC
后富70C

68冒OC
昌昌冒OC

百ヨOOC

后810C
6目20c
日830
E840
ε目5口

筍ヨ呂0

6a70
日880
E呂s0
7000
7口10C
7020
70ユO［
7D40C
7050［
7口呂0
7070
70S0
7080
710口
7110C
7工20C
71苫0C
7140C
7150C
7ユ5口C
7工7口C
7工冒OC

719口C
71OOC
7量10C
72200
72書0
724口
71コロC

72E口
？！70

72昌0
7是昌0
7＝≡O0

7；10
7二20
7；：；0

7；40
7ヨ5D
7言ε口

7；70
7著80C
7；ヨOC
7400
741口C
742口
743口
7440
7450C
74ε口C

747口仁
74宮0
ア4…l0

7ヨO口

7510
7520
7ヨ：三0

7540
7日50
7560C
7570
7ヨSO

富60
 70

80
目。

工OO

4E0

400
440

450

目30

8ε0
870

1ヨ0

420

D日 70 一＝1．H

阯RITE ｛百1S60）
F日R同日丁 ｛冒X．IIO

C日NTINuE

｝｝    FOR

I、月（工），｛目（工，J），J＝1，N）

｛＝ G（一■，工3，I一〕昌I．，ii（2X，F8．1）／（；OX，11（2X，F8．1）／）■）

C ｝＝ O ｛巾

D日 目0 J＝i，N

CS（J〕＝C（J〕
工F （C（J〕．GT．O．O二 G日 1－0 a口

C（J）＝一C（J〕

D0 宮口 I＝工，H

百（三）＝B｛I）十目（I，J〕

目（I．J〕宣一目（ユ1J）

C日NTINUE

工目＝o

中中     ZB目R 一 SETTINO

Z目目R＝O－O

D0 工OD J昌工，N
工F（ CS工J）．CT．O．O ）

Z目目R冒ZBPR＋C（J）
C日1，ITINUE

S70
  岳

14o

串串

｝出

G日T0 10口

“RITE （6，呂70〕（I，I；1，N）

F日見固目下｛／／5X，lI同日DIFIED  PR日BLE同

        ≡iヌ。1■8BJECTIVE FuNOTIONl一
“RITE（后，S40）（C〔工〕 ，I＝1．N〕

はRITE（6，S50）
D日 140 I昌i，固
はRITE （ε，宮6口） I，B（I〕，（自（工，J〕，J白1

CONτINuE

IFL；・1
L＝N

SE目RCHING

 F日R  TトlIS 日L00RITH同■一ノノ

／（ 30X，lO（3X，・lX｛1I，I；，1一〕 1一 ） ） 〕

N〕

INITI員L V目Ri纈目LE TO BE

D日 400 I＝1，N
IF（ ［S（L）．LE．0．O j 60丁目 440

L＝L－1
IF｛ L．…Q．口 ） GOτO …1昌O

CONTINし1E
D日 450 J＝i。同
月1昌BSO‘J〕一員（J，L〕

IF11 目1．OE．O．O 1， G日丁3 4ヨO

L＝L－1
IF（ L．E口．O 〕 O日了日 …1后口

○日了日 4εO

CONTINUE
はRITE（6，昌；口）L
FOR同ρT（／5X，■lINITIPL  L ＝■I．I……／〕

GOTO “O

はRITEt后，870〕
F8R同日丁‘／5X，・lFEρSI1ヨLE

日日丁目 1冒O

葛巨負R［H工N口

工F｛： 工FL．NE．一里 1，

IFL＝O
DO ム量0 I昌1，N

IF（ NNS（王）．NE．O

IFL＝工FL＋1
ISEEκ｛IFL）＝I
［＝ONTINUE

IFLO＝IFL

CPLL ［：PTI同E（IT口）

工目2；IT0－ISTPRT

FIXED   ホ中

S日LuTION  王S N日T  F8UND一一 〕

OTトlE貝

○日了日4；口

）＾貝五目目LES T巴 BE FIXED

〕 G日丁臼 4量O

中中
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75ヨ。c

7EO口C
7ε10C
7E20
7E30
7目4D
7目50
7εε0

7日70
7ε富0

7后日0

7700
7710
7720
7730
7740
7750
77ε口
7770
77S0
7780
？暮。0

7昌1口

？宮10

7冒30
7840
7850
7昌ε0

7冒70
7昌S0
7審雪0

7800
7目10
7目1口

7昌；ロ

ブ目＾o

？目5口

7昌昌口

7目70
7目80
フ目ヨ。

昌000
80i0
冨020C
冒Oユ0C
8040C
昌050［
昌O筍0

宮070
富080
80目O
昌100

8H口C
昌11oc
帥30
si4o
富150
S1昼OC
S170
81SO
s1so
宮200
82io
書1三日

冒呈20

呂130
書14oc
冒呈50

書2言日

暮170
審三冒0

430

470
410
ユεo

ユ70

iSO

1目0

星00
210

220

！40

250

呈昌0

2ヨ0

270

88富

18口

二10

書10
；口0

中ホ    仁目LCし1L目TING    中■l

C偉LL C戸TI同E（IT口）
L昌工SEEH（IFL〕
IF11 CS（L〕。OT，O．O．〕 G日τ日 270

D巳 470 J；ユ，固

Bユ＝BSO（J）一目｛J，L）

IF（ 日i．Lτ．O．O 〕 G日了日 270

C巳NTINUE
1〕O 1・60 I呂1，N

NS（I）；O
D日 170 J＝1，罰
BS（J）≡BSO（J）

ZS＝OlO
D巳 1SO J＝1，H
目S｛J〕＝目S（J）一目くJ，L）

NS〔L〕呈L
D0 220 I＝1，N
！N＝N＋1－I

IF（ IN．EQ．L ） GOT日 220
1F（ CS｛IN〕．OT．O．O 〕 6日了日 2呈O

DO 1目0 J＝ユ，同

Ji＝J
居S‘J）＝目S（J）一目｛J，王～）

IF（ 日S（J〕．LT．O．O ） 68T0 200

C日NTINuE
NS（IN）＝IN
08丁目120
D9 210 JJ＝ユ，Ji
冒S（JJ〕＝目S（JJ〕十日（jJ，工N）

ZS＝ZS＋C（IN）
工F｛二 ZS．GT．Z萱＾R 〕 03T0 270

C日NTINuE
D巳 三4口 I＝1，N

IF‘l NS（I）．NE．NNS’二I〕 ） O冒TO！5口
CONTINuE
Oθ丁目三70
ZB目貝＝ZS
DO 1εロ エ昌ユ。N

NNS（I）＝NS（I）

D日2801＝ユ川
B目S（工11：昌S（互11

      NRITE（ε、8ユエ） ZB目R．IFし

  ヨi1 FORM目下（／5X．11ZS   ＝■㌧Fユ4．富 ，I15／〕

      HR王TE（昌。日20〕 （NS（I），I：工。N）

  820 F巳RH倶丁（2X，4013）
工FL＝工FL一ユ

lCOuNT＝ICOuNT＋1
IF（ IFL．E口．一里 〕 6日丁巳 15口

C目LL CPTI固E（IT工）
I目＝IB＋ユT工一ITO

はRITE工8，88冒〕 ITi－I了O
FOR同日τ｛ 5X，I，S日L）正NO  Ll P．        CPu ＝’一，王工5，11  同

工F（ IFL．EQ．IFLO一1RρNεE ） 60丁目 2宮O
工F｛l IFL．EQ一口 1〕 O日丁目 2呂口

OBT臼 ユヨO

D日 300 j＝ユ，N
IF （CS（J二，．臼丁、口．口〕 CO T巴 ；OO

［（J）＝一C‘＝J〕

DO 二10 ユ＝1，同

日U，Jll：、｝1I．J）

BU）：帥工1ト目（I，J〕

垣（I）＝B｛I）一〇（I，J）

C日NT王制uE

I盲＝I昌／（IC日uNT一ユ〕

C員LL 口PT工同E（工了日2〕

工丁盲1＝ITB1一五ST員RT

ユTBi＝I目2＋IB中IFLO

SE［一リ
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冒290C
冒；OOC

書310仁 目10
ビニ！oこ

ε；30〔

富；40
宕ヨコ。

HR工TE‘．；，目1口） Z目目R

FOR同qT（／5買，…Z目＾R ’．一1Fi；．暑！〕

はRITE（ε，目1O1一 〔NNS‘互），I＝1．N〕

RETLlR則
END
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