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Abstract

We investigate the Cauchy problem for second order hyperlejuations of
complete form, and we prove an extension of a classical trefulOleinik [10]
concerning the well-posedness for equations in which asergbthe terms with
mixed time-space derivatives. Then, in space dimension1, we compare our
results with those in [8] for equations with analytic coeffits, and those of [7]
and [11] for homogeneous equations with coefficients deipgnanly either ont or
on Xx.

Moreover we exhibit, in space dimensior> 2, an equation of the form

Uyt — Z(aij(tv X)ux; )x, =0, with Zanfiéj >0,

ij=1

where the coefficients are analytic functions, for which Bauchy problem is
ill-posed.

Finally, we present a sufficient condition for the well-pdsess of2 x 2 systems.

Introduction

We consider the Cauchy problem

L u= f(t, x),
) {u<o, X) = Uo(X), (0, X) = Us(x)

where L is a differential, second order operator which wetenin variational form

n n n
(2 Lu=ug— Y (@)t x)ux)x + Y _[(biux ) + (U] + cu + Y diuy +eu
i,j=1 i=1 i=1
With no loss of generality, we can assume that= a;;. Note that the polynomial

©) P(t, X, 7, £) = cft, )T + ) di(t, X

i=1

2000 Mathematics Subject Classification. 35L15.



740 M. D’ABBICCO

is the sub-principal symbobf L. We can also write L in the non variational form

n n n
@) Lu=ug— ) @l +2) bty +(C+c)u + Y (di +d)uy +eu,

ij=1 i=1 i=1

wherec® = Y, d b and df = by — 37, 9y aj.
Trough this paper, all the coefficients of L are assumed toebévaluedC> func-
tions, bounded together with all their derivatives in thepst

Gr :=[0, T] x R",

i.e. which belong to the clas8>*(Gr, R).

We say that (1) isvell-posed(in C*°) when, for eactx € R", there is some nbd/
of (0,X) in Gt such that there is a unique solutione C*°(V) for all ug, uy € C*(R")
and all f € C*(Gr). If, moreover, we can tak& = Gr, then we say that (1) is
globally well-posed

A necessary conditioffior the well-posedness is theyperbolicity of the operator
L, which means that, for alf = (&1, ..., &) € R",

n 2 n
©) <Z bi(hx)éi) + Y aj(t, XEE > 0.
i=1

ij=1

However, such a condition is far to bmufficient Thus, we look for some additional
conditions which can ensure the well-posedness of (1).

A very simple condition was found in 1970 by @&, limited to the operators L
which do not contain terms with mixed derivatives)y , i.e. of the form

(6) Lu=uw — Y (@t X)ux)x +C(t, X)ue + > di(t, X)uy, +eft, X)u.
ij=1 i=1

In the following we shall refer to the operators of type (6)tashe incompleteoper-
ators.

Theorem (O.A. Olenik, [10]). The Cauchy problem for any hyperbolic operator
of type (6) is globally well-posed if there exist two positive conssa@t A for which

n 2 n n
(7) t|:Zdi(t,X)5;'i:| SC{AZau(t,X)Siéj+28tau(t,><)éisj :
i=1 i,j=1 i,j=1

We notice that (7) is fulfilled whenever tt’s vanish identically and the;;’s are not
depending ort.



WELL-POSEDNESS FORSECOND ORDER EQUATIONS 741

In order to extend this theorem to any operator of type (2)pecial role is played
by the operators such that for each paij € {1,..., n}, one at least of the following
alternatives holds:

(8) either by =0 or od,b; =0.

The condition (8) means that each one of the coefficibpts x) is depending, besides
the variablet, only on those spatial variableg for which b, = 0. In particular (8)
holds true whenever all thb; = b;(t) are depending only oh. If n =1, (8) simply
means thab = b(t). If n=2, (8) holds true only in the following cases:

e whenb; = b]_(t, X]_) andb, =0,

e whenb; =0 andb, = bz(t, Xl),

e whenb; = by(t) and b, = by(t).

Finally, we put

Ajj =bbj+a; (,j=1,...,n),
so that the condition of hyperbolicity (5) reads
n
©) Z Ajj (t, X)& & = 0.
i,j=1

Theorem 1. We distinguish two cases
e For any hyperbolic operator of typ€?) satisfying the conditior(8), the Cauchy
problem is globally well-posed,ifor some constants CA > 0, one has

n 2
(10) t|:Z(di - Ch)Si:| < Coa(t, X, §),
i=1
where
(12) Pp= {AA” + A+ (b, Ajj — 2Aih8xhbj)}€i$j-
i,j=1 h=1

e In absence of the conditio(8), i.e. for a hyperbolic operator of the general type
(2), in order to get the well-posedness we must repldd® with the stronger condition

i=1

n 2
12) t[ |:Z(di - cn)a} +p(t, X, é)} < CPa(t, X, §),
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where

p= Z Aii (t, )2

i=1

Moreover the well-posedness is no longer glopal general

In the special case of operators of type (6), the conditignig&rivially fulfiled and
our condition (10) coincides with the Giek’'s condition (7), since we have

Ajj=a; (,j=1,...,n).

REMARK 1. If the sub-principal symbol $in (3) vanishes identically then our
condition (10) (resp. (12)) reduces to:

0< ®p (resp.p < Cdy).

In this case the operator (2) can be written in the simplemfor

(13) Lu=elt,)u— Y (ajt X)ux)x.,

i,j=0
where we used the notatiog =t and we put
aOO:_1! aiO:_bi:aOi (I:llln)

REMARK 2. If the leading coefficientsy;’s and by’s are not depending o,
then (8) holds true and

n n
Pa =AY ADEE + Y A (DEE.
i,j=1 i,j=1
In the one dimensional case, i.e. for the operator
(14) Lu =uy — (auy)x + [(buy): + (bur)x] + cu + duy + eu,
with
A(t, x) = (b(t, x))?> +a(t, x) > 0,

our condition (12) takes a much simpler form:



WELL-POSEDNESS FORSECOND ORDER EQUATIONS 743

Corollary 1. Let n=1. The Cauchy problem for a hyperbolic operator of the
general type(14) is well-posed if for some constants CA > 0:

(15) t(d — ch)? < C{AA + Ay + bA,).
Moreover when b= b(t) the well-posedness is global
In particular, the homogeneous operator:

(16) L=1Ly:= 92 —a(t, x)d2 + 20(t, X)d;dx,

can be written in the form (14) with:
7 c=—c = —bh,
(18) d=—d"=—b +a,.

In such a case our condition (15), i.e.
t(—by +ac +bb)? < C{AA + Ar +bAy),
reduces to:
(19) t(b +bbe)? < C'{AA + A¢ +bA).
Indeed, we can apply the estimate
A2 < C'A,
for some constan€” > 0, thanks to the following well-known result:

Lemma 1 (Glaeser’s inequality [5]). If f € B2(R,R), f(x) > 0, then the follow-
ing holds true

(20) (f'(0) < Suﬂgl f'WIf(x) < Cf(x),
ye

for any xe R and for some constant & 0 not depending on X

In particular, the Onik's condition (7) for theincompletehomogeneous operator,
that is

(21) L =92 —a(t, x)a2,
becomes

0< Aa+y.
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As a matter of fact, to prove Theorem 1 we use a local changeuddhles, leav-
ing the linest = constinvariant, that transforms an operator L of the type (2) iato
incompleteoperator of the type (6), to which we apply the Wi&’s theorem. The new
space variables

yi=g(t,x) (=1,...,n)

are implicitly defined as the (unique) solution of the Caughgblem:

(22) =

n
(at +> by(t, X)dy |ai(t, x) =0,
9i (0, X) = xi,
In particular, if L satisfies (8) this change of variables isbgl and explicit.

Plan of the work. For the reader’s convenience, §i we give a direct proof of
the Corollary 1 while§2 is devoted to the proof of Theorem 1.

In §3 we assume that the coefficients of L are analytic (at theirgrigVe recall
the result of Nishitani [8] in space dimension= 1, and we compare it with our Corol-
lary 1. In particular, the Nishitani’s Theorem states thi&tthe sub-principal symbol
is identically zero, then the Cauchy problem (1) for L is watised (at the origin). It
is well-known that in space dimension> 2 there exists some operators with analytic
coefficients andsub-principal symbokero for which the Cauchy problem is ill-posed.
However, one could ask if the Cauchy problem for ianompleteoperator with ana-
Iytic coefficients is always well-posed. We prove that thesveer to this question is
negative by exhibiting a counter-example.

In §4 we consider th&omplete operatoin space dimensiom = 1 with the addi-
tional hypothesis:

(23) b?(t, X) < CA(t, X).

In particular, Spagnolo and Taglialatela [11] proved tH8)(is a sufficient condi-
tion for the well-posedness of the Cauchy problem for the dgeneous operator with
coefficients not depending an We show that in this case our condition (12) is more
general than (23). Moreover, we present a corollary of Theolethat extends the
result in [11] to space dimensiam> 2.

In §5 we present a sufficient condition for the well-posednesg »f2 systems in
space dimensiom = 1. Again, the proof relies on a change of variables.
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1. Proof of Corollary 1

First of all, we notice that Corollary 1 can be easily deriiedm Theorem 1.
Indeed, in space dimensian= 1, condition (10) and (12) become:

(24) t(d — ch)?e2 < CPa(t, X, &),
(25) t{(d — ch)? + A}E2 < CPA(t, X, &),
where

(26) ®a = {AA + Ay +bA, — 2b, A)E2.

Both conditions (24) and (25) are trivially equivalent tcb)1Indeed, we have:
2|bx|A < 2|bxllecA < C'A.

Now we give a direct proof of Corollary 1.
For the sake of brevity and the ease of reading, we introdueefdllowing:

NoOTATION. We write f < g to mean that there is some constéht- 0 such that
(27) f(t, x) < Cg(t, x).
We write f ~ g to mean thatf < g andg < f.

The Cauchy problem (22) in space dimensior 1 becomes:

(3 +Db(t, x)3,)g(t, x) =0,

(28) {9(0, X) =X,

that is trivially well-posed. Leg € C*(U, R) be the (unique) solution of (28) in some
nbd. U of the initial line {t =0} in Gr.
We define the vector-valued function:

G:=(m0,9): (t,x) €U > (s, y) = (t, g(t, X)) € Gr,

where g is the projection on the time-axis. We remark thlig{0, -) = 1, hence we
can take a nbdy c U of {t =0}, such that

(29)

NI

< ok(t, xX) < 2.

Consequently

G:V—>W:=¢g(V)
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is a smooth change of variables, since:

1 0
detV, = det = Q.
t,xg < gt gx ) gx

Let H = (79, h): W — V be the inverse ofj.
For the sake of simplicity, we introduce the following natat

NOTATION. For any functionu = u(t, X) or v = v(s, y) we define:

(s, y) :=uoH(s, y),
o(t, X) ;= v o G(t, X).

We can write explicity some relations betwegnand h. Indeedh o G(t, x) = X,
hence we have:

(30) 0= (hoG) = hs(mo) + hyg = hs + hyg,
(31) 1=(hoG) = F13(7T0)x + F‘ygx = I’:]ygx-

From (31) we get:
(32) hy=— o™,

hence
1
5= hy(s, y) <2

in W thanks to (29). On the other hand, thanks to (30) and usiny 428 (32) we
obtain

(33) hS:—chy:—%oH:boH.

X

Therefore the functiorh solves the following Cauchy problem W:

dsh(s, y) — b(s, h(s, y)) = 0,
(34 {h(O, y)=Y.

REMARK 3. If (8) holds true, that is ib = b(t), then we can write explicitly the
solution g(t, x) to (28):

t
(35) y:g(t,x):x—/O b(z) dr.
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We notice thatgy = 1, hence (29) is trivially satisfied if5.
Therefore we can tak¥ = Gt andW = G(Gt) = Gt. For any 6, y) € Gt we can
write explicitly:

(36) h(s,y) i =x=y+ /OS b(c) do.

Lemma 2. LetL be a complete operator of typ@). Therefore
(37) Lu=[L"uoH)] oG
in V, where
LM (s, y, s, NIV = vgs — (AHvy)y +cMyg + dey + ey,
is an incomplete operator with
AM(s, y) = [gFA] o H(s, Y),
cr(s, y) = [c+by] o H(S, Y),
d’(s, y) :=[(d — cb+ gxx(hy 0 G)A)gi] o H(s, Y),
e’(s, y) ;= eoH(s, y).
We remark that the coefficients of"belong toC>®(W, R).
Proof. We immediately obtain, for any functione C*°(W, R), that:

8{{) = i}S + gtf)y = ﬁs - ngi\)y,

IxV = Oxy,
hence
370 + 3y (bdyd) = 3 Ds — 3 (b Dy) + (DG Dy)
= 0yUs = Dss — bOy sy,
whereas

0 (b0 D) — 0x(adyD) = 0x(DDs) — Ix(b*GuDy) — Ox(aGxDy)
= dx(bds) — dx(AgkDy)
= by s + bgx sy — dx(AQGxDy)-
We have that:
Ox(AGcDy) = A[(ABxvy) 0 G] = Ge[(AGxvy)y 0 G]
= [(GxAGuvy)y] 0 G — [(3,8x)A8xvy] 0 G
= [(giﬁvy)y] oG — [hygxxﬁngy] oG,
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thus we get:
3D + 3:(D0x D) + 0x (DB D) — 0x(adxD) = Vss + by Ds — Ix(AQxDy).
Analogously we have
CotD + doxd = Cis + (d — ch)gu Dy,
hence we get
LvoG)=(L"v)0g,
that is (37) withu :=v o G. 0

REMARK 4. If the condition (8) holds true then we can write expligitl
A™(s, y) = A(s, h(s, y)),
(s, y) = c(s, h(s, y)),
d’(s, y) = d(s, h(s, y)) — c(s, h(s, y))b(s),
e’!(s, y) = &(s, h(s, y)),

sincegy = 1 and gyx = 0 (see Remark 3). We remark thaf’Lhas coefficients in
B>(Gt, R).

Direct Proof of Corollary 1. In order to apply the Giék’s theorem to the trans-
formed operator If, we prove the Olmik’s condition (7), that is:

(38) s(d™)? < AAT +9sA™,

in W = G(V). Thanks to (34) we can develop the last term in the righdhaie
of (38):
(3A7) 0 G = 3(gZA) + bok(g7A)
= g2(A¢ + bAy) + 205 A(Gix + b0xx)
= gZ(A¢ +bA) + 20 Aldx (g + bg) — bxgy]
= g2(A + bA, — 2ADy).

(39)

Now we compose (38) on the right-hand wi¢hand we replace the coefficients
of L™ with their explicit expressions, thus (38) becomes:

(40) t[(d — cb+ gyx(hy 0 G)A)gx]% < (AA + A¢ +bA, — 2Aby)g2.
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Thanks to (29), we can divide both the left-hand term and ihlet-hand term of (40)
by g2. We can estimate

(Gxx(hy 0 G)AY> S A and 2by|A < A,

hence (40) is equivalent to our condition (15).

Hence we have proved the @k’s condition (7) for the operator It in W. Now
we distinguish two cases.

If the condition (8) holds true then we také = Gy = W and (7) holds globally
for L™. We apply the Olmik’s theorem: there exists a unique global solutiorof
the Cauchy problem for It. Thereforeu := v o G is the unique global solution of the
Cauchy problem (1) for the operator L and this concludes tio®fp

Now we prove the local well-posedness in absence of the tiond{8). We fix
arbitrarily X € R and we prove the well-posedness of (1) atXP,for L. We take
T, € (0, T] and e > 0 in such a way that we have

Wi :=[0, Ti] x B.jp € K :=[0, Ti] x B, C W,

where B, := {|x — X| <r}.

By compactness arguments, the transformed operatér has coefficients in
B>*(K,R) hence we can extend the coefficients df from B>(K,R) to B>(Gr,,R).
We take¢ € B¥(R, R;) in such a way that:

¢|B€/2 EO, ¢|GT1\EEC+11

whereC is a suitable positive constant such thef* > —C in Gy, (we notice that the
extended operator’& may be no longer hyperbolic it,). Now the operator

Muov:i=LHy— (d(Y)vy)y

satisfies (7) inGr,, hence we can apply the (ek’s theorem to M.

We have a (unique) solution € C*°(G+,, R) of the Cauchy problem for M irG+,;
in particular, v is the (unique) solution of the Cauchy problem fd¥ in Wy. Therefore
u:=vo G is the unigue solution of the Cauchy problem (1) for L VA := H(W),
nbd. of (0,X). This concludes the proof. ]

2. Proof of Theorem 1

Through this section we assume space dimensign2. For the sake of brevity
and the ease of reading, we introduce the following notation



750 M. D’ABBICCO

NOTATION. For any {, x, §) € Gr x R", we put:

(41) at, x, §) := _ilaj(t, X)§i&;,
=

(42) Alt, x, §) = _il Ajj (t, X)&ij,
=

(43) b(t, x, &) ::ébi (t, )&,

(44) d(t, x, &) = Xn:di (t, )&

i=1

Moreover, we define:

y(t, X, ) = Z Mj(t, X)gifj, with Yij = —ZZ Aikaxkbj.

ij=1 k=1

NOTATION. We write f < g to mean that there is some const&ht- O such that
we have:

(45) f(t, x, &) < Cg(t, x, §).
We write f ~ g to mean thatf <gandg < f.

With this notation, our conditions (10) and (12) become:
(46) t(d - ch)® < P,
(47) t((d —cb)?+p) < Pa.

NOTATION. We write b(t, X) to mean the vector-valued function
(48) b = (b)i=1,..n: Gt — R",
and similarly we defined(t, x).
With this notation we have:
b(t, x, £) =b(t, x)- &, and d(t, x, &) =d(t, x) - &,
where - denotes the scalar product R'. Moreover, (11) reads:

(49) Da=AA+ A +bh- VyA +y.
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As in §1, let
g:t,x)eVe—yeR (i=1,...,n),

be the the uniqu&™ solution of the Cauchy problem (22) W, nbd. of {t = 0}.
We put

G = (70, 9), Wwhere g=(g)i=1,.n-
We can takeV in a such way that:

(50) i\r/n‘detVXg(t, x) > 0,

since V¢g(0, -) = I. Consequently
G:V —> W:=g(V),
is a smooth change of variables. Let
H = (7o, h): W —V, where h=(h)iz1__n,

be the inverse ofj.
Proceeding as in Lemma 2 we get (37) where now

n n
L*(s, y, ds, Vy)v = vss — Z(A?;‘vyj)yi +cMyg + Z diHvyi +e'ty,
ij=1 i=1

is anincompleteoperator with

Alf(s y) = | D (04,8 A (9 gj)} o H(s, Y),

k,1=1

k=1

(s y) = e+ Y axkbk} o H(S. Y),

d’(s,y) = | D_((ck —cb) + rk))(Bngi):| o H(s, Y),

L =1
e'(s, y):=eoH(s, ),

and

n

Mty X) = > (B 0, Gg) (B, Np)) At X).
l,p,q=1
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Moreover the vector-valued functidm solves inW the Cauchy problem:

dsh(s, y) = b(s, h(s, y)),
1) {h(O, y)=Y.

Proposition 1. If L satisfies the conditioif8) then we can write explicitly
(52) g(t,x):x—/ot b(z, x)dz, (t, x) € Gr,
(59 sy =y+ [ bl y)do, 6.3 €Gr.
In particular, (50) holds trivially true since we have
(54) detV,g = 1.

Moreover we can write

(55) Alf(s,y) = | bibj + ) (3%.8)aw (3 gj)} o H(s, y),
k,1=1
(56) (s, y) =coH(s, y),
(57) d™(s, ) = | D dk(dxai) — Ch] o H(s, y)-
L k=1

We remark that the coefficients ofare inB>(Gr, R), sinceVyxg € B®(Gt, Mqy(R)).

Proof. Condition (8) implies immediately (56).

It is easy to check that each functign solves the Cauchy problem (22). Indeed,
by (8) we have:

n t n
00 (t, X) +Z bj (t, X)dx, i (t, X) = —/ Z bj (t, X)dx, bi (z, x) dz = 0.
=1 0 j=1
We can assume with no loss of generality that
b=0 (=1,...,m),
oxb=0 (=m+1,...,n),
for somem € {0,..., n}. We put:

x=,x"), X' =0)i=1,.m X" =(X)izm+1,..n»

y=.Y"), ¥V =Wizteom Y = Mizmttn



WELL-POSEDNESS FORSECOND ORDER EQUATIONS 753

b= (b/’ b”), b’ = (bi)i=1,...,my b” = (bi)i=m+1,...,ny
9=(9.9), 9 =(@)i=t..m 9" =(9)izm+1..n,
h=({,h"), h'=(h; )i=1, ms h” = (hi)izm+1,n-

We remark thaty = 0. We get immediately:

Vyed  Ved I 0
58 V — N N ): t ’
(58) 9 (fog” Vg’ — / Vb'(z, X)dr  lhim
0

that implies trivially (54).
For any {, y) € Gt there existsx € R" such thatg(t, x) = y. Hence, using (52),
we get:

(59) h't,y)=x"=Y.

Now we can use (52) and (59) to have:

t t
(60) h't,y) =x"=y" +/ b"(z, xX)dr =y’ +f b"(z, y') dr.
0 0

This proves (53).
On the other hand, using (52) and (53), we get

n
D B B, Ga(t, X) dy,hp(t, y)
g=1

n
= Z 3y 9%, 9q(t, X) dy, Yp
g=1
=0y 0x,Op(t, X) =0x1=0 (p=1,....,m I =1,...,n),
and

n
D B B, Gat, X) dy,hp(t, ¥)
a=1

n
= Z axl (aprq - 0) athp(t, y)
1

q:
=01 dy,hp(t,y)=0 (p=m+1,...,n I=1,...,n).
This proves that:

n

re=0(k=1,...,n), hence d’*= |:Z(dk - ch<)(8xkgi)i| oH.

k=1
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We notice that:

n n t
> b(@9) =) (bkaxkxi — by / 8xkbi> =b,
k=1 k=1 0

thanks to (8). Hence we have proved (57). By the same way weepEbh). ]

Proof of Theorem 1. By the same arguments useglinwe get:
n n
CONDEYE Z(axkgi)(atAkl + > Bindy, Ak + Vkl>(8x| 9)-
k=1 m=1

We put:

m= Y ()& (k=1,...,n),

i=1
for any & € R". We remark that for anyt(x) € V the linear map
£ eR" > 1= (Vxg(t, X)) - & €R",
is bijective, thanks to (50). Therefore the i’s condition (7) for L’ is verified if:
(61) t(d—cb+r)> S AA+ A +b-VyA +y,
wherer (t, x, &) == >, ri(t, X)&.
If the condition (8) holds true, then= 0 hence (61) reduces to our condition (10).

On the other hand, in absence of the condition (8) we can pitoaer? < p.
By the positivity of A it follows that:

0< A(t, X, Ag + &) = A2A;(t, X) + 2L Ap(t, X) + Ar(t, ) (I, k=1,...,n),
for any A € R, hence:
(62) (A (t, X))2 < Ap(t, X)Ak(t, x) (,k=1,...,n).

Thanks to (62), we can estimate:

(63) ri(t, x) S ) At x) < (Z Ant, x)) Ark(t, X) < Aelt, X) (k=1,...,n).

1=1 =1

Using (63) we have:

(r(t, %, £)* S D ret, )& £ Y Aty XE = p(t, X, ).

k=1 k=1



WELL-POSEDNESS FORSECOND ORDER EQUATIONS 755

Therefore (61) reduces to our condition (12).
The conclusion of the proof is the same as in Corollary 1. ]

Our condition (12) is far to be equivalent to (61), but thet lae does contain
the termr(t, x, &) that depends explicitly on the solution of (22). On the othand,
under assumption (8), (10) and (61) are equivalent. We cdairob = 0 for some
operator also in absence of the condition (8). In these ¢cazexlition (61) reduces to
our condition (10).

ExamPLE 1. Let L be some operator of type (2) with= x. Therefore:
gt,x)=xe' (=1,...,n),
solves the Cauchy problem (22). Moreover, we have that:
hi(s,y)=ye (i=1,...,n).

The condition (8) is not satisfied. Nevertheless, it is e@sydtice thatr = 0 and
we can write explicitly the coefficients of’t:

All(s, y) = Aij(s, Y& = vy +ai; (s, y&)e ™,
(s, y) =c(s, y&) +n,
d’(s, y) = di (s, y&)e® — yic(s, y€),
e’(s, y) = &(s, Y€).
3. The case of analytic coefficients

Through this section, we assume that the coefficients of Laaedytic (at the ori-
gin). In space dimension =1 we recall the following well-known result.

Lemma (T. Nishitani [8]). Let L be a hyperbolic operator with coefficients in
C“(U, C) where U is a nbdof the origin inR?.

Then we can find another nb¥ of the origin in a such way that the character-
istic roots r; and » of L can be taken continuous in V and analytic in\\{(0, O)}.

Theorem (T. Nishitani [8]). LetL, V andr, 1, be as described in the previous
lemma Assume that there are two constants BA> O such that for any (t, x) € W,
where Wc V is a nbd of the origin and for anyé € R, we have

(64) [PS(t, X, ra(t, X)€, &) < Al{t — 11§, T — ©2}| + BlE(r1 — 2.
Here { f, g} is the Poisson bracket.e.

{f, g} := (0, T0rg+0: T9xQ) — (3 f 0,9+ dx T 3:Q).
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Then the Cauchy probleifi) for L is well-posed inC* (at the origin).

We remark that the assumption of analyticitytimf the coefficients of L is essen-
tial. Indeed there exists an operator

(65) L=92 —a(t)dZ, with a(t) e ([0, T]) a(t) >0,

for which the Cauchy problem is ill-posed [3].
From the results in [6] it follows that, iA(t, X) can be written in the form

(66) A(t, x) = (@t X)W (t, ),
for some integeN € N and some smooth functiond and ¥ satisfying
®(0,0)=0, (0, 0),2x(0,0))#(0,0), ¥(0,0)70,

then (64) is also a necessary condition for the well-posesli@C>°. In particular, if
either A = A(t) or A = A(x) then (66) holds true. On the other hand, in the general
caseA = A(t, x), Nishitani extended (64) to a necessary and sufficientitiondn [9].

In order to compare the Nishitani’s theorem with our Comylla, we re-state (64)
in the following form.

Proposition 2. We define

8(t, X) = %(‘L’l(t, X) — ‘L’z(t, X)),

that is continuous in V and analytic in V{(0, O)}, thanks to the Nishitani’'s lemn{a].
Now the Nishitani’'s conditior{64) is equivalent to

(67) |[d —cb| < |8; + bsy| +5].

We remark thaB?(t, x) = A(t, x).
Proof. We notice that:

b(t, x) = —%(rl(t, X) + 12(t, X)),

hence we can compute:
{t =1, T =12} ={t — (6 —b)§, T +(§ +b)&}
= ((6 +b)i& — (8 — b)( + b)x&)

— (=(8 = b)e§ — (5 +b)(8 — b)x§)
= 26 (8 + bdx — byd),
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By estimating|bsd| < |6], we obtain:
Al{t — &, T — ©&}| + Bl&(t1 — 12)| & |§|(A'|8] + |8t + Ddx]).
In order to conclude our proof, it is sufficient to notice that
IP*(t, X, ma&, &) = |&] |d +¢(8 — b)| < |&1(|d —cbl +|c8]) < [§](Id —cbl +18]). [

Proposition 3. If A = A(t) is depending only on t and belongs@6((—T,T),RR)
for some T> 0, then our condition(15) is locally equivalent ta67).

In particular, Proposition 3 proves that (15) is a necessay sufficient condition
for the well-posedness, provided that the coefficients amedding only on the time
variable and are analytic at the origin.

Proof. If L is strictly hyperbolic, that isA(0) > O, then both (15) and (67) hold
locally true, hence we can assumg0) = 0 in the following.

Thanks to the positive analyticity ok(t) we can write for some integesr > 1.

A(t) = ot + O™,  with gy > 0,

near to the origin. Hence (15) is locally equivalent to
(68) t(d — ch)? < t*°1,
whereas (67) is locally equivalent to
(69) |d —cb| < [t“7Y.

We notice that (68) and (69) are both equivalent to

(d — ch)? < 12D,

This concludes the proof. ]

Proposition 4. If the leading coefficients & a(x) and b= b(x) are depending
only on x and belong t&“((—e, ¢), R) for somee > 0, then our condition(15) is
locally equivalent to(67), provided that #0) =b(0) = 0.

In particular, Proposition 4 proves that (15) is a necessay sufficient condition

for the well-posedness of L, provided that the coefficients depending only on the
space variable and are analytic at the origin, and &g} = b(0) = 0.
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Proof of Proposition 4. Thanks to the analyticity of the dwoéfnts, we have
b(x) = O(x) and

A(X) = az X + O(x*™),  with ay > 0,
for some integex € N*. Therefore:
AA +DbA, ~ x%,
in (15) whereas
Ib3x| + 18] ~ x*,
in (67). Consequently both the conditions (15) and (67) acally equivalent to:

(d —ch)? < x*. O

We remark that the Nishitani’s condition (64) holds trilyafrue whenever the sub-
principal symbol vanishes identically. On the other hanohdition (67) for an homo-
geneous operator (16) become:

(70) by + bby| < [ + bdx| + 5],
since we can estimate
[2bby +ax| = |Ax| = 2|86x] < 18]

We notice that (70) does not necessarily hold true: the hemeguscompleteop-
erator

(71) L =92 + 2t dx +t%07

does not satisfy (70). Indednl = 1 whereas the right-hand term vanishes identically,
since A = 0. In facts it is well known that the Cauchy problem (1) for tbpera-
tor (71) is ill-posed. Indeed, via the change of variables

s=t, L
y=X— Etz’
the operator (71) is transformed into:
L™ =92 -y,

for which the Cauchy problem is ill-posed.
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On the other hand, (70) trivially holds true for amcompletehomogeneous oper-
ator (21) since the left-hand term vanishes.

In space dimensiom > 2, the Cauchy problem for operators with identically van-
ishing sub-principal symbol is not necessarily well-posdd particular, the Cauchy
problem (1) for thecompleteoperator

(72) L =07 + 200k 0y, + X305, — 0%,

is ill-posed at the origin [1]. We notice that such an opardtas analytic (in facts
polynomial) coefficients and that its sub-principal symisoldentically zero. Moreover,
(72) is homogeneous.

However, one could ask if the Cauchy problem for ianompleteoperator with
analytic coefficients is always well-posed. We prove that dimswer to this question is
negative by exhibiting a counter-example obtained by dpplyhe change of variables
in §2 to (72):

Theorem 2. The Cauchy problenfl) for the incomplete operator
(73) L™ =02 — (y5(1 — y2) + %95, + 250y, 0y, — 05,
is ill-posed at the origin We notice that such an operator has analyic facts poly-
nomial) coefficients and that its sub-principal symbol is identicalera Moreover (73)

is homogeneous

Proof. By applying the change of variables

s=t,
Y1 = X1 — X,
Y2 = X,

to (72), we get the transformed operator (73). Indeed:

ATi(s, y) = [(0x,91)°A11 + (9, 01)*A22] 0 H(s, Y)
=[S~ %) + 7] o H(s, y)
= Y51 - y2) + &%,
AT, ¥) = [(8%,91)(0%,82) A2z © H(S, ¥) = =,
AZN(S, Y) = [(9,92)*Aza] 0 H(s, y) = 1.
Therefore the Cauchy problem for tl@wmpleteoperator (73) and the Cauchy prob-

lem for theincompleteoperator (72) are equivalent: both of them are ill-posedti{at
origin). This concludes the proof. O



760 M. D’ABBICCO

4. On the Mizohata's condition

Let space dimension be=1. We compare our condition (15) with the Mizohata’s
condition (23):

b2(t, x) < A(t, X).
We introduce the following:

DEeFINITION 1. We say thatf (t), smooth, has finite degeneracy (at the origin)
when there is some integere N such that we have

9x £(0) #0.

Theorem (S. Mizohata [7]). We assume that the homogeneous operét6) has
coefficients depending only on ite.

L =82 — a(t)dZ + 2b(t)d, dx.

We also assume thaf{@ =hb(0) = 0 and that 4t) or b(t) has finite degeneracylhere-
fore the Cauchy problenl) is well-posed if and only if. satisfies(23).

The Mizohata’s condition (23) trivially holds true wheneuelis incomplete

REMARK 5. If we assume the Mizohata’s condition (23), then our caoili{15)
for completeoperators (14) in space dimension= 1 reduces to the Oirik’'s con-
dition (7). Indeed, in (15) the left-hand terncb)?> can be easily estimated bgA,
whereas by Glaeser's inequality (20) it follows that:

IbA| < b?+(Ax)? < A.

In particular, if the homogeneousompleteoperator (16) verifies (23), then our
condition (19) reduces to:

(74) t(be(t, X))? < AA(L, X) + A(t, X).

Consequently, the Cauchy problem for an homogenemmpleteoperator with co-
efficients depending only owr, is well-posed, provided Mizohata’s condition (23) be
fulfilled.

REMARK 6. If L is homogeneous and has analytic coefficients dependimly
on t, then our condition (19) and the Nishitani’s condition (&% locally equivalent
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to the Mizohata’s condition (23), provided thaf0) =b(0) = 0. Indeed we have:
b(t) = git' + O™, with 4 #0,
A(t) = ot + Ot**Y),  with ap > 0,

for some integenc, | € N*. Hence (19), (23) and (70) are locally equivalent to ask
that!| > «.

Colombini and Orru [2] proved, under a finite degeneracy magdion, that:
(75) u?+22 < (u—A)? for any pair ofcharacteristic roots i, A,

is a necessary and sufficient condition for the well-posssiref the Cauchy problem
for higher order homogeneous operators WifR([0, T], R) coefficients depending only
on t. If the operator has ordem = 2, then the Colombini-Orrd’s condition (75) is
equivalent to the Mizohata’s condition (23).

On the other hand, Spagnolo and Taglialatela [11] proved (&) is a sufficient
condition for the well-posedness of the Cauchy problem fambgeneous operators of
any order, with coefficients depending only &n

Corollary 1 is more general than Theorem 1.1 in [11] for seeorder homo-
geneous operators. Indeed, in this case the Mizohata's ttamdR23) implies our con-
dition (19), since (74) holds trivially true. However (19pabk not imply (23), as the
following counter-example shows.

EXAMPLE 2. We consider the homogeneous operator
(76) L =92 + 2x%3, 0 + x*(1 — x?)02.
We have B(x))? = x* whereasA(x) = x5 in [—¢, ¢] the Mizohata’s condition (23) does
not hold true. Nevertheless we have the following estimates
Ib(X) Ax(X)] = 6x” < 6ex® = B A(X),
(b(x)bx(x))? = 4x° = 4A(x),
hence our condition (19) holds true.

In space dimensiom > 2, we could consider the following generalization of the
Mizohata’s condition (23):

7 b(t, X, £))° S A(t, X, §),

but such a condition does not ensure the well-posednessedindhe operator (72) ful-
fills (77) but the corresponding Cauchy problem is ill-pog&H The following corol-
lary of Theorem 1 extends Theorem 1.1 in [11] for second omfmrators in space
dimensionn > 2.



762 M. D’ABBICCO
Corollary 2. Assume thakt has coefficients depending only on x and assume that
(78) A%, £) = p(0)AO(x, &), with AO(x, &) ~ |

If L satisfies(77) together with the Olmik’s condition (7) (that reduces to 8 <
A), then the Cauchy problerfl) for L is well-posed Moreover if L satisfies the con-
dition (8) then (1) is globally well-posed

REMARK 7. In space dimensiom = 1, the condition (78) is trivially satisfied.
The operator (72) does not satisfy (78) sintgi(x) = x5 whereasA,, = 1.

Proof. First we prove that
(79) 1A S e(x) (,)=1,...,n).
Indeed we have:
0<Ai(X) = AX, 8) = p(X)AOX, 8) = o(x) (i=1,...,n),
thanks to (78). On the other hand (see (62)):
Aijl < VA Ajj S¢ (i, ]=1,...,n).
Now we can prove thaty| < A. Indeed, thanks to (79) we have that:
n
D AKX 135 by ()] [5&] < 9(X)IEI* ~ AKX, §) (i, j=1,...,n).
k=1
Analogously|b - VxA| < A. Indeed, thanks to (77) and (78) we get:
[0k (X) Ax (X, §)] < 1§17DE(X) + [§]*(Ax (X, §))?
S IE1A(B(X, &))* + A(X, &)
SIEPA(X, &) + A(X, )
~ AKX &) (k=1,...,n).
Here we applied Glaeser’s inequality (20) to

Xk > A(t, X, &),

which is a positive function in3*°(R, R) depending on the space variabig and on
the (2 — 1)-dimensional parametex’( £) wherex’ := (X;);zk. In facts:

(Ax (X, £))* < A(x, &) sup|aZ A(x, &)| S [EPA(X, §).

Xk R
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Analogously, |p| £ A thanks to (79).
Thus our conditions (10) and (12) reduce to

(d —ch)® < A,

which holds true thanks to the Giek’s condition (7) and to the generalized Mizohata's
condition (77). To conclude the proof, we apply Theorem 1. O

5. The 2x 2 first-order systems

Through this section we study the Cauchy problem for the2 Zirst-order systems:

(80) U(0, X) = Uo(x),

{L(t, X, 9, U (L, X) = F(t, X),
in space dimensiom = 1 with

(81) L =18, + A(t, X)dx + B(t, x).
We assume thaf, B € B>*(Gt, M2(R)).

NOTATION. We define:

A1 A ) + < Az —Ap )
A= and A" = ,
( A1 Ax —Ax An

and we notice that
A+ A" =(rA)l, and AA" = (detA)l.
Moreover, we put:

A1 — Ax

1
A= S(A- A= 2
Aoy

We assume that L is hyperbolic, that is:

2
A= <U7A) — detA = —detA4 > 0.

Theorem 3. Assume that there is some constant-A for which

(82) t{(tr(A"B) — (tr B)b) + [ A + bA|?} < P,
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where b:= (1/2) tr A, [[M|| := max j=1,2/M;;| and
(83) Dp = AA + A +bA,.

Hence the Cauchy problei(80) is well-posed inC*.
Moreover if tr A= tr A(t) is not depending on ,xthen (80) is globally well-posed

REMARK 8. If we assume that
(84) (tr A < A,
then our condition (82) reduces to:
(85) HAr(A™B)? + 14 1%) < AA + Ay
Moreover, if A = A(x) then (85) reduces to:
(86) (tr(A*B))? < A.
We remark that (84) and (86) involve only matrices invasant

In order to prove Theorem 3 we recall a result of Ebert [4] thaends the Olaik's
theorem [10] to 2x 2 second-order systems with a scalar principal part.

Theorem (M. Ebert [4]). The Cauchy problem
LU (t, x) = F(t, x),
(87) U (0, x) = Uo(X),
Ut(oa X) = Ul(x)l
for the second-order system

LU = Uy — (A(t, X)Uy)x + C(t, X)Uq + D(t, x)Uy + E(t, X)U,

with coefficients in3*°(Gr, M2(R)), is globally well-posed irC* if there is some con-
stant A> 0 such that

(88) t|D]? < AA + A

Proof of Theorem 3. We put:

1
a:=detA, b:= > trA, c:=trB, d:=tr(A"B),
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and we define
L(t, X, 9, 9x)U = Uy + (bUyx) + (bUp)x + (@Ux)x + cUp +dUy.
We compose L on the left-hand with the operator
NOG, x, 8, 8x) == L*(t, X, &, dx) + AL(t, x),

where

L* =18 + A*dy + BY,
hence we have

NO LU = Uy + 20Uy + aUyy + cU; +dUy
+ (A + ATA)U, + ATU; + ALAU, + EOU
= LU + (AL — by)Up + (A + ATA + ATA — by — a)Uyx + EOU.

By the identitiesAyA* + AA; = ax| and A — bl = A= —(A* — bl), we get:
NOLU =L£U — AU + AU, + EOU.

As in §1 we takeV, nbd. of the initial line, andi = (7o, g), smooth change of
variables onV, such thatN®) L is equivalent to:

(89  (NU L)V = Ves— (A™(s, y)Vy)y + CT(s, y)Vs + D¥(s, y)V, + E7(s, y)V,

where:
AT =[g2A] o H,
C" =[(c—b)l — A o H,
D™ = [(hyguxA +d — cb)l + A, + bA,] o H,
E"=EVoH.
The system

(NOLa)""Vv = [NO L(VoG)]oH,
verifies (88) inW := G(V), since
(90) tll(d — ch)l + (3 +bdyx)AlI> < AA + Ap+DbA,,

holds true thanks to condition (82).
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We compose L on the right-hand with the operator

NO(, X, 8, 8x) == L*(t, X, 8, 8x) — AL(t, X),
thus (here we use agaid = —(A* — bl)):

L NOU = Uy + 2bUpy + aUyy + cUp + dUy — AU + ATU, + EOU
= LU + (Ayx — 2b,)U; — (A +a,)Uy + EOU,

The system (INO)™V verifies (88) inW. Indeed by applying the Glaeser’s inequality
(20) to

(2bb, — ax)z = Ai S A,
it follows that
t]|(d — ax — cb+ 2bb)l — (3; + bdy)AI2 < AA + A¢ + bA,,

holds true thanks to condition (82).

Following the proof of Corollary 1 we can prove that the Caughoblem (87) is
well-posed for both the operatod® L and LN®). Consequently, the Cauchy prob-
lem (80) for L is well-posed. Moreover, if & = tr A(t) then we can tak&/ =Gt =W
and (87) is globally well-posed. ]

ACKNOWLEDGMENT. This work was carried out mainly during the stay of the au-
thor at the Department of Mathematics, University of PisaApril-September 2006.
The author wishes to warmly express his sincere gratitugedfessor S. Spagnolo, who
proposed and supervised the work, for his constant enceoragt and many useful ad-
vices. The author wishes to thank G. Taglialatela for hip helreviewing the work.

References

[1] E. Bernardi and A. BoveOn the Cauchy problem for some hyperbolic operator with d®ub
characteristics in Phase Space Analysis of Partial Differential EquatidBskh&auser, Boston,
MA, 2006, 29-44.

[2] F. Colombini and N. Orrti:Well-posedness i€> for some weakly hyperbolic equation3.
Math. Kyoto Univ. 39 (1999), 399-420.

[3] F. Colombini and S. SpagnolcAn example of a weakly hyperbolic Cauchy problem not well
posed inC*®, Acta Math.148 (1982), 243—-253.

[4] M.R. Ebert: On the Cauchy problem fa2 x 2 weakly hyperbolic system®©saka J. Math42
(2005), 831-860.

[5] G. GlaeserRacine carrée d'une fonction différentiablann. Inst. Fourier (Grenoble)3 (1963),
203-210.



(6]

(7]
(8]

[0
(10]

[11]

WELL-POSEDNESS FORSECOND ORDER EQUATIONS 767

V.Ja. Ivrii and V.M. Petkov: Necessary conditions for the Cauchy problem for non-syrict
hyperbolic equations to be well-poseRuss. Math. Survey9 (1974), 1-70.

S. Mizohata: On the Cauchy Problem, Academic Press, @dafL, 1985.

T. Nishitani: The Cauchy problem for weakly hyperbolic equations of séamder, Comm.
Partial Differential Equation$ (1980), 1273-1296.

T. Nishitani: A necessary and sufficient condition for the hyperbolicitys@cond order equa-
tions with two independent variable§. Math. Kyoto Univ.24 (1984), 91-104.

0O.A. Olenik: On the Cauchy problem for weakly hyperbolic equatjo@®mm. Pure Appl.
Math. 23 (1970), 569-586.

S. Spagnolo and G. Taglialateldliomogeneous hyperbolic equations with coefficients depgnd
on one space variableJ. Hyperbolic Differ. Equé4 (2007), 533-553.

Dipartimento di Matematica
Universita di Bari

via E. Orabona 4

70125 Bari

Italy



