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In mobile augmented reality, a number of barriers still exist that make head worn devices unsafe and
difficult to vse. One of these problems is the displav of content in or around the user’ s field of view
which can result in ccclusion of physical objects, distractions, interference with conversations, and a
limited view of the user’'s natural environment. This thesis proposes the use of dynamic content display
and field of view manipulation techniques as a step towards overcoming these safety and usability issues.
More specifically, 1 introduce novel sirategies for dynamic content movement, gaze depth tracking
techniques for automated content management, and hands-free spatial manipulation of the user's field of
view.

In order to conduct an initial comparison of standard mobile interfaces to head mounted displays, I
first conduct experiments that study smartphone and head mounted display use. Resuits show that head . -
mounted displays already have some advaniages in terms of enviromnmenial awareness, bui more importantly,
users would prefer text that is affixed to visible locations in the background. Consequently, I propose
the use ol a new dyvnamic text management system that actively manages the appearance and movement of text
in a user's field of view This strategy utilizes camera tracking to find dark, uniform regions along the
route on which a user is travelling to maximize readability. Because interpersonal interactions such as
conversations and gestures are of particular importance, 1 also integrate face detection into (he
movement strategy to help prevent virtual content from interfering with a user’s conversation space.

Even though this automated movement improved the visibility and readability of content, users still
often needed to switch gaze from virtual content to the real world in order to clearly view hazards or
obstructions. To deal with this need, I propose a novel focal-plane based interaction approach with °
several advantages over fraditional methods. By constructing a protoiype that combines a monoscopic
multi-focal plane head mounted display and stereo eve fracker, interaction with virtual elements such as
text or buttons can be facilitated by measuring eve convergence on objects at different depths.. This can
prevent virtual information from being unnecessarily overlaid onio real world objecis that are at a
different depth, but in the same line of sight.

While depth based eye tracking provides a good solution for reducing distracting content in optical
see—through displays, similar problems still remain for video see-through augmented reality. For example,
most video see—through displays with a wide field of view are either bulky, have a limited field of view,
or must be manipulated manually. To address these problems, I propose a modular hardware framework that
allows for on demand reconfiguration of vision augmentations and éngagement through integrated eye
tracking. Three major iterations of vision augmentation protoiypes are implemented to provide one to one
see-through augmented reality capability, peripheral vision expansion, and binocular telescopic
functionality.

In addition to contributions in both hardware and soitware, experiments are also conducted and analvses
carried out to verify the effectiveness of each system.. New information about the human eye, brain, and
perception of virteal content are also revealed and discussed.
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FMNIEIAY B U bF o A7 0 (IMD: Head Mounted Display) &R \/-3h3RHE (AR: Augmenied Reality)
PEAHE (MR: Mixed Reality) IZBWT, TOREECEEEEM LT LD 0 EOMEERDELEDLEHOT
H%. ARPMRIIFERBEREEREOBRICEEBFTRLU THRADELLEZTORNTH D, BEEEEINTVS.
LirLaiis, BRENSEREOEE TR AFHOEFENET U THEEINEHI/-0, WICEEEOREHE
PEFLTELAIERERNTERMho/D, ENBENRRELES. AWML TIE, ¥ —AN— (0ST:
Optical See-through) HMDREFF—A)— (VST: Video See-through) HMDZE R \WTI—UOH O/ IZIEEEIZR
THEIZ, BRHORRCI—TORTERAL T, EENICERREROEBCET - (RTOPBAIS2TO>FEE
WRLTNS, FHRUOELZRRELTRO=ZZANFDHNS.

i, REBEOERFNE HWAEGH/IHREBFRERERLTWS. FFETH, TRELIEREERY
THAATHENS, BEEREOTFHEECBEOSHERDD. 2T, FHEEMES ) HOREDS
BMAVNE W (—BE) TUTAHIRIERICENS EAL, TR T ARERIMDAR 7 U — o E % R T E
5. WRERREACT, RRFETRELL BRI —UAETS SHBL 2R L, e Ricdl
TREFEFFHTERNLUAZERMABICEVWEEZ S22 I EE2RLTWS, F-, ARBICEHEL THEL2LTHE
B, BNEBREEBLTHY, MAEST-IDIEART— 7 4 FiCENTHREERICEARORBECEEEMITSY
WZEERHLMIL TS,

B0, HREERALEERERORT - EXROUBAFEEZRELTNWS. FFETHEAIBHMICEZEER>
HETEREOST-IMICmA THERERA OHREMREBEZR NS, FFETR, ThEESLA-I—9R=BOAI )—
OTNENEERTHEEG, BLUEROEREEZER T 258 0MHEOFRKRZ, Y R— 2 MVEREZR
WTEBWEETHITES., TORE, FAAEEHL TWELWEREGBICERRICTEI & T, LOEEN TR
LHOTmERRETREERTED. ‘

EZI, RELDEBRNICEREDBAATRERVST-IMS 25 ARBRELTWS. VST-IMDTiEh A S OB
Lo TEATPEERERLTHDRVBBONZY, BEOVATARAASHEENTH VFRLBERICSA DI LR
TERWEVWSITERS -7, BREVATAEISHERAN AT 2AMICEC THRTE2 B TREL R &2
TWBZEMNBERKOFHTHD. 2SI, BEEHEBENEL, BEFRZT ThR<BEL-BEENSBE2HD
5, BEUDZOHA LN EEHERRRTS. ChickD, BEBESICETHERLAFAZA-LTD LN EE
HaRROUBZEEH L TWS.

INSOMEE, TR ThEMFENRGRICBEINATNS.
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BIF-MZEL LT, BREECIFETHEIANKEN, LoT, ARXEEL (FEM%) O2MHE L THE
DHEHIHLOERDS. ' :




