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Augmented reality (AR) and virtual reality (VR} [ound their way into various areas of our lives. AR and
VR applications greatly benefit from a high degree of immersion that includes consistent visualization
and intuitive interaction with the virtual content. Head mounted displays (HMDs), in particular optical-
see-through (0ST) HMDs, provide a natural interface for the presentation of AR. However, despite greatly
improved design and vears of research on OST-UMDs and AR, current systems stifl suffer from a variety of
problems, such as complicated interaction, color inconsistencies and manual calibration. We expect that
with further development of OST-HMDs, eve-tracking cameras will become an integral part of the device.
Existing methods in eve detection use either eve features, e.g. the contour of the iris, or reflection
of known light sources, commonly infra-red (IR) light emitting diodes (LEDs), to recover the position of
the eve. Although the laiter allow for high accuracy their use is limited to indoor scenarios and
requires an accuraie geometric calibration of the LEDs relative to the camera. This also limits their use
to headworn or stationary systems. Under natural iilumination the extraction of the light sources is a
complicated task and user experience suffers from the intrusiveness of the artificial illumination.

We propose to use corneal imaging (CI}, the analysis of the corneal reflection of the chserved scene
under natural illumination, to estimate the pose of the eyve. We show how the estimated position can be
applied to improve the AR experience in OST-HMDs and enable gaze-based interaction with out-of-reach AR
and YR content.

OST-HMD calibration determines the spatial relation between the scene camera of the HMD and a first-
person view camera that models the user’s perception to correctly align virtual content and the real
scene. We introduce Corneal Imaging Calibration (CIC}, an automated calibration approach for QST-HMDs.
The method does not require user interaction and can detect drift of the HMD. Furthermore, it does not
require the detection of the iris contour or the eve pose, a requirement ol previous automated methods.
This improves the robusiness in environments where the iris contour cannot be detected reliably. We
present an in-depth evaluation and discuss possible error sources and drift detection strategies.
Interaction with out-of-reach AR and VR content, e.g , projector- and OST-HMD-based AR requires imput
through exiernal controllers or veice commands. Eye-gaze based interaction offers a more socially
acceptable and natural interaction with such content and has been proposed as part of AR application. We
propose a new passive gaze tracking approach based on the estimated position of the eve. OQur Hybrid eye-
pose estimation does not require IR LEDs commenly used in commercial systems and adopts the approach used
by these svystems for use with images taken under natural illumination. We show, that our method can
estimate the user’s iris size and account for the impact of the illumination on the detected iris size.
The propesed method does not require a gaze-mapping calibration and does not suffer from parallax issues
as the position of the eye can be estimated in arbitrary scenes, as long as the scene-model is known. We
show that oor method outperforms standard methods commonly used in passive eve-gaze tracking and achieves
* fan accuracy of about 1.7 degrees.

The proposed applications require feature matches between the scene and the captured image to estimate
the position of the eve. However, this approach is unreliable and error prome in CI. We propose a method
based on inverse rendering that robustly tracks the position of the eve from the reflection of an
arbitrary known scene. We show that the methed can deal with various enviromments and outperforms results
from feature matching. :

Following our observations of CIC, we present the results of a user studv that evaluates the
noticeability of spatial misalignment errors of AR shown on an HMD, e. g, as a result of an incorrect
calibration or erroneous world model. Existing systems aim for perfect spatial alignment of virtual
content with the real scene. In practice, this is not necessary, as users often camnot distinguish small
shifts irom the ground truth. Answering the question of the noticeability thresholds can help to define
realistic goals for future calibration algorithms and improve the understanding of requirements in
commercial applications. The results of this dissertation show that CI can be used to determine the
spatial properties of the eve in AR applications where the scene-model is available. In the future,
spatial estimation of the eve with the analysis of the content reflected on the cornea may be used to
address other aspects of AR, such as eolor consistency and user experience.
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AR E (AR: Augmented Reality) @ONHI—AN—F 4 AT LAOF¥ YT L — g FRIzETSD
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Google Glassi EDHEI—AN—y BT bF ¢ X 7L (0ST-HMD: Optical See-through Head Mounted
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