|

) <

The University of Osaka
Institutional Knowledge Archive

Title Cyberdeviance among Adolescents

Author(s) |Udris, Reinis

Citation |KFRKZ, 2016, EHIHX

Version Type|VoR

URL https://doi.org/10.18910/56042

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir. library. osaka-u. ac. jp/

The University of Osaka



Cyberdeviance among Adolescents: Analyzing
the Online—Offline Overlap and Predictors of

Deviant Behavior

by
Reinis Udris

B.A. (University of Latvia) 2009
M.A. (Osaka University) 2013

A dissertation submitted in partial satisfaction of the requirements for the

degree of

Doctor of Philosophy in Human Sciences

Graduate School of Human Sciences
Osaka University

March 2016



ABSTRACT

Advances in technology and the ever increasing ubiquity of the Internet have given rise to
cyberdeviance. The purpose of this study was to find predictors of cyberdeviance, as well as
the characteristics of adolescents who engage in it. Chapter One introduced the concept of
deviance and examined the history and trends in its usage in scholarly research. The review
showed that traditional theories of deviance are not as well equipped to predict cyberdeviance
when compared to offline deviance. Chapter Two looked at the prevalence of deviant
behavior and analyzed correlations among various scales measuring online and offline
deviance. Results showed that deviance rates among adolescents vary greatly, and there is a
considerable overlap between online and offline deviance. Chapter Three compared
cyberdeviance (downloading and hacking) rates across 30 countries. Cyberdeviance was
relatively uniform among the various regions of the world, and most of the variance was
explained within countries themselves. Regression analysis revealed that individual attitudes
and social factors, such as family, school, and neighborhood, are all associated with
cyberdeviance, although their explanatory power was relatively low. Chapter Four developed
two new scales: the Online Disinhibition Scale and the Revised Online Disinhibition Scale.
These scales were used to address the unique nature of cyberspace and its disinhibiting
effects on users. The former scale was applied to cyberbullying and it proved to be a
significant predictor, explaining more variance than the regressions models in Chapter Three.
The newly developed Revised Online Disinhibition Scale was tested in Chapter Five. It
combined a number of competing theories, and utilized structural equation modelling to
analyze online and offline deviance. Incorporating gender and a social desirability measure in
the final model, the results yielded strong evidence in favor of individual traits over social

factors as the primary predictors of cyberdeviance, explaining 44% of the variance in the



dependent variable. As hypothesized, toxic online disinhibition was a significant predictor of
cyberdeviance, but it had no effect on offline deviance. Greater acceptance of violence was
positively associated with both online and offline deviance, while increased parental
attachment had negative associations in both cases. Neighborhood and peer attachment were
significant predictors of offline deviance, and, contrary to expectations, it was a positive
association for peer attachment. In conclusion, a combination of traditional theories of
deviance and online disinhibition measures is recommended for future study of

cyberdeviance.
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PREFACE

Our daily lives are increasingly intertwined with technology, moving many of the activities
that were conducted by actually meeting people face-to-face or visiting the local store into
cyberspace. As this trend continues, new practices of cyberdeviance, such as flaming, trolling,
cyberbullying, hacking, digital piracy, and online pornography among others, have entered
the lexicon and crop up ever more frequently. Among these, being a victim of cyberbullying
has been associated with suicidal ideation and suicide attempts (Hinduja and Patchin 2010),
and in rare cases resulting in a tragic loss of life (Irish Examiner 2012). Research has shown
that more and more youth violence, including gang activities, is manifesting itself online
(Patton, Hong, Ranney et al. 2014). Hacking poses a very large security threat for individuals,
companies and governments alike, and crimes committed through hacking are proliferating
(Nelson 2014). The consensus seems to be that these issues will only get more serious, as the

use of technology rises.

The line between reality and the virtual world is becoming increasingly blurred with each
passing day. Online and offline deviance are characterized by similar ambiguity, with
definitions and acceptable norms changing and evolving continuously. This dissertation is an
attempt to shed light on cyberdeviance through the prism of sociology of deviance. The focus
will be on acts of deviance (e.g., cheating on a test), not conditions of deviance (e.g.,

disability), applying the explanatory approach rooted in positivism.

This dissertation covers the study of deviant behavior in sociology, at the same time
integrating theoretical frameworks from other disciplines, such as criminology and
psychology. Throughout the dissertation the following two main questions will be explored:
do online and offline deviant behaviors overlap, and what are the strongest predictors of such

behaviors?

Xi



Chapter One will look at the history of sociology of deviance, starting with Emile Durkheim
and Chicago School of Sociology. From there on, the chapter will retrace the development
and changes of the various approaches that address deviant behavior. How is deviant
behavior defined? How does one study and measure deviance? What theories have been
developed and applied in the study of deviance? How has technological development

influenced deviance?

Acknowledging the rise of cyberspace, Chapter Two will investigate the overlap of online
and offline deviance. Furthermore, the gender differences and trends of deviant behavior
among adolescents will be explored. Do males and females engage in deviant behavior
similarly? Are there any age differences? Should we examine online and offline deviance

separately, or is there an overlap between the two dimensions?

Chapter Three will test the main traditional theories of deviance in relation to cyberdeviance.
The Internet has changed the landscape of deviant behavior, but most of the traditional
theories of deviance were created before this shift. Are they applicable to the study of
cyberdeviance, or should we be looking for new theoretical frameworks and measures?

Which theories provide the best explanation? Are there any differences between countries?

Chapter Four will address the lack of measures specifically designed to predict cyberdeviance.
Divided into two parts, this chapter will develop two instruments that can be applied for the
prediction cyberdeviance. Does the cyberspace disinhibit its users? If there is such an
influence, how is one’s behavior affected? Can we measure the attitudinal differences in

“benign” and “toxic” online disinhibition?

Chapter Five will attempt a combined approach to study online and offline deviance,
employing measures from traditional theories of deviance and the newly developed scales

from previous chapter. Based on the findings from all the previous chapters, Chapter Five

xii



will compare a number of theories in order to find out the most useful measures for studying
deviant behavior. Which theories and predictors provide the best explanatory power for
online and offline deviant behavior? Can these theories predict both online and offline

deviance or they apply only to one of the two dimensions?

Chapter Six will sum up all the findings from previous chapters and discuss the possible
approaches to study deviant behavior. The implications and limitations of this dissertation
will be discussed. Should online and offline deviance be studied separately or together? How

does online disinhibition influence cyberdeviance?
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CHAPTER ONE — DEVIANT BEHAVIOR BEFORE AND NOW — FROM OFFLINE TO

ONLINE

1.1 The Emergence of the Concept of Deviance, Its Definitions, and Critique

Sociology has a long tradition at examining the ills and problems of societies. The field’s
seminal work was Emile Durkheim’s “Suicide” which was a groundbreaking study in
sociology that established a standard on what a monograph in sociology should look like.
Durkheim used publicly available data to compare suicide rates across countries and explain
the differences (Durkheim [1897] 2005). One of the conclusions that Durkheim drew from
his seminal study was that religion plays a role: “Because the Catholic religion imposes on its
faithful a vast system of dogmas and practices, and so penetrates all the details of even their
earthly life, it attaches them to this life with greater force than Protestantism” (Durkheim
[1897] 2005:342). Although he didn’t specifically refer to deviance, Durkheim talked about
crime and argued for its necessity and normalness in a society. In Durkheim’s view crime
was just a deviation from the established norms (Durkheim [1897] 2005). As Horsley
(2014:87) succinctly summarizes Durkheim’s argument: “The growing complexity of social
relations seemed to isolate individuals from the normative values that structured interaction
heralding a condition of normlessness . . . resulting in growing deviation from established
norms amongst the worst affected by the rapid pace of social change in industrialized
societies.” Furthermore, Durkheim established the “social fact” as a tool for sociologists to do
research and started a positivist tradition in the field (Durkheim [1895] 1982). Since
Durkheim’s time sociologists expanded the discussion concerning what is deviant, normative

or acceptable behavior, with a number of new theories being proposed.

Inspired by Durkheim’s view of social facts or social reality, the Chicago School of

Sociology set out to investigate deviance further. The focus had shifted from the individual to

1



the social context. Their first conclusions were that most of the crime, degeneracy, and other
social problems are mostly concentrated in the poorest or most run-down areas of the city.
Those areas were characterized as “disorganized,” which led to the foundation of social
disorganization theory (Horsley 2014:87-88). As Pfohl (1985:135-36) noted, during the
tumult of rapid change, reorganization of the society was seen as a natural step in
advancement into the future. This change was the source of conflict, large migrations,
exponentially growing metropolitan areas, and consequently social disorganization which

completely or partially freed people from the norms they had adhered to.

Frederic Thrasher’s seminal study of 1,313 gangs in Chicago paved the way for future control
theorists and gang researchers (Kornhauser 1978, Thrasher and Short 1963). Thrasher argued
that gangs form because of the vacuum of social organization to establish order. Social
disorganization leads to problems attaining basic human needs, which in turn becomes the
primary goal for gang formation, not delinquency. Kornhauser (1978) described Thrasher’s
theory as a pure control theory because no strain or subculture variable was needed besides
weak controls for the cause of delinquency. Joining a gang would just reinforce one’s
preexisting propensity for delinquency, but the real cause is in the variation of social controls
upon the individual, the most important factor being family (Kornhauser 1978:51-57). The
two sources of community disorganization are rapid economic development in the new
industrial cities and large migration of different peoples. Taking into account the two factors,
Thrasher and Short (1963:337-38) made the argument that cities struggled with implementing
proper social controls in the fast changing environment, which led to increased social

disorganization and consequently delinquency.

Departing from the Chicago School, Robert Merton proposed a different functionalist theory
for explaining deviance and crime, introducing the concept of strain (Merton 1938). He

argued that the core values of attaining material wealth in the American society are blamed

2



for creating a ‘strain’ on the individual. Stigmatizing manual labor and restricting everyone’s
opportunities to attain prosperity are bound to tempt some to turn to illegitimate means

(Merton 1938).

Building on Merton’s theory, Albert Cohen introduced the concept of subculture in an
attempt to understand deviant behavior. To explain why and how some people handle the
strain conforming to the societal norms, Cohen argued for the importance of the group or the
subculture. Essentially there is no difference between the delinquent and the non-delingquent:
both categories have the cleverer, slower thinking or any other kind of characteristics. It is
thus the extent of exposure to delinquent subculture that makes the big difference. Some
subcultures have explicit goals of indoctrinating their new members to lawbreaking,
strengthening one’s non-conformity and deviance (Cohen 1956). Cohen (1956:14) argued
that: “The process of becoming a delinquent is the same as the process of becoming, let us
say, a Boy Scout. The difference lies only in the cultural pattern with which the child

associates.”

It was around World War 11 that the usage of the term “deviance” among sociologists became
widespread (Best 2004:17). However, not long after its initial rise in popularity, the term
came under a lot of criticism (Akers 1968, Erikson 1962, Kitsuse 1962, Liazos 1972). The
foremost critique came from interactionists, of whom the most notable one was Howard
Becker. He argued that deviance is not a fixed construct, but rather an outcome or a label that
is put on an individual (Becker 1963). Thus, whether someone is deviant or not, did not
necessarily depend on the actual person, but on how others might perceive them. For example,
the marijuana smokers in Becker’s study did not view themselves as deviant, but the society
at large or certain groups labelled them as deviant. Among other prominent critics was Erving
Goffman who introduced the concept of stigma and “normal deviant.” For example, he noted

that racial minorities are stigmatized, but should we call them deviant (Goffman 1963)? Here

3



again we can see that, just as Becker’s marijuana smokers were labelled deviant, racial

minorities were stigmatized just for what they are, thus the “normal deviant” concept.

To exacerbate the situation, sociology of deviance was losing ground to the emerging field of
criminology, as well as being critiqgued by feminism, conflict theory, and identity politics
(Best 2014, Dotter 2014). First, conflict theorists criticized the pervading theories of deviance,
as well as the emerging labeling theory, for not taking into account the power structures in
the society. Labeling theory as well did not address white-collar crime, corruption, and the
influence of politics and economics. An important question raised by some of the critics was:
who decides if something is deviant or not (Gouldner 1968, Liazos 1972)? Second, critique
also came from feminists, claiming that unrefined labeling theory completely ignores women,
their victimization, and other groups who are in a weaker position to begin with (Schur 1965).
Third, a number of other emerging social movements were politicizing “deviance.” Among
them notably gays, lesbians, and the disabled started to campaign for their rights to counter
the negative deviant label, that had been attached to their groups long since (Humphreys

1972).

Since the 1960s and 1970s “deviance” had lost some of its popularity and defining it in a way
that most would agree upon had become virtually impossible. Rock (1985:182; italics in the

original) described the plight of sociologists as follows:

It is not even evident that people do talk about deviance with any great
frequency. Instead they allude to specific forms of conduct without appearing
to claim that there is any single, over-arching category that embraces them all.
They may talk of punks, addicts, glue-sniffers, extremists, thieves, traitors,

liars and eccentrics, but they rarely mention deviants. It may only be the



sociologist who finds it interesting and instructive to clump these groups

together under a solitary title.

Although the use of the term “deviance” was in decline, research about such behaviors as
mental illness, abuse, homosexuality, disability, and suicide continued to expand and grow in
size. As the number of articles concerning these topics increased, the frequency of the usage

of “deviance” declined (Best 2004:25).

The definitional issues that had been dogging deviance almost since its inception culminated
during the 1990s. The increasing difficulty of defining deviance, or a “definitional creep” as
Best (2014) would describe it, was taking its toll on the credibility and liveliness of the field.
The highest point of criticism was reached in the first half of the decade with the publication
of Colin Summer’s “The Sociology of Deviance: An Obituary,” where he argued for the
demise of sociology of deviance (Summer 1994). Some have tried to empirically measure this
claim (Miller, Wright and Dannels 2001), but not without limitations. Goode (2014:16)
accuses Summer, contending that: “He is guilty of a bait-and-switch scam in which metaphor
and rhetoric substitute for data and analysis.” Goode argues that Summer could not answer
the question, because he himself had stated in incorrectly. For Summer the purpose of the
field had changed marking this “death,” but Goode asserted, it is not the “death” of the
sociology of deviance itself (Goode 2014). To sum up the main arguments and issues

concerning sociology of deviance in the 20" century Best (2004:26) noted:

Mainstream sociology has preferred to pretend that some sort of objectivist
stance is possible, that social problems are social conditions that share some
qualities, or that all deviance involves rulebreaking. Subjectivist critics have

found it easy to challenge the mainstream’s arguments; instead, they argue,



social problems and deviance must be understood as subjective categories—as,

respectively, social constructions or labels.

The 21% century has breathed a new life in the theoretical discussion of deviance. The
statistical definition of deviance, i.e., emphasizing something that occurs very rarely has
almost completely gone out of fashion. The same can be said about reactivist or labeling view
of Becker (1963) and the absolutist definitions that could be rooted in religion and do not take

into account the realities of daily life and situations (Clinard and Meier 2011).

The dominant definition in the field refers to norms, but in a more nuanced way than it was
established in mid-20™ century: “Deviance constitutes departures from norms that draw social
disapproval such that the variations elicit, or are likely to elicit if detected, negative sanctions.”
(Clinard and Meier 2011:7) Furthermore, deviance does not necessarily mean just certain
behavior or actions. Adler and Adler (2000:8) take the discussion away from behavior and
note the variety of phenomena that might infer deviance: “People can be labeled deviant as
the result of the ABCs of deviance: their attitudes, behaviors, or conditions.” Deviance is a
matter of degree, and it depends on the audience. The more universal the agreement of a
certain action being deviant, the higher the chance that a deviant act will be criticized or

punished.

Best (2004:26) noted how mainstream sociology has been criticized for blind positivism, but
most scholars have moved beyond the positivist — constructionist dichotomy. All scholars
who apply the positivist approach in their research understand that deviance is socially
constructed. Furthermore, those advocating this approach, focus specifically on acts of
deviance (Goode 2015), not conditions such as Adler and Adler discuss in their work. By
abandoning concrete definitions and quantitative measures, as Hall (2012:54) argues, we

would “simply end up with a will-o’-the-wisp, a swirling mist of sense impressions and



linguistic categories, a realm of impenetrable Kantian noumena to which we have no true
access even with our most sophisticated systems of research techniques and symbols.” This
excess of constructionism and postmodernism in sociology has reinvigorated the discussion
about grouping various deviant behaviors and using quantitative methods in empirical studies.
In consequence and partly because of this excess, researchers have again started to look for a
universal notion to describe deviance using the concept of harm (Costello 2006, Hall
2012:11). Thus, harm, either directed towards someone else (e.g., stealing) or received (e.g.,
discrimination due to a disability), can be used as the combining element for various deviant
behaviors. While the application of harm might be problematic for describing all possible
cases of deviance, deviant behavior or deviant acts are much easier to categorize. Research
has shown that scales measuring deviant behavior show sufficient statistical reliability
(Bennett and Robinson 2000, Cretacci, Rivera and Ding 2009, Fukushima, Sharp and
Kobayashi 2009, Fukushima Tedor 2014, Moffitt 1989, Rogers, Smoak and Liu 2006a,
Vazsonyi, Pickering, Junger et al. 2001, Vazsonyi and Pickering 2003, Vazsonyi, Clifford
Wittekind, Belliston et al. 2004), indicating that there is a commonality or a combining

dimension among the various behaviors.

Further advance into theoretical discussions about the characteristics of deviance has led to
categorizing the concept. Spearheading this advance, Heckert and Heckert (2002) argue for
the division of deviance into four categories: negative deviance, rate-busting, deviance
admiration and positive deviance. The first two terms have negative evaluations, while the
latter are positive. Negative deviance and deviance admiration are categorized as part of
nonconformity, while rate-busting and positive deviance are described by overconformity

(Heckert and Heckert 2002).

First, for negative deviance Heckert and Heckert adapt a previously developed definition of

deviance by Tittle and Paternoster (2000), defining it as follows: “Negative deviance is any
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type of behavior or condition that the majority of a given group regards as unacceptable and
that evokes a collective response of a negative type or would evoke a collective, negative
response if detected.” (Heckert and Heckert 2002:459; italics in original) Heckert and
Heckert (2002:460) contend that such behaviors as “crimes in the streets against persons and
against property, family violence, deviance in organizations, deviant drug use, mental
disorders, cyberdeviance, and sexual deviance” are all included under the definition of

negative deviance.

Second, the researchers propose a category they call rate-busting. This refers to a behavior or
condition that can be described as overconformity and elicits a negative response. Examples
are made of “yes-men, rigid fools, prigs, and high-minded fools,” or the overachieving
student who might be extremely intelligent, but is simultaneously perceived to have no social
skills, sense of fashion, and possess undesirable characteristics, thus labeling them as a “geek”
or “nerd.” In this case the deviation from the norm is exceeding the expectations and thus
being labeled deviant not by the lack of conformity, but by overconformity (Heckert and
Heckert 2002). Third, deviance admiration is as under-conformity where the deviant is cast in
a good light or admired. Examples are drawn from real life historical figures like Al Capone
and the Australian killer Edward “Ned” Kelly to literary accounts like Robin Hood. The
authors argue that the causes for situations where the aforementioned characters might be
seen as more positive than negative are rooted in the structure of the society. It can be an
injustice that the “hero” had to endure, and thus breaking the law comes to be seen as
something courageous or heroic (Heckert and Heckert 2002). The fourth and final category is
positive deviance that is described by overconformity and is positively evaluated. Heckert
and Heckert (2002:466) define it as: “Any type of behavior or condition that exceeds the
normative standards or achieves an idealized standard and that evokes a collective response

of a positive type.” Here the main examples are altruism (e.g., Mother Theresa) and physical



attractiveness. Both of these examples exceed the norm, but are seen as good (Heckert and

Heckert 2002).

Without dividing deviance up into categories, it is easy to see that, what actually constitutes
deviance, changes depending on the audience, the actor, the situation itself, as well as on who
decides the law. Over time the definition of deviance has stayed the same, but due to the
evolving attitude of the society, certain things get added or removed from the list of deviant
behavior. For example, acceptance of homosexuality has been on rise in most parts of the
world and will probably continue this way in the foreseeable future until people don’t even
think twice about it. In contrast, if one looks at moral panics, the reverse is true. Curra (2015)
describes these processes as defining deviance up or down, and this is done by the society as

a whole.

1.2 The Relevance of Deviance in Research

After conducting research on self-injury and examining other issues (Adler and Adler

2014:33) make these concluding remarks about deviance:

Be it tattoos, cigarettes, new drugs, creative forms of sex or multibillion dollar
fraud widely perpetrated, people incorporate these new forms of behavior into
their repertoire and accept (or reject) the creativity of the human soul for

expanding the boundaries of normative behavior.

While some might find it discomforting that the use of “deviance” is excessively wide, covers
too many topics, and is vague, it is the only concept that can be applied to all the behaviors or
conditions mentioned by Adler and Adler. For the use of the term in empirical research

Dellwing (2014:288; italics in the original) contends:



That deviance is not “really” an objective category also does not make the
category “too wide”, as there is no abstract category except when it is
produced, “fixed” in a concrete instance of use, and then it is so produced
because it is supposed to do something. If that works, then it obviously was

not too wide: It did its job.

In conclusion, the concept of deviance, its definition, and the sociology of deviance in
general have been and in some ways still are criticized for theoretical issues (Best 2014).
However, in line with the majority of scholars in the field (Adler and Adler 2006, 2014,
Curra 2015, Dellwing 2014, Dotter 2002, 2014, Goode 2002, 2003, 2004, 2006, 2014,
Heckert and Heckert 2002), | argue for the vitality of the concept of deviance and its role in
our society and scholarly research. Keeping this point in mind, along with the argument of
Dellwing (2014) for the concept’s use in research, this dissertation will investigate deviant
behavior among adolescents in online and offline environments, applying the definition of
negative deviance proposed by Heckert and Heckert (2002). Furthermore, in all the studies
conducted in this dissertation “deviant behavior,” “deviance,” and “cyberdeviance” refer to
acts of deviance, not conditions. For the purpose of comparison of online and offline
environments the terms “online deviance” and “offline deviance” are used. Thus, in this study,
“cyberdeviance” and ‘“online deviance” are used interchangeably and refer to the same

concept.

1.3 The Rise of Cyberspace and the Changing Landscape of Deviance

With the arrival of the personal computer or PC in the 1980s and the proliferation of the
Internet usage during the following decades, society has undergone dramatic changes in how
we communicate and conduct our daily lives. It has brought many great positive advances

and discoveries. We have also seen the advent of a whole new subset of behaviors and
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opportunities for new types of communication that prior to the technological advancements
did not exist. When the Internet became more widely used most of the initial attention was on
the positive values and opportunities that were going to be created for everyone involved.
The more integrated and connected our societies became the more vulnerable we were to any
disruptions of our connectivity. Security became a serious issue. Nowadays, Internet
addiction, online stalking, flaming, spamming, trolling, hacking, and cyberbullying among

others have become household names in the countries where Internet is almost ubiquitous.

By 1976 there were already 374 cases of computer crime reported, with research indicating
that at least 85% of the crime went unreported. Companies avoided reporting these crimes as
they would attract a lot of publicity and negatively impact their image (Parker 1976).
Hollinger (1997) describes this period (1946-76) as “The Discovery of Computer Crime.”
Incidents of computer crime were relatively rare and the targets were either large
corporations or governments. With the invention of the personal computer and an increasing
audience of users governments started to take computer crime and deviance much more
seriously. In the period of 1977-1987, which Hollinger (1997) called “The Criminalization of
Computer Crime”, the first computer crime statute was enacted in 1978 in Florida. Until the
end of the 1980s most of the computer crime was committed by insiders or company
employees, however, increasingly it was the hackers who got vilified for anything to do with
computer crimes (Hollinger 1997). Hollinger and Lanza-Kaduce (1988) note how similarly to
other issues, for example, marijuana, alcohol prohibition or juvenile law, the media and
certain interest groups play a significant role in enacting new laws. Extensive media attention
to certain issue has been deemed as the most successful tool in pushing through new laws
(Hollinger and Lanza-Kaduce 1988). This period of 1988-1992 Hollinger (1997) describes as
“The Demonization of Hackers.” It was epitomized by such characters as Robert T. Morris,

Jr., who crashed the worldwide web and Kevin Mitnick, who was responsible for a number of

11



computer crimes and was nicknamed “the dark side hacker.” The last period (1993—present)
identified by Hollinger in the book he edited (published in 1997) is called “The Censorship
Period”. Here the focus turns away from virus writing and bank fraud and we can see a shift
to a more social sphere of the Internet. New concerns about pedophiles using the Internet to

find victims, pornography and censorship arise (Hollinger 1997).

Already in the 1980s and going into the 1990s the social aspect of the Internet got more and
more attention. Studies started to look at how anonymity and other specific characteristics of
technology affect behavior (Heim 1991, Kiesler, Siegel and McGuire 1984, Sproull and
Kiesler 1986). Furthermore, Internet addiction and illegal downloading came to the forefront
as big record label companies and movie studios started lobbying for the laws to be changed
(Higgins, Fell and Wilson 2006). Even such innocuous areas as online dating have been
tainted with fraud and scams which can cause the victim not only financial problems, but also
affect their self-esteem and sense of autonomy (Rege 2009). The meteoric rise of Internet use
has changed the social aspects daily communication. People have turned to technology for
love, entertainment, as well as business, exploring new identities and re-shaping their existing
ones. This has allowed for near myriad possibilities of which most are positive experiences
(e.g., Cole and Griffiths 2007). However, with every new technological advance, there is the
other side of the coin: the new possibilities and opportunities for deviant behavior in

cyberspace.

As with the traditional sociology of deviance, the study of cyberdeviance is fragmented. With
the spread of theories to other fields and the emergence of new fields (e.g., criminal justice or
gay and lesbian studies) sociology of deviance conceptually has morphed into an
interdisciplinary field (Durkin, Forsyth and Quinn 2006). The range of possible online
transgressions that fit the definition of deviance is relatively wide and varies from the most

insignificant misdemeanors to very serious criminal activities. Studies in education and
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psychology mostly focus on cyberbullying (e.g., Juvonen and Gross 2008) and internet
addiction (e.g., Engelberg and Sjoberg 2004), economists and legal scholars are almost
exclusively interested in financial crime, fraud (e.g., phishing), digital piracy and possibly
hacking (Dowland, Furnell, Illingworth et al. 1999, Moore, Clayton and Anderson 2009,
Young, Zhang and Prybutok 2007), and criminologists, to a large extent, focus on digital
piracy and hacking, as well as general online victimization (Higgins 2007, Jaishankar 2008,

Yar 2005).

Besides the aforementioned, other possible deviant behaviors include trolling (Buckels,
Trapnell and Paulhus 2014, Fichman and Sanfilippo 2014, Hardaker 2010, Thacker and
Griffiths 2012), virtual rape (Dibbell 1993), online deception (Caspi and Gorsky 2006),
flaming (Moor, Heuvelman and Verleur 2010), cyber stalking (Menard and Pincus 2012), and
online pornography issues (Sirianni and Vishwanath 2015). Furthermore, the Internet has
empowered groups that are shunned in the society and would face great hostility for any
public event or a display of their interests which are in most cases outlawed. Among others
these include groups interested in zoophilia (Maratea 2011) and pedophilia (Armstrong and

Forde 2003).

1.4 Theories and Theoretical Frameworks Addressing Cyberdeviance

Deviant behavior in real life is very diverse, ranging from an innocuous misdemeanor such as
littering on the street to grievous offences such as murder. The studies mentioned in the
previous section show that this diversity is equally true for cyberdeviance. Deviance as a
concept is always changing and evolving; mirroring the societal changes in how we conduct
our daily lives, our language and norms. When it comes to cyberspace these changes become
faster and more ambiguous. For decades now lawmakers have struggled, trying to decide how

to apply law to the virtual world. A precedent was established in 2012 when the Dutch
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Supreme Court ruled that the stealing of an amulet in a virtual world constituted actual theft
and sentenced the perpetrator to 144 hours of community service (Associated Press 2012).
One has to note that this case is an exception to the general rule, and most countries have

been much more wary of criminalizing similar actions.

Studying cyberdeviance has mostly divided scholars into two camps. The first group has tried
to apply the existing theoretical frameworks in sociology or criminology (e.g., social
learning) to examine different behaviors in cyberspace. Researchers in this group argued that
cyberspace is just an extension of the existing norms and traditional theories should be able to
demonstrate this. The second group, mostly comprised of psychologists, has focused on the
unique characteristics of the Internet (e.g., anonymity) and argued that cyberspace provides a
distinct platform, separated from real life, and thus should be treated differently from the real
world. This discussion is still ongoing, and both sides have made valid points and produced

sound results from their respective perspectives.

First, let’s examine the claim that cyberspace should be viewed as a realm separate from the
real world. Already in the 1980s social psychologists examining computer mediated
communication noticed how it was different from real life. Kiesler et al. (1984) described
computer mediated communication as much more rapid, lacking in nonverbal cues, having
diminished status differences, social anonymity, and having its own subculture. The study
found that: “People in computer-mediated groups were more uninhibited than they were in
face-to-face groups as measured by uninhibited verbal behavior, defined as frequency of
remarks containing swearing, insults, name calling, and hostile comments.” (Kiesler et al.
1984:1129) The authors argued that this increase in uninhibited behavior is due to lack of
informational feedback, absence of social cues, and lack of nonverbal involvement and norms

(Kiesler et al. 1984).
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Closely related to anonymity is the concept of deindividuation. It originated already prior to
the emergence of the Internet as we know it today. Festinger, Pepitone and Newcomb (1952)
observed that people tend to behave differently and are less restrained when in groups. They
attributed this phenomenon to de-individuation. Their research was later expanded by others,
showing that diffusion of responsibility and other factors contribute to this phenomenon
(Bandura, Underwood and Fromson 1975, Diener, Fraser, Beaman et al. 1976, Zimbardo
1969). Some scholars use anonymity interchangeably with deindividuation (Hinduja 2008) or
as a contributing factor to deindividuation (Diener et al. 1976). On the other hand, some
researchers have tried to differentiate between the two concepts and at the same time include

them in one theoretical framework such as online disinhibition (Suler 2004).

Another development during the early times of the Internet were the Multi-User Dungeons
(MUDs) and other “virtual” worlds (Hand 2010). The communities and social ties could
represent an extension of real world ties, or they could be completely detached from the
reality, not existing anywhere else but in cyberspace. They allowed their users not just to
“enact their given identities but re-write them in a “post-social” world.” (Hand 2010:358;

italics in the original)

Thus, anonymity, the asynchronous nature of communication, and the lack of verbal cues
have become the dominating aspects for explaining disinhibited and antinormative behavior
in cyberspace (Joinson 1998, Lapidot-Lefler and Barak 2012, Suler 2004). Researchers
favoring this view argue for the unique aspects of technology and cyberspace as one of the

most important causes of increased cyberdeviance.

Second, a number of scholars have argued for the contrary, i.e., that cyberspace is an
extension of existing social norms and human behavior in general (Dumitrica 2011, Grabosky

2001, Williams 2006). In recent years one of the fastest growing online domains has been
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gaming. Dumitrica (2011) advanced the neo-liberal discourse by Ericson, Barry and Doyle
(2000), arguing that the values that exist in the real labor market, i.e., obtaining education and
accumulation of wealth, also extend to certain online games. Users of an online game
Neopets were supposedly encouraged to cheat by the built-in system, which was based on
neo-liberal values of wealth accumulation (Dumitrica 2011). Thus, one could argue that
cyberspace offers an alternative reality where the rules are similar to the real world. The
crucial question that Dumitrica did not address in her study is: Do those users who cheat in
the game apply the same moral compass to their real life and thus engage in more offline

deviance?

At the turn of the century Grabosky (2001) compared the criminal opportunities in
cyberspace to street crime and argued that such factors as “motivation, opportunity, and the
absence of a capable guardian” exist in cyberspace as well, and they are the basis for
conflating both environments. Although Grabosky talks about crime, a similar approach can
be applied to more minor deviant behavior. It is all too easy to imagine a frustrated or an
overly enthusiastic teenager, who has gained access to the Internet and has just started
exploring the exciting and myriad possibilities of expression and entertainment. Grabosky
(2001) puts forward the claim that technology may evolve and change, but human nature
stays the same. Thus, no matter the medium, those who engage in offline deviance, will
inevitably engage in cyberdeviance as well. However, the rapid change in technology can
sometimes help in dealing with cyberdeviance, because it adapts faster than regulations and
social norms. Technology itself is not the sole answer, and certain regulations are needed in
order to address the deviance in cyberspace (Williams 2006:139, 2007). Furthermore,
research on crime and delinquency has shown that small things such as signs and
architectural design can work as deterrents (Katyal 2002) and a recent study has shown that

cyberspace is no different, and small deterrents work to reduce rule-breaking and criminal
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behavior (Wilson, Maimon, Sobesto et al. 2015). Both groups, arguing for and against the
unique nature of cyberspace, have well developed arguments, but what do the data and

empirical studies reveal?

1.5 Empirical Investigations of Deviant Behavior

One of the earliest qualitative studies of three-dimensional (3D) virtual Multi-User Dungeon
(MUD) by Williams (2006) in late 1990s tried to combine the social control theory of Hirschi
(1969) and various other approaches, including disinhibition and techniques of neutralization.
Interpreting social bonds proved problematic, as, for example, commitment was both seen as
a catalyst and a hindrance to cyberdeviance. This was one of the first qualitative studies of
online gaming communities, and, although some limitations have to be acknowledged here,
the evidence pointed toward the connectedness or conflation of the ‘real’ and ‘virtual” worlds
(Williams 2006:111). Findings from other qualitative studies have also found evidence for
cyberspace being an extension of real world norms (e.g., Maratea and Kavanaugh 2012).
Although qualitative research provides rich descriptions and it is not limited by the
constraints that hold back quantitative approaches, it is very difficult to compare similar
studies and evaluate the effectiveness of a particular theory. In order to gauge the efficacy of
traditional and more contemporary theories of deviance, a review of quantitative studies

provides a much clearer picture.

During the 20™ century among the most widely tested theories of delinquency and deviant
behavior were social learning theory, general strain theory, and self-control theory. First,
social learning theory posits that human behavior is learned through direct conditioning or
imitation (directly imitating someone’s behavior), differential reinforcement (through
positive and negative stimuli that encourage or discourage certain behaviors), definitions

(learning from existing norms, attitudes and orientations), and from differential association
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with groups that are important to oneself (family and peer attachment; Akers, Krohn, Lanza-
Kaduce et al. 1979). Thus, by imitating others, being punished or praised for certain
behaviors, and being influenced by those who we respect and hold dear to us, our attitudes
and norms develop. In consequence, these learned norms act as a moral compass, determining

our actions.

Second, the general strain theory, unlike social learning theory, focuses explicitly on negative
relationships with others and identifies with three major types of strain. According to Agnew
(1992:50), others may “(1) prevent one from achieving positively valued goals, (2) remove or
threaten positively valued stimuli that one possesses, or (3) present or threaten to present one
with noxious or negatively valued stimuli.” General strain theory claims that, when one is
experiencing or faced with strain in his or her life, negative emotions like fear, frustration,
depression or anger may arise from that strain. Consequently, those experiencing strain are

more likely to engage in deviance.

Third, self-control theory focuses primarily on normative beliefs and attitudes. Gottfredson
and Hirschi (1990:90) contend that: “people who lack self-control will tend to be impulsive,
insensitive, physical (as opposed to mental), risk-seeking, short-sighted, and non-verbal, and
they will tend therefore to engage in criminal and analogous acts.” They argue for self-

control as the most important factor for predicting crime and deviance.

Overall empirical evidence supports the above mentioned theories. Studies on delinquency
have shown that social learning theory explains 68% of variance in marijuana use and 55% in
alcohol consumption (Akers et al. 1979); general strain theory explains 49% for drug use and
40% for delinquency (Agnew and White 1992); and self-control theory: 20% for deviance

such vandalism, alcohol consumption, drugs, and others (Vazsonyi et al. 2001).
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The logical question to ask here is: Can these traditional theories be applied to cyberdeviance
as well? Holt and Bossler (2014) did an extensive review of the existing literature and
concluded that there is strong support for traditional criminological theories predicting
cyberdeviance. Thus, the short answer is yes; however, traditional theories were not designed
for cyberdeviance, making them perhaps less appropriate for such analysis. Furthermore, the
explanatory power of traditional theories is markedly lower for cyberdeviance, compared to
the studies mentioned in the previous paragraph. For example, in a study predicting music
piracy, social learning theory explained only 13% of the variance in the dependent variable
(Hinduja and Ingram 2009) and between 16% to 40% among various items of cyberdeviance
(Skinner and Fream 1997). However, the latter study reported only unadjusted R squared
values, which are always larger than the adjusted values and thus represent slightly inflated
results. Patchin and Hinduja (2010) tested the general strain theory and its applicability to
traditional bullying and cyberbullying. Their results showed that models with the theory
explained 7% and 15% for traditional bullying, while the numbers were only 5% and 7% for
cyberbullying. A study of self-control theory in conjunction with other variables by Moon,
McCluskey and McCluskey (2010) to predict illegal downloading and illegal use of another’s
identity online showed similar results. Their final models explained only 7% and 6% of the
variance in the dependent variables. Furthermore, in the former model for illegal

downloading, self-control was not even a significant predictor.

Acknowledging that this is not an exhaustive list of all the studies, the overall evidence seems
to suggest that traditional theories do not explain as much variance in cyberdeviance, as they

do for offline deviance. Thus, they are not perfectly applicable to cyberdeviance.

A review of studies that investigate the unique aspects of online communication and
cyberdeviance reveals very little. Existing research has found that online disinhibition (Casale,

Fiovaranti and Caplan 2015) or some of its components are significantly related to
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cyberdeviance (Hinduja 2008, Lapidot-Lefler and Barak 2012, Wright 2013). Nevertheless,
in most of the studies, including those mentioned above, investigations of anonymity and
deindividuation have been qualitative, experimental, or lacking reports of the r-squared
values that would allow a comparison with other theories. An exception to this rule is a study
by Proudfoot, Boyle and Clements (2013) who measured the influence of the belief that one’s
actions are not harmful on cyberdeviance. Their final model explained only 7% of variance in
cyberdeviance. The view that one’s actions have no consequences in cyberspace and insults
are just letters on the screen can be found among adolescents and adults alike. However, this
is only one dimension of online disinhibition. It is easier to investigate the nature of
anonymity and online disinhibition employing an experimental design, which could explain

the lack of quantitative approaches in the field.

In conclusion, traditional theories are good at explaining offline deviant behavior, but are not
perfectly fit for cyberdeviance. On the other hand, social psychological explanations for
cyberdeviance focus on disinhibition as a direct consequence of computer mediated
communication; however these theories also explain only a moderate amount of

cyberdeviance and there is a lack of quantitative studies.

1.6 Significance of the Problem

As shown in this chapter, deviance and deviant behavior have always been a part of society.
Scholars in sociology and other fields have been trying to find overarching definitions and
solutions to the various ills of our societies. Most of the research has concentrated on one
specific topic (e.g., marijuana smoking). Furthermore, the emergence of the Internet and the

rise of various new issues like cyberbullying and hacking have muddied the field even further.

The rapid advance in technology and the Internet have fragmented and separated scholars,

who in most cases, either end up continuing the work they have been doing, ignoring the new
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technology, or they end up focusing solely on the cyberspace, disconnecting their research
from the real life, while concentrating on psychological traits and attitudes. This trend leaves
many unanswered questions and creates a gap in the body of scholarly work. Traditional
theories of deviance are not as good at explaining cyberdeviance, while newer theories, such
as online disinhibition, have little empirical support and have not been tested thoroughly.
Furthermore, studies that have applied traditional theories to cyberdeviance, rarely
contemplate the connection between online and offline deviance. If these two categories do

not overlap, then applying traditional theories doesn’t make any logical sense.

The purpose of this study is to fill this knowledge gap. This study will investigate the overlap
of online and offline deviance, the application of traditional and newer theories to
cyberdeviance, and analyze the predictors of cyberdeviance. The research findings of this
study have the potential to help parents, schoolteachers, law enforcement officers and other
researchers to better understand the possible predictors and trends of deviant behavior in a

present day context.

1.7 Research Questions

The main purpose of this study is to analyze a wide range of deviant behaviors among
adolescents in real life and in cyberspace. Besides investigating gender, age, prevalence and

trends of deviance, the study will address these two main research questions:

1) Does offline deviant behavior overlap or extend to cyberdeviance, or should they be

viewed separately?

2) What are the predictors for cyberdeviance? Are they similar or different to offline

deviance?
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1.8 Summary

The study of deviance or deviant behavior in sociology started out as an examination of crime
and accepted norms in society. With his seminal work, “Suicide,” Emile Durkheim
established a positivistic tradition among sociologists, influencing future research. In the first
decades of the 20th century, deviance was clearly defined and measured, usually in tandem
with crime. The Chicago School associated poverty and disorganized neighborhoods with
deviant behavior. Widespread use of the term deviance began just after World War 11, when a
large number of articles were published. However, it was not long before critics inside and
outside of sociology questioned the concept of deviant behavior. Emerging theories and
movements, such as the labeling approach, conflict theory, and feminism all pointed out the
various flaws of the sociology of deviance: it did not take into account certain minority
groups and power relations in society at large. This led to a decline in the usage of the term.
Simultaneously, and especially with the emergence of cyberspace, studies examining a wide
range of behaviors from marijuana smoking to cyberstalking expanded greatly. At the turn of
the 21st century the study of deviant behavior has been resurrected with theoretical advances
in definition and usage. Thus, “deviant behavior” and “deviance” are chosen as the terms for
scholarly analysis in this dissertation. An examination of traditional theories of deviance
showed that they are not as good for predicting cyberdeviance; and there is a lack of
discussion about the overlap of online and offline deviance. Furthermore, newer theories
specially designed for the investigation of cyberdeviance have more theoretical than
empirical support. The chapter concludes by stating the study’s research questions to address

this knowledge gap.
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CHAPTER TWO — ONLINE AND OFFLINE DEVIANT BEHAVIOR AMONG HIGH
SCHOOL STUDENTS: AN EXPLORATION OF FREQUENCIES, TRENDS, AND THE

ONLINE-OFFLINE OVERLAP (STUDY ONE)

The discussion about the liberating effects of the Internet and how it will change our lives
arose in tandem with the advances in technology. Before the rise of the cyberspace, television
had caused an enormous cultural shift, allowing millions to access and enjoy content
previously unavailable (Meyrowitz 1985). However, television was just passive
entertainment and knowledge in the form of news and documentaries, whereas the Internet is
interactive and allows the user to proactively participate. Accordingly the impact of the
Internet on society has been enormous, affecting virtually every sphere of life. As it was
discussed in the previous chapter, this change has not been only about the positive. Various
new norms and subcultures of deviance have emerged in the cyberspace. The crucial question
to be addressed in this study (Study One) is as follows: does deviant behavior extend online,

or is cyberspace a separate and distinct entity or platform for deviance?

2.1 Deviant Behavior in Cyberspace

Very few studies have actually tried to systematize and examine a number of online
behaviors in a single study. For example, Sternberg (2012) examined misbehavior culture
during late 1990s in Internet Relay Chatrooms (IRC). She concluded that: “Gathering for
social interaction in cyber places and participating actively in the regulation of online conduct
may help promote a new sense of social place and civic concern.” (Sternberg 2012:182) One
of the most important factors of the Internet, especially for the younger generations, is the
availability to connect with others via social networking sites or by writing a blog. When it
comes to communication and social networks, adolescents predominantly use the Internet to

connect with their friends and others they already know in real life (Reich, Subrahmanyam
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and Espinoza 2012). Girls are more active than boys in communicating (Valkenburg and
Peter 2007), which could explain the gender gap in online victimization, but not perpetration
(Kowalski and Limber 2007). Technology and the Internet are inherently neutral, thus
everything depends on how it is used. Some evidence suggests that a criminal lifestyle, such
as being a gang member or having a record of offenses, can increase digital inequality (e.g.,
having spent a long time incarcerated would leave one behind the current technological
trends), negatively affecting Internet adoption (Moule, Pyrooz and Decker 2013). A review of
the existing literature by Patton et al. (2014) shows that, overall, deviant behavior and

violence are moving into cyberspace.

A specific look at traditional bullying and cyberbullying reveals a possible overlap of the
online and offline environments (Juvonen and Gross 2008, Raskauskas and Stoltz 2007,
Vazsonyi, Machackova, Sevcikova et al. 2012). Furthermore, Jang, Song and Kim (2014)
used the general strain theory and showed that traditional bullying victimization was
significantly associated with cyberbully perpetration. However, studies that reported similar
results have been criticized for not addressing the problem in a systematic way (Olweus
2012), and the latest findings indicate only a small overlap, i.e., more than half of

cyberbullies being neutral at school (Kubiszewski, Fontaine, Potard et al. 2015).

The Internet allows like-minded users to congregate and share anonymously. This particular
feature of anonymity has enabled various groups whose interests sometimes might lie in the
grey area of the law or are outright illegal to share their opinion and ideas online. A number
of deviant communities have emerged online, each accommodating specific interests such as
pedophilia (Holt, Blevins and Burkert 2010a), zoophilia (Maratea 2011, Maratea and
Kavanaugh 2012), self-injuring (Adler and Adler 2008), genital mutilation (Deshotels and
Forsyth 2007), hacking (Yar 2005), prostitution (Blevins and Holt 2009), and female to male

transsexuals (Gauthier and Chaudoir 2004).
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An examination of the existing literature on deviant communities online shows that deviance
and deviant identity are reinforced by the availability of cyberspace (Maratea and Kavanaugh
2012). This corroborates the classic approach of social learning and association with deviant
peers. Associating with similarly thinking deviant peers online has already been linked to
increased perpetration of music piracy, although the effect was stronger for offline peers
(Hinduja and Ingram 2009). Stanly Cohen looked at various British subcultures in the pre-
Internet era, arguing that trying to forcefully regulate social norms actually has the counter
effect, reinforcing the deviant label on some, and thus further alienating them from
commonly accepted social norms (Horsley 2014:90). Another example is digital piracy where
forced rules and regulations have not deterred the would be downloaders, and a more
nuanced approach of changing attitudes and norms is necessary for making any progress (Al-
Rafee and Cronan 2006, Downing 2010). This is in line with research on online aggression
where Xu, Xu and Li (2015) showed that culture or face saving and moral beliefs in Chinese
context were better deterrents than community policy. Do these findings mean that we should
allow all the possible variations of cyberdeviance, or should we restrict only those that openly
advocate law breaking? The ambiguous nature of the Internet has made this a very blurry

area: a contestation of freedom of expression and censorship.

Another example of online communities and complex relationships can be seen in online
gaming. In recent years the number of online games and players has increased enormously.
One of the best examples of a mirror world is the massively multiplayer online role playing
game (MMORPG) category. These games encompass complex societies with their own rules
and norms, either in a setting similar to the real world (e.g., Second Life) or a completely
made-up fantasy world (e.g., The Lord of the Rings Online). Although research in this area is
still scant, preliminary results show that for most players real life ethics also apply in online

games as well (Downing 2009).
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If one thinks of a hacker, the image might be that of a timid teenager sitting in front of his
computer screen. Using the Computer Crime Index, which mostly focuses on hacking, digital
piracy and similar activities, Rogers et al. (2006a) focused on psychological traits of the
respondents. Results showed that online deviants exhibited manipulative psychological traits,
which are also found in traditional and white-collar crime. Furthermore, introversion was not
a significant factor, contradicting the image of the introvert hacker (Rogers et al. 2006a). A
separate study on 1,222 British university undergraduate students indicated that the overlap
between online and offline misbehavior involving digital piracy, unauthorized access of
someone’s account, misrepresentation of self, plagiarism and pornography is significant
(Selwyn 2008). The study used the same items tailored for online and offline contexts (e.g.,
copying a pirated CD from a friend or downloading a pirated CD on the Internet) which
enabled the researchers to directly compare the two categories. All of the 13 offline items
were significant predictors of their online counterparts (Selwyn 2008). A longitudinal study
by Kim and Kim (2015) explored problematic offline behavior (e.g., drinking and smoking)
among 2,909 high school students and found that it was a significant predictor of future
cyberdeviance, in this case cursing or insulting someone online. Unfortunately, the study did
not examine any other online behaviors thus limiting the generalization of their results. The
study did show that deviant behavior decreases with age, however, the authors caution that
social desirability could be affecting this outcome (Kim and Kim 2015). Using a similar
sample but comparing different types of schools in multilevel analysis, another study on
Korean youth found a significant link between alcohol use and Internet delinquency (Lee,
Onifade, Ryu et al. 2014). To strengthen the case of the online—offline overlap, Ma, Li and
Pow (2011) studied prosocial or positive behavior among adolescents, finding that there were

significant associations between the Internet and daily practices in the real world.
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2.2 Purpose of the Study

From the literature review, we see that there is a substantial amount of evidence that supports
an overlap of online and offline deviance. However, the main approach of these studies in
most cases is to apply theoretical frameworks to certain behaviors, both online and offline,
without directly measuring the overlap. Just because one predictor is significant in two
models doesn’t automatically indicate an overlap between two behaviors. What’s more, to
date very few studies have tried to examine deviant behavior among adolescents in a broader

perspective that includes both the real world and cyberspace.

Thus, the purpose of this study is twofold: first, it will seek to examine the prevalence of a
wide range of deviant behaviors. This study will include a number of behaviors examining
general deviant behavior (e.g., cheating on an exam offline and digital piracy online), peer
deviance (e.g., bullying and cyberbullying) and displaced online aggression, where the

victims are innocent bystanders or strangers.

Second, this study will investigate to what extent the online and offline overlap claim is true.
Using a number of subscales for different types of deviant behavior for both online and
offline deviance such as peer (e.g., bullying and cyberbullying) and general (cheating on tests
and digital piracy), will allow measurement of the overall deviant behavior overlap, as well as

presentation of a more nuanced and detailed approach to subtypes of deviance.

2.3 Methods

2.3.1 Participants
A total of 862 questionnaires were distributed in four schools in Osaka, Japan. Fifty-nine

responses were excluded from the analysis due to being incomplete (93.2% completion rate).*

! Questionnaires with more than 20% of missing values and questionnaires with more than
seven out of the total of thirteen scales having only one number as the chosen answer were
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The final sample included 803 senior high school students: 326 males (40.6%), 476 females
(59.3%), and 1 not specified (0.1%) aged between 15 and 18 years old (M=16.36, SD=.94;
two cases not specified). Each school had two classes from each of the three grades
participate in the survey. The final distribution of students in the first through third year was
as follows: 34.6%, 34.9% and 30.5% respectively. The participant schools were not chosen
randomly, making the data a convenience sample. The main reason for refusal to participate
was due to the sensitivity of the questions and time constraints. The final sample did,
however, include schools with different academic levels. One school could be categorized as
elite (School A), two were above average (School B and School C), while one was at the
bottom of academic achievement (School D). The survey for this study was conducted July

through September 2015.

2.3.2 Measures
The main purpose of the study was to examine the various dimensions of deviant behavior
online and offline, using a total of 30 variables.? These variables were divided into subgroups
as follows: two scales for offline deviance (general and peer) and three scales for
cyberdeviance (general, peer and aggression; see Table 3 on page 34 for a summary of the
scale descriptives). Offline general deviance was measured by 9 items (e.g., “Cheated on a
test or an exam.” See Table 1 on page 32 for the full list of items). Offline peer deviance was
measured with 3 items: “Tease about one's body or way of speaking,” “Exclude or shun
someone from circle of friends,” and “Engage in physical fights with classmates.” Afterwards

these two scales were summed up to create an overall metric measuring offline deviance.

deemed invalid and excluded from the final sample.

2 Originally there were 30 variables, but one school refused to include them in their
questionnaires. It was deemed more useful to use all four schools with 25 variables, instead
only three schools with the full set of variables. The removed variables concerned such
behaviors as alcohol and drug use among others and thus were deemed too sensitive by one
of the schools. See the complete questionnaire in Appendix 2.
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Online general deviance was measured by 5 items: “Downloaded pirated software (music,
movies, games etc.),” “Uploaded or shared pirated software (music, movies, games etc.),”
“Watched online material that was not age appropriate (e.g. pornography),” “Hacking
(accessed computer networks illegally or without permission),” and “Wrote insulting
comments with the intent of provoking others.” Online peer deviance was measured with the
following 4 items: “Uploaded/published a picture or video online without permission,”
“Spread messages containing insults or bad rumors among classmates or acquaintances,” “On
the Internet (social networking sites, text messages, email) insulted someone,” and “On the
Internet (social networking sites, text messages, email) excluded or shunned someone from
circle of friends.” For all the aforementioned scales the respondents were asked to think about
the past 12 months and answer either affirmatively or negatively to each item (coded as 0=no

experience and 1=experience). Afterwards the all the items in each scale were summed up.

Next, an online aggression scale was adapted from a study by Wright and Li (2012) to
measure how often the target of online aggression was just an innocent bystander. The scale
had an introductory comment to the respondents, explaining that their victims could not be
the causes and had no connection to their frustration or anger. Four items were included in
the scale: “Left them out of an activity or conversation,” “Spread bad rumors about them,”
“Ignored them,” and “Posted mean or insulting things about them.” In the Japanese
translation each item specifically stated that these actions refer to the Internet. The items were
measured on a 5 point Likert scale and ranged from “Never,” “Almost never,” “Sometimes”
to “Almost all the time” and “All the time.” Next, the items were collapsed and coded as
either 0=no experience or 1=experience (all of the answers except “Never” were coded as 1),

and then summed up. The items were dichotomized for the congruence of the overall

deviance scale as the other subscales are all dichotomous, as well as for better internal
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consistency (Bendixen, Endresen and Olweus 2003). Afterwards all three online deviant

behavior scales were summed up to create an overall metric measuring online deviance.

Besides measuring deviant behavior, a number of covariates were included in the analysis.
Gender was coded as O=female and 1=male. Computer availability at home was coded as
0=no computer at home to use and 1=computer at home to use. A short form of the Marlowe-
Crowne Social Desirability Scale (MC-C), consisting of 13 items (M=6.32; SD=2.73; KR-
20=.66; see full list of items (26.1-26.13) in Appendix 2), was included in the study
(Reynolds 1982). The purpose of this scale was to measure social desirability bias, i.e., the
tendency of respondents to provide answers that are favorably viewed by others. It was
expected that those students who exhibited smaller bias would report more frequent
engagement in deviant behavior. The values for the scale were calculated according to the
established criteria, giving a point for each socially biased answer and then summing up those

Scores.

2.3.3 Procedure
The survey questionnaires were distributed in the classroom by the teacher in charge of the
class or the teacher who was responsible for data collection at that particular school.
Depending on the school, the purpose of the survey was explained to the whole school
beforehand, or only to the students participating in the survey. Students were told about the
purpose of the study and informed of their right to not participate in the survey or to not
answer any questions they would feel uncomfortable with. Classes that participated were
allotted 15-20 minutes to fill out the questionnaires. Together with the questionnaires, each
student also received an envelope. When a student completed the questionnaire, they were
asked to enclose their questionnaires in the envelope and hand it back to the teacher in charge

of the survey. These procedures and the questionnaire contents were approved by the
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Research Ethics Committee, Departments of Sociology and Anthropology, Graduate School

of Human Sciences, Osaka University (application #2015011).

2.3.4 Data analyses

All analyses were conducted in R (ver. 3.2.2). The significance level was set at p<0.05.

2.4 Results

2.4.1 Frequencies
In this study 97.8% of the students owned a cellular phone or a smartphone, and 59.2% had
access to a PC at home. Only 5% of the respondents answered negatively to all of the 25
deviance items. Summing up all the items into one scale (M=5.28, SD=3.79) revealed that
almost half of the respondents (48.7%) scored between 2 to 5 points, and only 2.1% scored
15 points or more. Looking at Table 1 we can see that, depending on the seriousness of
transgression, deviant behavior frequencies vary greatly. The most frequent item, with 77.5%
of all respondents answering affirmatively, was crossing at a red light, while the least
frequent one was hacking (1.5%). Not surprisingly a higher percentage of males admitted
engaging in almost every item except for copying someone’s essay or homework and taking
your anger out on someone or something where females edged out males by a small margin.
The largest discrepancy was for hacking where males outnumbered females more than 7
times. Crosstab analysis comparing online and offline deviance (see Table 2) indicate that the
relationship between the variables was significant, but very weak (Phi-Coefficient=.111,
p<.01). However, these numbers were clear in showing that there were very few cases

exclusively of cyberdeviance.

A comparison of deviant behavior among the three high school grades showed varying results.
The largest proportion or 9 items had the highest frequency among 2" graders (1-3, 7, 9, 15,

18-20). For 8 items deviant behavior decreased from its peak in the 1% year to the lowest
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during the 3" year (4, 8, 12, 21-25). For 5 items the opposite was true and deviance increased
yearly and peaked during the 3 year (5, 6, 13, 14, 17). Lastly, for 3 items the highest
prevalence was during the 1% year. It then dropped to its lowest in the 2" year, and

afterwards increased in the last year of high school, while remaining lower than the 1% year

(10, 11, 16).
Table 1. Frequencies of deviant behavior items.

Item Mean (SD) Overall Male Female Gradel Grade2 Grade3
) (%) (%) (%) (%) (%)

Offline deviance (general)

1. Took something (wallet, umbrella etc.) from someone without .10 (.30) 9.9 17.7 4.6 5.4 15.1 9.1

permission

2. Skipped school without valid reason .20 (.40) 196 26.1 15.2 115 24.8 22.8

3. Cheated on a test or an exam .05 (.23) 5.4 9.0 3.0 43 6.1 5.8

4. Took your anger out on someone or something .54 (50) 543 52.8 55.5 56.5 55.8 50.2

5. Copied someone’s essay or homework .62 (49) 616 61.2 61.7 60.8 61.0 63.1

6. Crossed the street while the light was red .78 (42) 715 78.2 77.2 74.0 79.1 79.7

7. Told my parents that | was going to school, but did not go 18 (39) 184 20.2 17.3 16.5 20.1 18.7

8. Damaged a classmate’s or the school’s property .10 (.30) 9.7 15.2 5.9 11.2 10.8 6.6

9. Parked my bike where I wasn’t supposed to A7 (50) 472 51.6 44.3 444 50.5 46.5

Offline deviance (peer)

10. Teased about one's body or way of speaking .36 (48) 35.6 46.8 28.1 36.1 35.1 35.7

11. Excluded or shunned someone from circle of friends 10(.31) 105 13.8 8.2 11.9 9.7 9.8

12. Engaged in physical fights with classmates .03 (.18) 3.0 5.8 11 3.6 2.9 24

Online deviance (general)

13. Downloaded pirated software (music, movies, games etc.) 17 (38) 16.8 21.3 13.8 13.0 17.3 20.4

14. Uploaded or shared pirated software (music, movies, games etc.) .06 (.24) 6.0 10.0 3.4 4.3 6.5 75

15. Watched online material that was not age appropriate (pornography .21 (.41) 20.8 42.6 6.1 16.4 245 21.6

etc.)

16. Hacking (accessed computer networks illegally or without .02 (.12) 15 3.1 0.4 1.8 11 1.7

permission)

17. Wrote insulting comments with the intent of provoking others .04 (.19) 3.8 7.5 13 33 4.0 4.1

Online deviance (peer)

18. Uploaded/published a picture or video online without permission 12 (.33) 120 18.8 7.4 11.2 14.7 9.8

19. Spread messages containing insults or bad rumors among classmates .08 (.28) 8.2 8.9 7.8 8.7 9.3 6.5

or acquaintances

20. On the Internet (social networking sites, text messages, email) .05 (.22) 51 7.7 3.4 51 6.1 4.1

insulted someone

21. On the Internet (social networking sites, text messages, email) .03 (.16) 2.8 5.0 1.3 3.6 25 2.0

excluded or shunned someone from circle of friends

Online deviance (aggression)

22. Left them out of an activity or conversation 26 (44) 257 35.3 19.2 29.2 24.8 22.9

23. Spread bad rumors about them .23 (42) 235 31.9 17.8 26.0 22.6 21.6

24. Ignored them .28 (45) 284  36.7 22.8 30.9 30.6 233

25. Posted mean or insulting things about them 21(41) 211 30.6 14.6 22.6 21.5 18.8

?Essentially the overall percentage can be approximated from the mean values because of the dichotomous nature of the items, but both are displayed
for an easier reading of the table.

Table 2. Crosstab analysis of online and offline deviant behavior.

Online deviance

Offline deviance No Yes
No 38 (4.9%) 22 (2.8%)
Yes 306 (39.3%) 412 (53.0%)

N=778; 1=experience for at least one item in the offline or online
scales, otherwise 0=no experience. Chi-square=9,633, Phi-
Coefficient=.111, p<.01.
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One might expect that the schools with lower academic achievement experience the most
problems of deviance, but these data show that it is not always the case. School D had the
highest prevalence of deviant behavior in 20 of the 25 items. When it came to copying
someone’s homework or essay, School D (50.9%) was around 10% behind the lowest of the
academically higher achieving schools (School A, B, C: 65.6%, 60.1%, 66.7%). Furthermore,
two of the three items (“Teased about one's body or way of speaking” and “Excluded or
shunned someone from circle of friends”) examining offline deviant behavior among peers or
bullying had the highest prevalence in School A (36.3% and 12.6%) and B (40.7% and
12.4%), followed by School D (34.8% and 10.1%), and finally School C (30.9% and 6.9%).
The third item for offline deviance among peers, asking about engaging in physical fights, put
School B at the top with 4.8%, followed by School D (4.4%), and clearly lower rates for
School A (1.9%) and School C (1.4%). The only item examining cyberdeviance, where
School D didn’t show the highest prevalence, was watching online material that is not age
appropriate. The frequencies for the four schools were as follows: School B (28.4%), School

D (25.2%), School C (16.9%), and School A (14.4%).

2.4.2 Correlations
Two-tailed Pearson correlation analysis was used to examine the relationships between all the
deviant behavior scales (see Table 3 for scale details). Both overall scales measuring offline
and online deviance showed acceptable reliability. However, some of the subscales
performed worse. Most notably, the offline and online peer deviance subscales had relatively
low KR-20 scores. In order to justify their use in the subsequent correlation analyses, the
more rigorous confirmatory factor analysis (CFA) was conducted. Both subscales showed

acceptable fit.

All of the deviant behavior scales were significantly correlated with each other (see Table 4).

Excluding the association between the overall deviance scales and subscales, the strongest
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correlations were between deviant behaviors in the same category: online and offline general
deviant behavior with Pearson’s r=.36, p<.001 and peer deviant behavior in both settings
(Pearson’s r=.38, p<.001). The weakest correlation was between online aggression and
general online deviance (Pearson’s r=.17, p<.001). Most notably, the correlation between the

overall offline and online deviance scales was moderately strong: Pearson’s r=.43, p<.001.

Gender was significantly correlated with all the deviance scales, showing that males are
disproportionately more likely to engage in deviant behavior. Age was not significantly
correlated with any of the scales, although there might be a possible connection with online

aggression (Pearson’s r=-.06, p=.08).

Table 3. Deviant behavior scale information.

Overall Male Female
Mean SD Mean SD Mean SD KR-20?

1. Offline dev. (general, 9 items) 304 190 333 209 284 174 .68
2. Offline dev. (peer, 3 items) 49 .66 .67 .76 37 .58 .33
3. Online dev. (general, 5 items) 49 90 85 112 25 61 .61
4. Online dev. (peer, 4 items) .28 .64 .40 .76 20 .53 51
5. Online dev. (aggression, 4 items) .98 155 1.33 1.74 75 1.36 .93
6. Offline dev. (overall, 12 items) 352 222 399 246 321 1.98 .69
7. Online dev. (overall, 13 items) 172 225 256 261 120 1.78 .79

®KR-20 or the Kuder and Richardson coefficient is the equivalent for Cronbach’s alpha
which is used in cases when scale items are dichotomous.

Table 4. Online and offline deviant behavior correlations.

1 2 3 4 5 6 7 8 9 10 11

1. Gender - -.03 -13*** .05 13*** 21%F% 0 3BFEE 1R 18 A7ERx 30%**
2. Age - -.067 .03 .01 -.02 .07 -.03 -.0677 .00 -.01

3. Computer at home - -.04 -.02 -.03 .00 -.01 .00 -.02 .00

4. Social desirability - S35 QQRER L 4Rwk _DQRkk DRk QGRAE Q7R
5. Offline deviance (general) - 7 SN 1 I 7S 4ol 96***  Zgrrx
6. Offline deviance (peer) - 24FFx - ZBFIK QoRHK Bgxrx - Bhxrx
7. Online deviance (general) - 24FFx TRxx 38xxx Ggxxx
8. Online deviance (peer) - 37Fx* RC1S LN O X S
9. Online deviance (aggression) - 25x*x - Bprrx
10. Offline deviance (combined overall) - 43Fr*

11. Online deviance (combined overall) -

Two-tailed Pearson’s Correlations. ***p<.001; +p=.076; 1p=.084.
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Having a computer at home didn’t have any significant correlations with any of the deviance
scales, indicating that access to technology through a PC is not important for cyberdeviance.
However, social desirability clearly had significant negative correlations with deviant
behavior. The largest effect size was for offline deviant behavior: general deviance
(Pearson’s r=.35, p<.001), followed by peer deviance (Pearson’s r=.29, p<.001). Finally, a
closer look at the Marlowe-Crowne Social Desirability Scale (M=6.32; SD=2.73; KR-
20=.66) showed that females score slightly higher than males (females= 6.42, SD=2.75;
males=6.16, SD=2.69). However, a separate Pearson’s chi-squared test comparing scores for

each gender was not significant (p=.31).

2.5 Discussion

The results from this study confirm that deviant behavior is part of Japanese society and very
few respondents (5%) denied perpetrating any of the 25 items listed in the survey. One has to
note that some of the items were very light misdemeanors (e.g., crossing at a red light), and
for a number of reasons most members of the society will violate certain norms depending on
the situation. These results just confirm how integral deviance is to our daily lives, and how
easy it is to label someone deviant. However, most of the respondents’ scores were on the
lower half of the scale with 48% scoring between 2-5, and only 2.1% equaling or exceeding
15 points. These low scores could be partially explained by culture. Japan is known for its
low crime rate which has been attributed to strong social control and conformity among other
factors (Komiya 1999), but whether these incentives extend to less serious deviant behavior is

still an open question.

A comparison between genders showed that males report more deviant behavior in 23 of the
25 items. The only exceptions were taking out one’s anger on something or someone and

copying someone’s essay or homework. Previous research has already clearly established that
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males are disproportionally responsible for most crimes and deviant behavior (e.g., Newburn
and Stanko 1994), and this study is no exception. The unexpected result was that females
exceeded males in the two items mentioned above, albeit the discrepancy was very small, and
Pearson’s chi-squared tests comparing means were not significant. It is possible that the
academic pressure and competition required at Japanese high schools have pushed students to
achieve to such a level that copying their homework has become the norm. It has become a
necessity for some in order to survive the competitive academic environment that has been
described as “exam hell” in Japan (Doyon 2001). Research around the world shows that
females routinely do better at schools and universities than males (e.g., Sheard 2009). The
lack of motivation for males could be just a sign that they do not even care enough to copy
someone’s homework in order to get better grades. However, when it comes to cheating on
tests males scored three times higher than females (9% versus 3%) with Pearson’s chi-
squared test confirming a significant difference (p<.001). It is possible that copying
homework is seen as less serious of an offence than cheating on exams and is thus more
attractive to female students trying to get the better grades. The other item where females
exceeded males was “taking out one’s anger on something or someone.” Taking out one’s
anger could reflect how society encourages boys to control their emotions, thus enabling
more girls to actually let their emotions out. Nevertheless research on externalizing emotions
paints a more nuanced picture: boys exceed girls, but only until they reach adolescence

(Chaplin and Aldao 2013).

Online deviance targeting peers ranged between 2.8% and 12%, which is rather low,
considering the prevalence of cybervictimization. This discrepancy has already been
highlighted in other studies around the world (Tokunaga 2010) and in Japan specifically
(Udris 2015). One of the key issues in the current study as well is the survey framework

which relies on self-report. Peer nominated and self-reported bullying behavior do not always
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show a strong correlation (Cornell and Brockenbrough 2004, Lee and Cornell 2009). When it
comes to Japan, the overriding collectivism and culture of conformity, discouraging students
to seek help, talk about their problems or, in this case, admit wrongdoing, could explain part
of the frequency of socially desired answers (Aoyama, Utsumi and Hasegawa 2012).
Crosstabs analysis, comparing online and offline peer deviant behavior (dichotomous
variables), showed a moderate overlap (Phi-Coefficient=.313, p<.001). Existing evidence is
full contradictory reports, which could be attributed to the diverse definitions and methods
applied in bullying research. Nevertheless, this study points out the significant connection

that exists between real life and in cyberspace.

A closer examination of the 5 general online deviance items (items 13—-17 in Table 1) reveals
that overall perpetration rates are low. The data demonstrate a very large gender gap
(Pearson’s chi-squared tests for gender differences were significant for all 5 variables at
p<.01). The downloading rate (16.8%) is less than half of the world average which stands at
47.47% (see Chapter Three for an international comparison). Moreover, the comparison is
made between the third year students in this sample and middle school students that comprise
the sample in Chapter Three. Uploading and sharing stood at only 6.0%, much lower than the
20.7% found in other studies with middle and high school samples (Donner, Marcum,

Jennings et al. 2014).

Online pornography use over the past 12 months stood at 20%, but the key issue here is the
gender gap: 42.6% among males and 6.1% among females. These numbers are well below
reported results from other countries around the world. A Taiwanese study reported 40%
among a combined sample of middle and high school students in the past one or two years
(Lo and Wei 2005), and a Swedish one reported 86% (males=98% and females=72%) among
third year high schoolers, although the study asked about lifetime experience (Haggstrom-

Nordin, Hanson and Tydén 2005). Studies on university undergraduates have shown similar
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differences in gender, e.g., 73% for males versus 14% for females with an overall rate of 40%
at a number of UK universities within a 12 month time frame (Selwyn 2008). To date no
study has tried to find out why Japanese adolescents are consuming less of it. A study in the
USA analyzed exposure to internet pornography and found it significantly related to self-
reported delinquency (Ybarra and Mitchell 2005), corroborating the findings in this study that
pornography is closely tied to deviant behavior among adolescents. Lower rates of deviant
behavior in general could explain why watching pornography is not as ubiquitous as it is in

other nations.

A similar comparison on hacking exhibits an even greater difference: an overall rate of 1.5%
versus 5.4% for the international average (see Chapter Three for an international comparison).
Lastly, the rate for writing insulting comments with the intent of provoking others or trolling
was 3.8 percent. Arguably this dissertation is the first study to report hacking and trolling
perpetration rates among high school students in Japan, thus future research is needed to
confirm these findings. Hacking can be a complicated activity that involves a specific skillset,
unless a password was stolen or just acquired by accident and then used to access someone’s
e-mail or social networking account. In contrast, trolling does not require good programming
skills and thrives in the anonymous cyberspace, but why so few respondents acknowledged
engaging in it is still an open question. Again, social desirability might give a clue. While
most of the other deviant behavior items have no victims or the action could be accidental or
done in an emotional state, trolling is specific in provoking others and taking gratification
from their pain or suffering. Trolls primarily exhibit sadistic personalities (Buckels et al.
2014), which could explain why there were far fewer respondents admitting to trolling than,
for example, online aggression. In this sample it was predominantly males who admitted to

trolling (males: 7.5%; females: 1.3%).
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An examination of trends for deviance revealed a diverse picture. The largest proportion was
comprised of items that peaked during the second year of high school. When it comes to peer
deviant behavior (online and offline), three out of seven items peaked during the second year.
Engaging in physical fights and excluding or shunning peers online showed a decreasing
trend over the years. These results should be interpreted with caution, as they include only
students in senior high schools. Previous studies have shown that self-reports on being bullied
do decline over the period from 8 to 16 years of age, however self-reports on bullying others
do not (Smith, Morita, Junger-Tas et al. 1999). Future studies should incorporate samples
covering all levels of primary and secondary education to examine trends in self-report

bullying behavior.

The data gathered in this study show that only a few of the deviance items increased during
the three high school years. Two of them are downloading and uploading pirated material: the
former rose to 20.4% among the third year students from 13% in the beginning of high school.
The increase for uploading is less pronounced: from 4.3% to 7.5 percent. This corroborates
previous findings in other studies showing an upward trend in digital piracy (Gunter, Higgins
and Gealt 2010). Hacking and watching pornography did not exhibit clear trends over the
three grades in high school. As for hacking, one would expect an increase because of the skill
that is required to be able to do it. On the other hand, the realization of the seriousness of the
crime and maturation into adulthood might work against the propensity to hack. A more

detailed study is required to analyze these competing hypotheses.

Whether we consider bullying or deviant/delinquent behavior, it is difficult to establish a
trend over only a three year period. It seems that some behaviors should be examined
separately, and preferably in a longitudinal framework, to be able to gauge the onset, rise and
possible decline in the activity. While bullying self-report frequency might stay the same over

the years, a longitudinal examination of delinquent behavior by Dutch students over a six
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year period (all items refer to actions that are punishable by law) showed that over half of
adolescents did not follow a consistent trajectory, i.e., they had period of at least one or more
years of no delinquent behavior (Landsheer and van Dijkum 2005). However, a longitudinal
study in Korea has shown that cyber-delinquency (6 item scale measuring various online
deviance variables) peaks during the first year of middle school and then gradually declines

(Kong and Lim 2012).

All four schools in this study were ranked by the academic achievement of their students
(from A to D) and compared. The lowest achieving school had higher rates of deviance in 20
of the 25 items. Three of those items measured offline peer deviance (i.e., school bullying).
The data clearly indicate that in this study lower academic achievement is not related to
school bullying, which is in line with previous studies (Woods and Wolke 2004). However, a
look at the general deviant behavior scale showed a complete reverse in numbers,
corroborating the findings of Junger-Tas (1989) and Shann (1999), who examined
delinquency and a broader set of antisocial behaviors (e.g., damaging school property) and
found them more prevalent in the lower achieving schools. Furthermore, labor laws and
working hours for students with jobs have been associated with higher dropout rates and
delinquency (Apel, Bushway, Paternoster et al. 2008). Unfortunately this study did not

inquire about work, thus a direct comparison cannot be made.

The social desirability scale was significantly correlated with all the deviance scales, thus
showing an effect of the tendency to produce socially desired answers. Compared to previous
studies, the Japanese high school students exhibit higher levels of social desirability bias.
With the overall mean score of 6.32 (females=6.42; males=6.16) they exceed the scores from
the original study conducted by Reynolds (1982) on 608 undergraduate students (overall
mean=5.67, SD=3.20). The same difference can be seen when comparing with other studies

that show lower scores: M=5.92, SD=3.61 (Robinette 1991) among military trainees and
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M=4.15, SD=2.93 (Zook and Sipps 1985), M=5.76, SD=2.68 (Loo and Thorpe 2000), and
M=5.50, SD=3.00 (Salsman, Brown, Brechting et al. 2005) among university students. All of
the aforementioned studies employed a sample in the USA or Canada. This could point to a
cultural difference between the individualistic Western countries and Japan which values

conformity highly, increasing the likelihood of social desirability bias.

In conclusion, this study has shown that deviant behavior is prevalent and very few
adolescents can say they have not perpetrated any of the behaviors examined in this study,
although the mean average is 5.28 on a 0-25 scale, i.e., most respondents are guilty of only a

few misbehaviors.

The online—offline overlap is largely supported in this study. Correlations between offline
and online deviance subscales varied slightly, ranging between .22 and .38 as measured by
Pearson’s r. Furthermore, the overall offline and online deviance scales showed moderately
strong positive correlations (Pearson’s r=.43). In light of this evidence we can conclude that
close to a half of deviant behavior overlaps between online and offline dimensions. With such
a significant overlap even those traditional sociological theories that were designed for
studying delinquency and offline deviance are bound to show some significance in predicting
cyberdeviance. On the other hand, more than half of the deviance does not overlap, clearly
indicating that cyberdeviance should be analyzed differently from offline deviance. Thus, the
next step is to evaluate the relevance or lack thereof for traditional theories, before discarding

them in favor of newer theories designed to predict cyberdeviance.

2.6 Limitations

The results in this study should be considered in the light of its limitations. First, the research
employed self-reports which can induce socially desired answers. This was confirmed by

using the short form of the Marlowe-Crowne Social Desirability Scale (MC-C), which
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indicated that those who score higher on the scale were on average less likely to report
deviant behavior. Second, only those schools that agreed to participate were included in the
survey due to the sensitive nature of the questions. Third, the sample was comprised of four
urban high schools in a large city. The differences among schools were sometimes quite large,
which suggests the need for a larger study to get a more even and generalizable result. Fourth,
the study was cross-sectional. Future research should examine how the different deviant
behaviors change over time and which factors contribute to this change to corroborate the

findings from this study.

2.7 Summary

To date, studies on deviance and deviant behavior have mostly concentrated on a specific
topic or behavior, ignoring its broader implications. Furthermore, with the emergence of the
Internet and the subsequent rise of a whole new category of deviance, an important question
arises: do the online and offline environments overlap when it comes to deviant behavior?
The purpose of this chapter was to address both of these concerns and analyze deviance in the
21st century. A sample of 803 high school students (mean age 16.36) was administered a
survey about their experience concerning 25 items (divided into 5 separate scales) of deviant
behavior. The results showed a wide variance in perpetration rates depending on the item in
question. Only 5% of the respondents answered negatively to all the deviance items. Overall,
students at lower ranked schools were more likely to engage in deviant behavior. Social
desirability bias was found to have an impact on respondents’ answers, as those who scored
higher on the scale were less likely to admit and commit deviant behavior. All of the scales
examining deviant behavior showed significant correlations, indicating a moderate online—
offline overlap. This supports the view that cyberdeviance is unique in comparison to offline
deviance. However, before completely focusing only on new theories, the next chapter will

investigate the usefulness of traditional theories for predicting cyberdeviance.
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CHAPTER THREE — CROSS-NATIONAL STUDY OF DOWNLOADING AND
HACKING PRACTICES AMONG ADOLESCENTS: THE ROLE OF FAMILY, SCHOOL,

AND NEIGHBORHOOD (STUDY TWO)

In the previous chapter, Study One revealed that the online—offline overlap of deviant
behavior is moderately large. On the other hand, a review of literature in Chapter One argued
for the relevance of traditional sociological theories of deviance in the study of cyberdeviance.
Thus, the purpose of this study is to put these theories to the test. Are traditional theories of

deviance still relevant in the 21* century?

With the advent of new technologies and the ubiquity of the Internet, the world is now more
connected than ever. Internet access around the world is increasing rapidly and, at the
moment, Internet access for household stands at an average of 71.6% for OECD countries
(Organisation for Economic Co-operation and Development 2012). The Internet has proven
to be extremely helpful, but it doesn’t come without a cost. Cybercrime, software piracy,
illegal downloading, hacking, and cyberbullying among others have all become part of our
daily lives. This study will focus on downloading and hacking, part of the International Self
Report Delinquency (ISRD-2) study, which included 31 countries across four continents.
This dataset set was chosen for this study for the following reasons: (1) it offered a large
sample of adolescents from various regions of the world; (2) the dataset was unique in its
own right, being the only cross-national study that had addressed delinquency and
cyberdeviance (downloading and hacking); (3) it included variables that measure self-control
theory, peer and family relationships, and school and neighborhood attachment and

disorganization, offering a unique chance to test traditional sociological theories.

Both downloading and hacking, each for its own reason, have attracted a lot of attention from

researchers and media alike. While the main issue with downloading is copyrights and the
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vast amounts of money that music and movie producers don’t receive due to sharing (Navarro,
Marcum, Higgins et al. 2014), hacking poses a security risk and can be potentially
devastating to individuals, companies or countries alike (Nelson 2014). Younger generations
have been shown to adopt new technologies faster, leading to the debate of digital natives and
digital immigrants (Prensky 2012), which makes adolescents the perfect sample to study the

link between technology and behavior.

3.1 Digital Piracy and Downloading

Illegal downloading of software, movies and especially music has become an increasingly
contentious issue. Setting aside the moral and legal debate of what pertains lawful and
unlawful downloading (for a good discussion see Cluley 2013), a number of studies have
tried explain downloading and online piracy. The two most widely used theoretical
frameworks are social learning theory and self-control. In support of the social learning
perspective Hinduja and Ingram (2009) found that real-life association with deviant peers was
the biggest predictor of music piracy, although online peers and online media were also
significant factors. Morris and Higgins (2010) employed vignettes and asked their
respondents “How likely would it be for you to [go on-line and find a copy of the movie and
download it for free, download the CD illegitimately under these circumstances, to have
friends ask you to make a copy it]” to measure the possibility of digital piracy. The results
indicated at modest support for Aker’s social learning theory (Morris and Higgins 2010).
Jacobs, Dehue, Vollink et al. (2014) adapted a social cognitive theory model from LaRose
and Kim (2007) and tailored it specifically for downloading. The revised model explained
22.7% of variance in downloading behavior with descriptive norms, deficient self-regulation,
and five types of outcome expectations as significant predictors. However, self-efficacy and
moral justifications did not influence the number of downloads reported by respondents

(Jacobs et al. 2014). Lastly, lending credence to the social learning approach, Navarro et al.
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(2014) found that associating with deviant peers increased an individual’s likelihood of

committing software, movie or music piracy.

Research concerning digital piracy and self-control is sparse and oftentimes done in
conjunction with the social learning theory. Higgins, Wolfe and Marcum (2008) employed
the full scale of self-control, which was developed by Gottfredson and Hirschi (1990). Their
dependent variable was “I would go to the web-site with the intention to download the CD
under these circumstances”, which does not specify if the CD is music, movies, or software
(Higgins et al. 2008). In this way the author’s encompass all the possible types of digital
piracy, but at the same time it is impossible to differentiate between them. In light of the
limitations of the study, the authors found that low self-control and especially the impulsivity
subscale are significantly associated with the intention of digital piracy. Furthermore, social
bonding had a negative relationship with digital piracy, meaning that stronger attachment to
one’s family and school acts as a deterrent to a certain degree (Higgins et al. 2008). This is in
line with Higgins and Wilson (2006) who examined the link between self-control, differential
association and software piracy. Their findings supported low self-control and differential
association, however the statistical significance was lost in the subsample group with high
morals (Higgins and Wilson 2006). Thus one’s morals can possibly negate the influence of
low self-control or differential association. A more nuanced approach to digital piracy
includes both self-control and social learning theory. First, Higgins and Makin (2004a) and
Higgins (2005) reported that self-control correlated with software piracy more strongly for
those respondents that had associated with more deviant peers already. Second, Higgins and
Makin (2004b) expanded on this finding and included attitudes towards software piracy and
moral beliefs in their regression analyses. Their conclusions, based on regression analyses,
corroborated previous findings on the conditioning effects of social learning theory. This

means that self-control becomes less significant for predicting software piracy once one’s
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daily associates are taken into account. Furthermore, the gender gap (the offenders being
overwhelmingly male), that has been consistently found by studies examining such behaviors
as hacking or downloading (e.g., Turgeman-Goldschmidt 2008, Young et al. 2007), was

partially explained by association with deviant peers (Higgins 2006).

Higgins et al. (2006) took a step further and used structural equation modeling to test how
self-control and social learning theories interact in one model. They concluded that a three
factor model needs the social learning component for a fuller explanation of digital piracy. A
more recent study examining self-control, social learning theory and their links to software
piracy revealed that self-control plays a more important role indirectly through social learning,
and, when controlling for social learning increased levels of low self-control, likelihood of
software piracy went down (Burruss, Bossler and Holt 2012). The debate around Gottfredson
and Hirschi’s self-control theory and Aker’s social learning theory exhibits contradictory

results and it is fair to say that both theories offer valid approaches to predicting digital piracy.

Finally, a number of studies have looked at software piracy from a slightly different
theoretical point of view. While still measuring the influence of self-control, Higgins (2007)
examined rational choice as a possible factor that could explain software piracy. Low self-
control proved to be a direct and indirect influence on software piracy, and situational factors
derived from the rational choice theory mediated this effect (Higgins 2007). Hinduja (2007)
explored techniques of neutralization, which is a theoretical framework originally from
delinquency research (Sykes and Matza 1957). Adapting it to 51 items comprised of “Denial
of Responsibility,” “Denial of Injury,” “Denial of Victim,” “Condemnation of the
Condemners,” “Appeal to Higher Loyalties,” “Metaphor of the Ledger,” “Claim of
Normalcy,” “Denial of Negative Intent,” and “Claim of Relative Acceptability,” the study
found only weak support for the theory, noting that respondents did not consider software

piracy to be something culpable, which could partially explain the poor results (Hinduja
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2007). Exploring the deindividuation theory, Hinduja (2008) specifically studied anonymity
and pseudonymity, but found no significant difference in software piracy levels between

respondents scoring higher or lower on either of the scales.

3.2 Hacking

Originally the word “hacker” had a positive connotation and was attributed to individuals
with exceptional skill for being able to find shortcuts or “hacks”. Nowadays it has been
turned upside down (Seigfried-Spellar and Treadway 2014). Yar (2005) refers to the labeling
approach taken by Becker (1963) arguing that it is the governments, law enforcement and
media who construct hacking as a criminal activity, and therefore adding the negative
connotation to it. To date very few studies have looked specifically at hacking. The most
frequently used theory to analyze hacking has been social learning theory (Akers et al. 1979).
One of the first studies to explore the link between social learning and hacking was by
Skinner and Fream (1997), who found modest support for the theory. Measurement of
hacking included several items such as “tried to guess another’s password to get into his or
her computer account or files,” “accessed another’s computer account or files without his or
her knowledge,” and “wrote or used a program that would destroy someone’s computerized
data (e.g., a virus, logic bomb, or trojan horse).” Differential association and differential
reinforcement/punishment were both significant predictors of the aforementioned hacking
behaviors (Skinner and Fream 1997). Holt, Burruss and Bossler (2010b) studied the full
social learning model using structural equation modeling (SEM) analysis and found that, not
only is social learning directly linked to cyberdeviance, it also explains the gender gap.
Taking into account the cross-sectional nature of the study, the SEM model explained 81% of
the variance in cyberdeviance, which is more than the average usually reported in the field
(Holt et al. 2010b). Finally, Holt, Bossler and May (2012) did a similar study using the same

measures Skinner and Fream (1997) had used with a sample of middle and high school
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students. Their findings confirm that deviant peer associations, as well as lower self-control,

were significant predictors of hacking and sharing “pirated” software (Holt et al. 2012).

Besides the social learning theory the next most frequently used theoretical approach is self-
control which is most widely used in criminology and part of the general theory of crime
(Gottfredson and Hirschi 1990). Bossler and Burruss (2011) used the classic self-control
theory developed by Gottfredson and Hirschi to analyze hacking. While some scholars argue
that being a hacker means having self-control, discipline and the commitment to learn
systematically (Holt and Kilger 2008, Jordan and Taylor 1998), Bossler and Burruss (2011)
refer to Gottfredson and Hirschi, contending that most hacking is simple and thus self-control
plays an important role. Previous studies have shown that there is no connection between
self-control and hacking intentions (Gordon and Ma 2003), however, a growing body of
evidence suggests that self-control is in fact related to hacking in a significant way (Bossler

and Burruss 2011, Donner et al. 2014, Holt et al. 2012).

Apart from the two aforementioned theories, researchers have linked parent—child
relationships and depression (Kong and Lim 2012), willingness to hack (Beebe and Guynes
2006), and risk propensity and rationality (Bachmann 2010) to hacking behavior. In addition,
introversion has been associated with hacking and related computer crime activities (Rogers,
Seigfried and Tidke 2006b), however others found no such connection (Seigfried-Spellar and
Treadway 2014). Seigfried-Spellar and Treadway (2014) suggest that the stereotypical
argument about the Net Generation or the digital native hackers being introverted tech geeks
has become moot, as everyone growing up now is much closer to technology by default. A
qualitative study of 54 self-professed hackers in Israel revealed that hacking for them is a
form of entertainment, with the purpose of seeking fun, gaining knowledge, and showing off
their skills (Turgeman-Goldschmidt 2005). Moreover, hackers often see themselves as

positive deviants and lack shame no matter how serious their offenses are (Turgeman-
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Goldschmidt 2008). They also deny their guilt by blaming the victim (Young et al. 2007).
Self-proclaimed hackers oftentimes think that the chances of punishment for hacking are
smaller than for shoplifting, although the general student population believes in the opposite
(Zhang, Young and Prybutok 2008). This could explain their easy-going attitude towards

hacking and its possible consequences.

3.3 Purpose of the Study

Based on the results of the previous chapter, this study will test traditional theories of deviant
behavior as predictors of cyberdeviance (in this case illegal downloading and hacking). As
the overlap between online and offline deviance is partial, it is expected that these theories
will provide some explanation for cyberdeviance. However, will these results warrant their
continued use in cyberdeviance research, or should we look for new theories? No existing
study has looked into the role of family, school and neighborhood at the same time in
connection with cyberdeviance. The exceptions that include at least one of the
aforementioned factors are Aoyama, Barnard-Brak and Talbert (2011), who examined
parental monitoring and found no significant association with cyberbullying, and Kong and
Lim (2012) who found that parent—child relationship plays a significant role in cyber
delinquency (a scale comprising items that include downloading, hacking, swearing and lying

online).

Furthermore, the ISRD-2 dataset includes a number of delinquency items, enabling a follow-
up analysis of the online-offline overlap. Do such behaviors as shoplifting, vandalism or

selling drugs correlate with hacking and downloading?

Lastly, the utilization of the ISRD-2 data will give an unparalleled opportunity to examine
cyberdeviance across various regions and countries around the world. Previous studies that

have examined downloading and hacking have mostly employed small college student
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samples in one country. There is a dearth of knowledge when it comes to cross-national
comparisons and more representative samples. Do adolescents differ in their engagement in
cyberdeviance around the world? Can the theories explain variance in engagement? Are

adolescents in some countries more prone to cyberdeviance?

3.4 Methods

3.4.1 Participants
The 20052007 ISRD-2 study participants were 68,507 students from 30 countries: 34,583
females (50.5%), 33,758 males (49.3%), and 166 not specified (0.2%). The distribution
between grades was 22,631 in Grade 7 (33.0%), 22,715 in Grade 8 (33.2%) and 23,161 in
Grade 9 (33.8%). Originally there were 31 participant countries, but Canada was excluded
from the final sample due to internal data protection policies (Marshall and Enzmann 2012).
Countries were subdivided into clusters depending on geographical and cultural factors (see
Esping-Andersen (1990) and Saint-Arnaud and Bernard (2003)). The Anglo-Saxon cluster
includes the USA and Ireland. The Northern Europe cluster is represented by Iceland, Finland,
Sweden, Norway, and Denmark. The Western Europe cluster refers to Netherlands, Austria,
Germany, Switzerland, France, and Belgium. The Mediterranean cluster is represented by
Portugal, Cyprus, Italy, and Spain. The Latin-American cluster is represented by Suriname,
and Venezuela. Lastly, the Post-Socialist cluster consists of Estonia, Lithuania, Poland,
Czech Republic, Hungary, Slovenia, Bosnia and Herzegovina, Russia, and Armenia

(Marshall and Enzmann 2012).

3.4.2 Measures
The ISRD-2 study included a variety of scales and measures taken from fields such as
criminology, sociology, and psychology. While the survey included separate measures for

age and grade, this study will use the student’s grade as a proxy for age. A problem arises
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because of students’ repetition of the same grade, confounding the issue and making analysis
more complicated. Grade was coded as 1=grade seven, 2=grade eight and 3=grade nine.
Gender was coded as 1l=female and 2=male. The last covariate item was computer
availability at home which was coded as 1=no computer at home to use and 2=computer at

home to use.

Variables concerning family inquired about relationships with parents (or guardians), the
quality of leisure time spent together, as well as the number of times dinner is consumed
together. Items asking about family included relationships with the man or woman (e.g.,
“How do you usually get along with the man you live with (father, stepfather....)?””) The
coded responses were 1= “I don’t get along at all,” 2= “I don’t get along so well,” 3= “I get
along rather well,” and 4= “I get along just fine.” Family leisure was measured by one item:
“How often do you and your parents (or the adults you live with) do something together, such
as going to the movies, going for a walk or hike, visiting relatives, attending a sporting event,
and things like that?” which was 1= “Almost never,” 2= “About once a year,” 3= “A few
times a year,” 4= “About once a month,” 5= “About once a week,” and 6= “More than once a
week.” Next, an item eating dinner together (“How many days a week do you usually eat the
evening meal with (one of) your parents (or the adults you live with)?””) was coded as
follows: 1= “Never,” 2= “Once,” 3= “Twice,” 4= “Three times,” 5= “Four times,” 6= “Five
times,” 7= “Six times,” 8= “Daily.” The last variable concerning family inquired about
parents knowing the respondents’ friends (“Do your parents (or the adults you live with)
usually know who you are with when you go out?”). The responses were coded as follows:

1= “Rarely/never,” 2= “Sometimes,” 3= “Always.”

Other measures include the 5 item attitudes towards violence scale (Wilmers, Enzmann,
Schaefer et al. 2002) comprised of the following items: “A bit of violence is part of the fun.”

“One needs to make use of force to be respected.” “If somebody attacks me, | will hit him/her
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back.” “Without violence everything would be much more boring.” “It is completely normal
that boys want to prove themselves in physical fights with others.” Scale description: scores

5-20; Cronbach’s a=.70; M=5.05; SD=3.34.

Next, a shortened 12 item self-control scale was employed (Grasmick, Tittle, Bursik et al.
1993). The self-control scale was comprised of four subscales: impulsivity (3 items: “I act on
the spur of the moment without stopping to think.” “I do whatever brings me pleasure here
and now, even at the cost of some distant goal.” “I’m more concerned with what happens to
me in the short run than in the long run”); risk-taking (3 items: “I like to test myself every
now and then by doing something a little risky.” “Sometimes I will take a risk just for the fun
of it.” “Excitement and adventure are more important to me than security”); self-centeredness
(3 items: “I try to look out for myself first, even if it means making things difficult for other
people.” “If things I do upset people, it’s their problem not mine.” “I will try to get the things
I want even when I know it’s causing problems for other people”); and volatile temperament
(3 items: “I lose my temper pretty easily.” “When I’'m really angry, other people better stay
away from me.” “When I have a serious disagreement with someone, it’s usually hard for me
to talk calmly about it without getting upset.”) Scale description: scores 12-48; Cronbach’s

a=.83; M=26.00; SD=7.29.

The 8 item school scale was comprised of two subscales: school attachment (4 items: “If I
had to move | would miss my school.” “Teachers do notice when I am doing well and let me
know.” “I like my school.” “There are other activities in school besides lessons (sports, music,
theatre, disco’s)”) and school disorganization (4 items: “There is a lot of stealing in my
school.” “There is a lot of fighting in my school.” “Many things are broken or vandalized in
my school.” “There is a lot of drug use in my school.”) Scale descriptions as follows: school
attachment: scores 4-16; Cronbach’s a=.61; M=12.28; SD=2.69 and school disorganization:

scores 4-16; Cronbach’s a=.75; M=8.56; SD=3.02.
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The 10 item neighborhood scale (adapted from Sampson, Raudenbush and Earls (1997) and
Sampson, Morenoff and Earls (1999)) consisted of three subscales: neighborhood attachment
(2 items: “If I had to move, I would miss the neighborhood” and “I like my neighborhood”);
neighborhood disorganization (5 items: “There is a lot of crime in my neighborhood.” “There
is a lot of drug selling.” “There is a lot of fighting.” “There are a lot of empty and abandoned
buildings.” “There is a lot of graffiti”); and neighborhood integration (3 items: “This is a
close-knit neighborhood.” “People in this neighborhood can be trusted.” “People in this
neighborhood generally don’t get along with each other.”) Three items from the full
neighborhood scale were not included in the analysis based on previous findings from this
dataset (Marshall and Enzmann 2012:55). Scale descriptions as follows: neighborhood
attachment: scores 2—-8; Cronbach’s o=.76; M=6.48; SD=1.77; neighborhood disorganization:
scores 5-20; Cronbach’s a=.82; M=8.21; SD=3.59; and neighborhood integration: scores 3—

12; Cronbach’s a=.82; M=8.55; SD=2.55.

The responses for all scales ranged from “Fully disagree,” “Somewhat disagree” to
“Somewhat agree” and “Fully agree” (coded as 1 — Fully disagree to 4 — Fully agree that
were then summed up for scale values). The ISRD-2 study asked about hacking and
downloading generally, and followed up with a second dichotomous response inquiring about
the last 12 months. This study looked at only those who responded affirmatively to the
second question (coded as 1=experience), while the rest were coded as 0=no experience. The
corresponding questions for the items were “When you use a computer did you ever

download music or films?”” and “Did you ever use your computer for ‘hacking’?”

3.4.3 Procedure
The dataset for this study was acquired from Inter-university Consortium for Political and

Social Research data archive.
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3.4.4 Data analyses
Logistic regression was chosen as the method most fit to analyze the dichotomous dependent
variables measuring downloading and hacking experience (Menard, 2002). All the items in
the model were tested for multicollinearity and were deemed appropriate for analysis. Gender,
grade and the availability of a computer at home were added as covariates in the models. All
analyses were conducted in R (ver. 3.2.1). Regressions were conducted using the “glm”

function in R. The significance level was set at p<0.05.

3.5 Results

3.5.1 Frequencies
The overall illegal downloads rate across all countries stood at 47.47%, while hacking
perpetration was 5.38 percent. A crosstab analysis of having a computer to use and illegal
downloads showed that the relationship between the variables is significant (p<.001), but not
very strong (Phi-Coefficient=.254; see Table 5). This result suggests that not having access to
a personal computer at home greatly reduced the risk of illegal downloading. However, the
results for those who had access to a personal computer at home were less pronounced, and
the difference in cyberdeviance was much smaller with offenders being slightly numerous.
An examination computer availability and hacking showed that the relationship is significant
(p<.001), but very weak (Phi-Coefficient=.061). However, it is apparent from this analysis
that very few respondents who had no computer at home engaged in hacking. As it is a skill
that takes certain knowledge and practice, it would be very difficult acquire the necessary
traits without having spent a long time in front of the computer screen. Furthermore, schools
are likely to restrict the use of their computers in order to prevent exactly such incidents so
the students, who would be interested in engaging or learning about hacking, face numerous

obstacles.
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Table 5. Crosstab analysis of computer access, illegal downloads,

and hacking.
Access to a PC at home

Illegal downloads No Yes
No 8,512 (12.89%) 26,156 (39.62%)
Yes 1,891 (2.86%) 29,464 (44.63%)
Hacking
No 10,236 (15.40%) 52,680 (79.23%)
Yes 231 (.35%) 3339 (5.02%)

Illegal downloads: N=66,023, chi-square=4,255; Hacking: N=66,486,
chi-square=244.53

A comparison of all the delinquency items showed that the vast majority of those who engage
in offline deviant behavior have also engaged in cyberdeviance. Analysis comparing country
groups showed that different regions of the world exhibit varying degrees of perpetration
rates for downloading — Anglo-Saxon 49.95%, Northern EU 59.85%, Western EU 52.33%,
Mediterranean EU 37.94%, Latin America 31.56%, Post Socialist 49.44%. The differences
were even more pronounced for hacking: Anglo-Saxon 3.29%, Northern EU 3.91%, Western
EU 5.25%, Mediterranean EU 8.69%, Latin America 3.97%, Post Socialist 4.95%. The group
differences for both downloading and hacking were significant (p<.001). The frequency rates
for last 12 months for all the other delinquency items are as follows: vandalism=7.2%;
shoplifting=6.0%; burglary=0.9%; stealing (bicycle and/or scooter)=1.8%; stealing
(motorbike and/or car)=0.6%; stealing (from a car)=1.1%; snatch purse/bag etc.=1.2%; carry

weapon=7.1%; extortion=1.2%; group fighting=11.1%; assault=1.7%; sell drugs=1.8%.

3.5.2 Correlations
Downloading and hacking were both significantly correlated with all the other deviant
behavior items, as well as the three covariates. However, the effect size varied greatly from
item to item (see Table 6). The correlation between hacking and downloading was only
moderate (Pearson’s r=.193) which shows that the two behaviors do not necessarily conflate.
Hacking was more strongly correlated with all the other delinquency items than downloading,
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the only exception being shoplifting. One reason for this could be that only 34% of those who

admitted to ever downloading music or movies thought it was illegal. Unfortunately the same

question was not employed for hacking, thus making a direct comparison impossible.

Interestingly, having a computer at home was much more strongly correlated to downloading

(Pearson’s r=.254), while the effect size for hacking was more than four times smaller

(Pearson’s r=.061). Thus, hacking is not exclusively tied to the image of the lone hacker at

home at his personal computer. Furthermore, computers at schools usually prohibit

downloading and are restricted in other ways, but hacking in itself is breaking the prescribed

rules, which might indicate why downloading would correlate more with having a computer

at home while hacking is not.

Table 6. Deviant behavior correlations.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1. Gender - -.013 .034 .110 .033 .059 .085 .054 .060 .042 .157 .055 .164 .071 .054 107 .127
2. Grade - .043 036 .039 .025 .035 .026 .025 .024 .050 .019 .034 .014 .065 .148 .046
3. Computer at home - 032 .027 .004" .018 -.002" -003" .007f .022 .001N .010 .010%+ .018 .254 .061
4. Vandalism 299 212 269 .169 229 208 .322 .214 316 .208 207 .159 .166
5. Shoplifting 220 .238 137 206 .216 .209 .161 .203 .144 184 130 .104
6. Burglary 283 303 266 .237 .185 .221 .141 .178 193 .049 .094
7. Stealing (bicycle/scooter) 301 263 242 226 .235 .203 .209 .235 .085 .094
8. Stealing (motorbike/car) 310 219 174 221 129 207 .201 .042 .095
9. Stealing (from a car) 250 199 212 171 169 229 .062 .100
10. Snatch purse/bag etc. 176 243 159 .178 215 .062 .097
11. Carry weapon 229 317 244 247 165 .170
12. Extortion 189 .257 230 .064 .103
13. Group fighting - .249 197 166 .176
14. Assault - 214 .067 .108
15. Sell drugs .091 .130
16. Downloading 193
17. Hacking

Two-tailed Pearson’s Correlations. All correlations in the table are significant at p<.001, except between gender and grade (p<.01) and
computer availability at home where marked otherwise: tp=.062; 11p=.012; "p=Non-significant.

3.5.3 Psychological and social factors as predictors of cyberdeviance

To examine the influence of individual and social factors predicting downloading and

hacking behavior multiple regressions analyses were used. Models one through four were

created using binomial logistic regression and focused on downloading. Gender, grade and
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computer availability at home were used as control variables. Model 1 (see Table 7)
represents the individual level measuring attitudes towards violence and self-control. All the
variables in Model 1 were significant predictors of downloading. Having a computer at home
was associated with more than five times (OR=5.05-5.67) more frequent downloading in the
past year. Likewise, boys (OR=1.37-1.47) and students in higher grades or classes
(OR=1.39-1.45) were more likely to download music and movies. The influence of attitudes
towards violent behavior (OR=1.02-1.04) and self-control (OR=1.04-1.05) was small, but,

nevertheless, significant.

Model 2 examined all the previous variables while adding family level items in the regression.
Not getting along with either parent (father: OR=.91-.97; mother: OR=.92—-.99) and less
frequent dining together with parents (OR=.95-.97) were negatively and significantly
associated with downloading. By far the most significant predictor among the family
variables was parents knowing whom the adolescent is with when going out, which was

negatively and significantly associated with downloading (OR=.70-.74).

Model 3 introduced school level variables, which in this case were school attachment and
disorganization. All the variables from previous models retained their significance, except for
family leisure. Both school variables were significantly associated with downloading, but the
odds ratios were very small (school attachment: OR=.96-.98; school disorganization:
OR=1.01-1.02). Model 4 introduced the last batch of variables, adding neighborhood to the
equation. Again, all the variables from previous models, except family leisure, retained their
significance. Neighborhood attachment was positively and significantly (OR=1.03-1.05),
while neighborhood integration was negatively and significantly associated with

downloading (OR=.96-.98).
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Hacking perpetration rates were much lower than downloading rates. Models five through
eight focused on predicting hacking. Model 5 employed the same independent variables as
Model 1, in this case, predicting hacking. All the variables were positively and significantly
associated with hacking. As with downloading, having a computer at home was the strongest
predictor with hacking (OR=2.63-3.59). Similarly, as with downloading, boys (OR=2.70—
3.21) and students in higher grades (OR=1.20-1.32) were more likely to engage in hacking.
Scales measuring attitudes towards violence (OR=1.04-1.07) and self-control (OR=1.05-

1.06) showed only a slight, albeit significant, effect on hacking.

Table 7. Multiple logistic regression analysis predicting illegal downloading.

Model 1 Model 2 Model 3 Model 4
B (S.E) Odds B (S.E) Odds B (S.E) Odds B (S.E.) Odds

ratio ratio ratio ratio

(D) ((¢1)] (o)) (CI)
Gender .35(.018)  1.42*** 37(.020) 1.44*** 36(.021) 1.43** 38(.021) 1.46%**
Grade 35(.011)  1.42*** 32(.012) 1.38*** 32(.012) 1.37*** .32(.013) 1.38***
Computer at home 1.68(.029) 5.35*** 1.69(.033) 540*** 1.68(.034) 537*** 1.70(.036) 5.49***
Attitudes towards violence .03 (.003)  1.03*** .02 (.004)  1.02*** .02 (.004) 1.02*** .02 (.004)  1.02***
Self-control .04 (.002)  1.04*** .03(.002) 1.03*** .03(.002) 1.03*** .03(.002) 1.03***
Get along with father -.06 (.017) .94***  -05(.018) .95** -.05(.019) .95**
Get along with mother -.05(.020) .95* -.05(.020) .94* -.05(.021) .95*
Family leisure .00 (.008)  1.00 .01 (.008) 1.01 .01 (.008) 1.01
Eat dinner together -.04(.005) .96***  -04(.005) .96***  -03(.005) .97***
Parents know friends -34(018) .71***  _31(.018) .73***  _31(019) .73%**
School attachment -03(.004) .97***  -03(.004) .97***
School disorganization .01 (.004) 1.01** .01(.004) 1.01**
Neighborhood attachment .04 (.007)  1.04***
Neighborhood disorganization -.00(.003) 1.00
Neighborhood integration -.03(.005) .97***
AlC 72843 62448 58124 54881
Adjusted McFadden R? .091 .096 .099 .100
N 57833 49865 46534 43998

*p<.05; **p<.01; ***p<.001.

Model 6 introduced family variables and, again, family leisure was the only non-significant
variable in the model. As with downloading, again not getting along with father (OR=.83-
.94) or mother (OR=.71-.81) were indicators for increased hacking behavior. Model 7
showed that the influence of school is rather small but significant: school attachment

(OR=.94-.97) was negatively and significantly associated with hacking and school
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disorganization (OR=1.04-1.07) was positively and significantly associated with hacking.
Model 8 included the neighborhood scales. Contrary to Model 4, this time neighborhood
disorganization was the only significant predictor of hacking (OR=1.02-1.05), while

neighborhood attachment and integration were non-significant.

Table 8. Multiple logistic regression analysis predicting hacking.

Model 5 Model 6 Model 7 Model 8
B (S.E) Odds B (S.E.) Odds B (SEE) Odds B (S.E) Odds

ratio ratio ratio ratio

©€n (Cn ©n ()
Gender 1.08 (.044) 2.95*** 1.14(.048) 3.16*** 1.12(.049) 3.07*** 1.13(.051) 3.10***
Grade .23(.023)  1.26*** 21(.025) 1.23** 20(.026) 1.22*** 19(.027) 1.21***
Computer at home 1.12(.080) 3.08*** 1.20(.090) 3.32*** 1.15(.091) 3.16*** 1.21(.096) 3.34***
Attitudes towards violence .05 (.007)  1.05*** .05(.007) 1.05*** .04 (.007) 1.04*** .04 (.008)  1.04***
Self-control .05(.003) 1.06*** .05(.003) 1.05*** .04(.004) 1.04*** .04(003)  1.04***
Get along with father -13(.032) .88***  -11(.033) .89***  -10(.034) .90**
Get along with mother -28(.034) .76***  -26(.036) .77***  -26(.037) .77***
Family leisure -.00(.015) 1.00 .01(.016) 1.01 .01 (.016) 1.01
Eat dinner together .03(.009) 1.03** .03(.010) 1.03*** .04(.010) 1.04***
Parents know friends -31(.033) .73***  _27(.034) .76***  -26(035) .77***
School attachment -.04 (.008) .96***  -.04(.008) .96***
School disorganization .05 (.007)  1.05*** .04 (.008)  1.04***
Neighborhood attachment -01(.013) .99
Neighborhood disorganization .03 (.006)  1.04***
Neighborhood integration .00 (.010)  1.00
AIC 22221 19290 18035 17064
Adjusted McFadden R? .092 .105 .108 110
N 58186 50173 46804 44247

*p<.05; **p<.01; ***p<.001.

Separate analyses with the offline delinquency items showed that the same models explained
more variance in the dependent variable, i.e., family, school, and neighborhood variables
were better at predicting offline deviance than online deviance. Regression models, with the
same independent variables as in Model 8, were used in this case. The adjusted McFadden R?
scores were: vandalism =.19; shoplifting =.13; burglary =.19; stealing (bicycle and/or
scooter) =.19; stealing (motorbike and/or car) =.25; stealing (from a car) =.20; snatch
purse/bag etc. =.17; carry weapon =.19; extortion =.22; group fighting =.18; assault =.20; sell
drugs =.21. Males were more likely to be involved in all of the above mentioned delinquent

acts except for shoplifting, where gender was not a significant predictor in the model.
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Finally, dummy variables were created for countries and used as the only independent
variables in the same model to determine how much variance is explained between and
within countries. In the case of downloading, 8% (adjusted McFadden R?*=.08) of the
variance is between the countries, while 92% of the variance is within the countries. For
hacking these numbers are 3% (adjusted McFadden R?=.03) and 97 percent. This shows that
country origin is unimportant and most variance in cyberdeviance is explained by the factors

within the countries themselves.

3.6 Discussion

As the spread of technology and the Internet increases, we can expect more and more issues
to arise concerning cyberdeviance. One of the key findings in this study is that cyberdeviance
does not significantly vary across the 30 participant countries. Country origin explained only
8% of variance in downloading and 3% in hacking. While computer access rates across the
countries might vary greatly, just being a citizen of a certain country does not automatically
raise one’s chances of engaging in cyberdeviance. Furthermore, this is clear evidence, which
lends support to the use of combined cross-national samples for the purpose of studying
cyberdeviance. Thus, the theories that are going to be discussed here should apply to all the

participant countries separately, and regardless of the culture.

This study showed that family, school and neighborhood play differing but significant roles
in online deviant behavior. Examining the correlations among all the delinquency items,
downloading and hacking, we can see that hacking is more strongly correlated to the other
delinquency items than downloading, with the exception of shoplifting. This supports the
findings from Study One. Yar (2005) argued that the hacking culture itself encourages males
to join and purposefully excludes females. Like Yar, this study found that hacking is

overwhelmingly male — 8.29% versus 2.58% of females. In comparison, when it comes to
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downloading, the gender distribution is more even — 54.60% of males versus 42.24% of
females. These results are consistent with previous studies that show a much larger gender
gap for hacking (Turgeman-Goldschmidt 2008) than for downloading (Gunter et al. 2010).
This gender gap could explain why hacking is more strongly correlated with other

delinquency items which are predominantly male domains (Cornell and Loper 1998).

The biggest predictor for both downloading and hacking was computer availability at home,
which suggests that affordability plays an important role. Because schools might monitor
more closely what is happening on their computers, and possibly employ filters, it puts more
constraints on how they can be used. This in turn makes it harder to even try downloading
illegal software. Furthermore, being caught in any of these acts could spell expulsion from

school, or at least a disciplinary case.

Next, gender and grade were significant predictors of both downloading and hacking. For
downloading, males were up to 1.46 times more likely to be perpetrators; however, for
hacking, the difference was much more pronounced: up to 2.85 times more likely than
females. Having a positive attitude towards violent behavior was a significant predictor of
both downloading and hacking. Positive attitudes towards violent behavior have already been
linked to physical and verbal violence (Avci and GUCRay 2013, Huesmann and Guerra 1997,
McConville and Cornell 2003), or other types of high-risk behavior, such as fighting,
substance use, and carrying weapons, where males were found to be the more frequent

perpetrators (Cornell and Loper 1998).

Although the odds ratio for self-control as a predictor for downloading and hacking was small,
nonetheless it was significant in all the regression models, adding to the already large body of

evidence that links low self-control and online deviant behavior (Bossler and Burruss 2011,
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Gunter et al. 2010, Higgins and Makin 2004a, Higgins et al. 2006, Higgins 2007, Holt et al.

2012).

Parental attachment in this study was measured separately for father and mother to see if
there are any differences and gain deeper insight in parental relationships in connection with
deviant behavior. Even though both items were significant predictors for downloading and
hacking, the odds ratios were not the same. Having a bad relationship with mother or father
had almost identical negative associations with downloading. In contrast, the odds ratio for
getting along with mother was twice the size of getting along with father in the regression
models predicting hacking. In this case the relationship with mother seems to play a more
important role. This contradicts previous studies that have shown the father-child relationship
being more important (Day and Padilla-Walker 2009, Williams and Kelly 2005) or equal in
measure (Hirschi 1969:102) to the mother-child relationship in relation to delinquent or

externalizing problem behavior.

Family leisure was not a significant predictor of either downloading or hacking, but eating
dinner together was. Eating dinner together was negatively associated with downloading. In
contrast, the opposite was true for hacking. Griffin, Botvin, Scheier et al. (2000) have shown
that for adolescents from single-parent families and in female respondents eating family
dinners together was negatively associated with delinquency. Other studies have linked
regular family meals to decreased aggressive and/or violent behavior (Fulkerson, Story,
Mellin et al. 2006), tobacco smoking (Wada and Fukui 1994), and for marijuana use in girls
(Eisenberg, Olson, Neumark-Sztainer et al. 2004, Sen 2010). Moreover, regular dinners with
family also lower the possibility for sex before the age of 16 in boys (lkramullah and Cui
2009). A more recent longitudinal study by Musick and Meier (2012) reported similar results,

but reduced odds of delinquent behavior via more frequent family dinners were only found at
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Time 1, and, that significant result disappeared when the researchers tried to model

delinquent behavior from Time 1 to Time 2 in their study.

Parental control, or in this case parents knowing the respondents’ friends, was a significant
predictor of both downloading and hacking. This study supports the view that parental
monitoring and control is an important deterrent to deviant behavior (Barnes, Hoffman, Welte
et al. 2006, Herrenkohl, Maguin, Hill et al. 2000, Knoester and Haynie 2005, Osgood, Wilson,
O'Malley et al. 1996, Osgood and Anderson 2004). Furthermore, effective parenting has been
shown to foster higher levels of self-control (Crosswhite and Kerpelman 2012), which, in
turn, could theoretically reduce the chance of downloading and hacking due to low self-

control.

School attachment or bonding was significantly and negatively associated with both
downloading and hacking. A number of studies have shown that increased attachment to
school promotes conforming behavior (Cernkovich and Giordano 1992, Herrenkohl et al.
2000), while lower school attachment has been linked to bullying (Spriggs, lannotti, Nansel
et al. 2007), later initiation to deviant behaviors, such as drinking and smoking (Dornbusch,
Erickson, Laird et al. 2001), deviance and delinquency (Vazsonyi and Pickering 2003,
Wiatrowski, Griswold and Roberts 1981), and cyber-victimization (Schneider, O'Donnell,

Stueve et al. 2012).

School disorganization was positively associated with downloading and hacking. This link
might seem less obvious, however, disorganization at schools has already been linked to
other deviant behaviors, such as bullying (Bradshaw, Sawyer and O’Brennan 2009, Khoury-
Kassabri, Benbenishty, Astor et al. 2004), and an increased risk for violence at school

(Birnbaum, Lytle, Hannan et al. 2003, Stewart 2003).
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The neighborhood variables showed mixed results. Neighborhood disorganization was not
significant in the regression models examining downloading. On the other hand,
neighborhood integration was significantly and negatively associated with downloading.
Surprisingly, neighborhood attachment was a positive and significant predictor of
downloading. It is difficult to say why neighborhood attachment is positively associated with
downloading, as no other study has examined this connection before. A separate crosstab
analysis revealed that there is a similar increase of those with and without downloading
experience in tandem with increasing neighborhood attachment scores. Thus, this positive
association is partially a statistical artefact of regression analysis. Having said that, if
neighborhood attachment can be interpreted as one’s attachment to a good, organized or a
well-off neighborhood, which would be the antithesis of social disorganization, i.e.,
neighborhoods that have been associated with community problems in general, poverty and
deviant behavior (Haynie, Silver and Teasdale 2006, Shaw and McKay 1942, Wilson and
Kelling 1982), it is possible that affordability and socioeconomic status are the factors to be
taken into account. Research has shown that middle-class children access the internet more
often (Livingstone and Helsper 2007), thus one could argue that there is a connection

between more frequent downloading, better neighborhoods and neighborhood attachment.

For hacking, neighborhood attachment and integration didn’t show any significance, but
neighborhood disorganization was a significant predictor. No other study has analyzed
neighborhood disorganization and hacking behavior, thus further research is needed to
corroborate these findings. Is it because socially disorganized neighborhoods exhibit more
crime in general or there are some other factors in play here? Overall, these results indicate
that neighborhood plays differing roles for hacking and downloading, although there are still

many unanswered questions.
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The regression models with all of the individual, family, school and neighborhood variables
explained only 10% and 11% of variance for downloading and hacking perpetration
respectively. These numbers were lower than all of the same models with other delinquency
items as dependent variables ranging between 13% and 25%. The data suggest that when it
comes to cyberdeviance, the established sociological and criminological theories explain
some of the perpetration, but their use is limited, corroborating the conclusions based on the
literature review in Chapter One. Furthermore, this study strengthens the findings from Study
One, which already confirmed that there is only a partial overlap of online and offline
deviance. Taking these findings into account, it is only logical that the explanatory powers of

traditional theories will be limited when applied to cyberspace.

In light of these findings, there is enough evidence to support the development of new
theories and measures that would account for this unexplained variance in cyberdeviance.
Various theories of crime and deviance in cyberspace have already shed some light on the
issue (Jaishankar 2008, Suler 2004). Previous studies have shown how particular aspects of
the Internet influence deviant behavior in cyberspace (Berson and Berson 2005, Gérzig and
Olafsson 2013, Lapidot-Lefler and Barak 2012, Sproull and Kiesler 1986). It is clear that
there are certain aspects that set online behavior apart. However, the findings from this study
indicate that we should not completely forget the established criminological and sociological
theories when it comes to the Internet. While exploring new theoretical perspectives, future
studies should try to incorporate some of the traditional factors as well in order to gain a
fuller understanding. Which online or offline factors influence particular behaviors in
cyberspace? Is it the same for trolling, digital piracy or cyberbullying? The range of possible
online misbehaviors and deviance is relatively large and, although including all of the
possible measures in one study might be difficult, it could shed some light on some of these

issues.
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3.7 Limitations

First, the basic limitation of this study is that it only measures downloading and hacking, thus
other online deviant behaviors, for example, cyberbullying cannot be examined. Second, each
country participating in the ISRD-2 study did their own data sampling and gathering,
therefore inconsistencies and comparison errors are likely. Third, the questionnaire was
developed in English and then translated to each of the other languages, and then again back
translated. While this is the best approach available, cultural differences as well as different
meanings for the same word, or non-existence of the same concept in other languages
complicates comparison. Fourth, the survey data is cross-sectional and should be treated as

such. Longitudinal research is necessary to corroborate the findings from this study.

3.8 Summary

This chapter investigated the applicability of traditional sociological theories of deviant
behavior for the study of cyberdeviance. Among the various dimensions of cyberdeviance,
two have garnered the most attention from researchers and the media: illegal downloading
and hacking. Most studies in sociology and criminology on illegal downloading or hacking
have focused on college samples and have been confined to a single city or country. Utilizing
data from the second International Self-Report Delinquency Study (ISRD-2), this chapter
analyzed illegal downloading and hacking perpetration rates among adolescents from 30
countries around the world. Deviant behavior, in this case hacking and downloading, was at
similar levels across the various regions of the world, and most of the variance was explained
within the countries. Using gender, grade (proxy for age) and access to a computer at home as
covariates, the study analyzed parental control, attachment to family (relationships, family
leisure and eating dinner together), self-control, attitudes towards violence, school

(attachment and disorganization), and neighborhood (attachment, integration, and
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disorganization) as possible predictors of illegal downloading and hacking. Regression
analyses revealed that all of the independent variables, except family leisure, were
significantly associated with either illegal downloading or hacking. Traditional sociological
theories performed better when predicting delinquency than when predicting cyberdeviance.
In light of the findings of a partial online—offline overlap in this study, as well as Study One,
the conclusion draws attention to the unique nature of cyberspace and why some traditional
theories might be lacking, when it comes to explaining and analyzing cyberdeviance. Thus, a

need to develop measures specifically designed to address cyberdeviance is recognized.
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CHAPTER FOUR — THE DEVELOPMENT OF THE ONLINE DISINHIBITION SCALE

(STUDY THREE AND STUDY FOUR) "

The purpose of this chapter is to address the lack of a comprehensive scale tailored to the
study of cyberdeviance. Previously Study One and Study Two showed that the online—offline
overlap is only partial and Study Two confirmed that traditional theories can predict
cyberdeviance, although these approaches have limitations. Most sociological and
criminological theories (e.g., social learning) were developed before the rise of the Internet.
Online communication is inherently different from face-to-face interaction. Factors such as
anonymity and asynchronicity affect the way we communicate and conduct ourselves in
cyberspace. This chapter will focus on developing a scale to measure online disinhibition
(Suler 2004), a theory that combines the various disinhibiting dimensions of cyberspace.
Cyberbullying is chosen as the dependent variable, because it involves various modes of

online communication and peer relationships.

4.1 Part 1: Exploring Online Disinhibition Theory: The Case of Cyberbullying (Study Three)

Cyberbullying is increasingly identified with problematic social and psychological outcomes
for children and adults alike. It is defined as intentional and repetitive harmful behavior
through the use of information and communication technologies (Hinduja and Patchin 20009,
Smith, Mahdavi, Carvalho et al. 2008). In recent years some researchers have questioned the
aspect of repetitiveness in cyberbullying due to the structure of the Internet that enables
instant dissemination of data and infinitely large audiences once the information is online
(Dooley, Pyzalski and Cross 2009, Law, Shapka, Hymel et al. 2012, Vandebosch and Van

Cleemput 2008).

"An earlier version of Study Three was published as Udris, Reinis. 2014. "Cyberbullying
among high school students in Japan: Development and validation of the Online Disinhibition
Scale." Computers in Human Behavior 41:253-61. doi: 10.1016/j.chb.2014.09.036.
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Research shows that up to 70% of children have experienced cyberbullying (Mora-Merchan,
Del Rey and Jager 2010:274). Youth who reported being cyberbullied have been shown to
suffer from depression (Baker and Tanrikulu 2010, Wang, Nansel and lannotti 2011),
academic problems (Beran and Li 2007), decreased self-esteem (Tynes, Rose and Williams
2010), and suicidal thoughts (Hinduja and Patchin 2010). These negative effects are
congruent with findings from decades of research on traditional bullying among adolescents,
which has been associated with depression and suicidal ideation (Klomek, Sourander,
Kumpulainen et al. 2008), poorer grades at school (Juvonen, Wang and Espinoza 2010),
disciplinary problems and truancy (Gastic 2008) among others. Bullied youth are also more
likely to experience post-traumatic stress disorder (Tehrani 2004) and commit crime later in
life (Olweus 2011). Compared to traditional bullying, cyberbullying differs in three ways.
First, cyberspace enables anonymity for the aggressors. Second, cyberspace is like a stage
visible to the whole world. Anybody can become a spectator. Thus, the audience is infinite.
Third, the 24/7 ubiquity of the Internet makes it hard to avoid cyberbullying (Hinduja and

Patchin 2009:20-25).

4.2 Explaining Cyberbullying

Some studies have found simple motives for cyberbullying. Hinduja and Patchin (2009)
report that the most common reason for cyberbullying is “to get revenge” (p. 72), while other
studies using self-reports identify perpetrators just having fun as the most prevalent reason
(Mishna, Cook, Gadalla et al. 2010, Raskauskas and Stoltz 2007). Other researchers have
used the theory of planned behavior (Li 2005) and the routine activities theory (Navarro and
Jasinski 2012) as frameworks to better understand the phenomenon. The theory of planned
behavior explains intention and behavior based on the subject’s attitude towards that
particular behavior, subjective norms, and perceived behavioral control. On the other hand,

the routine activities theory focuses on the motivation and prevention dimensions: it explains
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behavior based on the three concepts of a motivated offender, a suitable target, and the

absence of capable guardianship.

Ang and colleagues found that narcissistic exploitativeness and normative beliefs about
aggression are significantly associated with cyberbullying (Ang, Tan and Talib Mansor 2011).
Narcissistic exploitativeness is a subscale of the Narcissistic Personality Questionnaire for
Children—Revised measure, which focuses on an individual’s ability to persuade and
influence others (e.g., “I am good at getting people to do things my way”). Normative Beliefs
About Aggression Scale is a 20 item scale (e.g., “It is usually OK to push or shove people
around if you are mad”) that Ang et al. (2011) used to assess the children’s attitudes towards

aggression.

Others link moral disengagement to cyberbullying (Pornari and Wood 2010, Renati, Berrone
and Zanetti 2012), although the findings are mixed and some studies did not find a significant
correlation (Bauman and Pero 2011, Perren and Gutzwiller-Helfenfinger 2012). The theory
behind moral disengagement is based on eight mechanisms: moral justification, euphemistic
labeling, advantageous comparison, distortion of consequences, dehumanization, attribution
of blame, displacement of responsibility, and diffusion of responsibility. All of these
mechanisms work to re-frame the unacceptable action into one that is morally accepted by the

perpetrator (Bandura, Barbaranelli, Caprara et al. 1996).

All of the aforementioned studies have focused on the individual, excluding the direct
influence of technology, which could act as a mediating factor in cyberbullying. One the best
known and researched aspects of technology — anonymity — has been linked to greater
disinhibition regarding self-disclosure (Joinson 2001), as well as aggressive posts in online
forums (Moore, Nakano, Enomoto et al. 2012) and deviant behavior online (Suler and

Phillips 1998). Combining all the aspects of technology, one possible way that it affects
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cyberbullying is through online disinhibition, but very few studies have tried to look at
separate aspects of online disinhibition. Furthermore, to date no instrument or scale exists
that could be utilized to measure online disinhibition. The purpose of this study is to address

this gap of knowledge with a specific focus on cyberbullying.

4.2 Online Disinhibition

Joinson first described “disinhibition” as lack of inhibition or a type of behavior that is not
constrained or restrained, implying a reduction in concerns for self-representation and the
judgment of others (Joinson 1998). Suler (2004) distinguished two types of disinhibition: one
that promotes openness, kindness and generosity, which he called benign disinhibition, and a
second one that involves rude language, hatred and threats, which he referred to as toxic
disinhibition. He did, however, acknowledge the ambiguity between the two factors makes
overlap in some cases very likely. An example of benign disinhibition could be a person for
whom real life conversation can be straining or overpowering, but who feels comfortable
sharing thoughts and emotions in the online world. On the other hand, toxic disinhibition
could influence someone to insult or ridicule others over the Internet, because of the
perceived lack of repercussions and/or anonymity. It has been demonstrated that people tend
to be more frank or blunt when communicating through electronic mediums compared to
face-to-face interactions that involve observing facial and body movements, listening to
voices and modulating responses accordingly (Aoyama et al. 2011). Suler (2004) explored six
factors that interact to promote online disinhibition: dissociative anonymity, invisibility,
asynchronicity, solipsistic introjection, dissociative imagination, and minimization of
authority. Dissociative anonymity enables a person to hide or change their true identity and
separate their actions online from the offline world. Invisibility is described as being unable
to see the other person which, as Suler argues, can give courage to do things online that

otherwise would not be considered. Asynchronicity is the distorted time flow in online
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communication that enables delayed response, not needing to cope with other’s immediate
reaction and thus arguably disinhibiting one’s behavior. Solipsistic introjection is the voice or
an image of the other person in one’s head during online communication. Suler (2004) argues
that “online text communication can evolve into an introjected psychological tapestry in
which a person’s mind weaves these fantasy role plays, usually unconsciously and with
considerable disinhibition” (p. 323). Dissociative imagination is separating online and offline
worlds, thinking of the former as an imaginary or make-belief world that has no connection to
reality. Thus norms and rules from the real world are not applied to online communication
leading to disinhibited behavior. Minimization of authority describes the lack or diminished
influence of real life cues like one’s dress and body language. Being antihierarchical, the
Internet enables more equal opportunities for self-expression (Suler 2004). A number of
studies have attributed non-verbal cues and lack of eye-contact for inducing sense of online
disinhibition (Casale et al. 2015, Lapidot-Lefler and Barak 2012), supporting Suler’s

theoretical model.

Existing research has generally argued that online disinhibition is closely related to
cyberbullying and could induce deviant behavior online (Brown, Jackson and Cassidy 2006,
Hinduja and Patchin 2009:21-22, Kowalski, Limber and Agatston 2008:64-65). The most
commonly argued aspects of online disinhibition related to cyberbullying are anonymity
(Vandebosch and Van Cleemput 2008), lack of immediate consequences (Kowalski et al.
2008:65), asynchronicity (Hinduja and Patchin 2009:22), and absence of rules or authority
(Li and Fung 2012:110). In particular, anonymity related to the Internet has been associated
with disinhibited behavior online (Kiesler et al. 1984, Sproull and Kiesler 1986, Suler and
Phillips 1998). Suler’s (2004) proposed theory allows a more comprehensive and structured
analysis of cyberbullying, combining all the aforementioned aspects of online disinhibition

into one theoretical framework.

72



To date very few studies have tried to explore the link between online disinhibition and
cyberbullying. Exceptions include Gorzig and Olafsson (2013), who examined two
dimensions of online disinhibition — disinhibited self-representation online and lack of
supervision. The study consisted of approximately 1,000 (total sample 25,142) interviews
with children aged 9-16 in 25 European countries. Disinhibited self-representation was
measured using three items that assessed online versus face-to-face behavior, ranging from
“1=Not true” to “3=Very true” (“I find it easier to be myself on the internet than when I am
with people face-to-face.” “I talk about different things on the internet than I do when
speaking to people face-to-face.” “On the internet I talk about private things which I do not
share with people face-to-face.”) Lack of supervision was a dichotomous variable measuring
whether children used a computer or phone from a private room in the house. The study
found disinhibited self-representation online (three item scale) to be significantly related to
increased cyberbullying, while lack of supervision was not statistically significant (Goérzig

and Olafsson 2013).

Varjas and colleagues (2010) examined internal and external motivations of cyberbullying
among high school students aged 15-19 in a qualitative exploratory study (20 participants)
using Grounded Theory. The study combined anonymity (not knowing the identity of the
perpetrator or victim) with disinhibition effect (being able to say things you may not say face-
to-face) as one factor of the internal motivations for cyberbullying. The factor was confirmed
as a significant predictor for cyberbullying, albeit one of the less frequently mentioned

(Varjas, Talley, Meyers et al. 2010).

4.3 Purpose of the Study

The main aim of this study was to fill this existing knowledge gap by examining the link

between online disinhibition and cyberbullying and develop a scale that can be used in future
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studies to investigate cyberdeviance. Besides addressing the main purpose of the study, a

number of other hypotheses were explored:

1. Based on arguments and findings from previous studies, it was hypothesized that
online disinhibition will be a significant predictor of cyberbullying (Gorzig and

Olafsson 2013, Varjas et al. 2010).

2. It was hypothesized that cyberbullies will score higher on the Online Disinhibition

Scale (ODS) than their non-involved peers.

3. Suler (2004) argued for the separation of benign and toxic disinhibition while
acknowledging the ambiguous line between the two. To test this assumption, all the
items from the ODS were examined via exploratory factor analysis and confirmatory

factor analysis.

4. 1t was hypothesized that the toxic disinhibition subscale will be a significant

predictor of cyberbullying.

4.4 Methods

4.4.1 Participants
A total of 941 questionnaires were distributed in six schools in Osaka, Japan. Fifty-four
responses were excluded from the analysis due to being incomplete (94.3% completion rate).
Participants were 887 senior high school students: 378 males (42.6%), 504 females (56.8%),
and 5 not specified (0.6%) aged between 15 and 19 years old (M=16.31, SD=.936). The
sample was comprised of students in the first through third year in senior high school: 43.6%,
36.4% and 20.0% respectively. The schools were not chosen randomly, but they did represent

different academic levels according to their national exam scores. Two schools could be
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categorized as elite, one was above average, one just around average and two were below

average. The survey for this study was conducted September through November 2012.

4.4.2 Measures
The questionnaire included general questions about student usage of cellular phones and
computers, an eleven item scale measuring online disinhibition, and multiple response
questions inquiring about cyberbullying experience. Suler’s (2004) theoretical framework on
online disinhibition was used to develop the eleven item scale ranging from 0 to 33 (11 items)
which consisted of two subscales: “benign disinhibition” (7 items) and “toxic disinhibition”
(4 items). The validity of the subscales was addressed by conducting an exploratory factor
analysis (EFA) with oblimin rotation of all the eleven ODS items, which yielded two distinct
factors for benign and toxic disinhibition, as was theorized (see Table 10). Furthermore,

confirmatory factor analysis (CFA) was applied to affirm the results from EFA.

Questions included in the ODS related to online communication, as well as Suler’s (2004)
concepts of dissociative anonymity, invisibility, asynchronicity, solipsistic introjection,
dissociative imagination, and minimization of authority (e.g., “It is easier to communicate
online, because you can reply anytime you like,” for asynchronicity and “It is easy to write
insulting things online, because there are no repercussions,” for minimization of authority).
The scale (ranging from 0 to 33) was created with higher values representing increased levels
of online disinhibition, i.e. those who agreed to the items more strongly scored higher on the
scale. The responses ranged from “Disagree” and “Somewhat disagree” to “Somewhat agree”
and “Agree” (coded as values 0-3 that were then summed up for ODS and the subscale
scores). In addition to the scale, all items were analyzed separately in logistic regression
analyses to investigate their individual influence on the dependent variable. Age and gender

(coded as male=1, female=2) were added to the models as covariates.
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There is no consensus about the suitable time frame to use when asking about cyberbullying.
Previous studies have incorporated questions without any time frame (Hinduja and Patchin
2008, Juvonen and Gross 2008, Li 2010), the past couple of months (Kowalski and Limber
2007, Mishna et al. 2010), twelve months (Gorzig and Olafsson 2013) or a combination of
specific time frame and frequency (Wensley and Campbell 2012). To be able to gain more in-
depth knowledge of cyberbullying, this study asked students about cyberbullying experiences
since they started elementary school, following that with a question about the past six months.
This way both overall and recent experiences could be gauged and compared. Furthermore, it
IS quite possible that a student cyberbullied someone a few years before the survey, while his
or her normative beliefs and attitudes have changed over the time, thus distorting the results
in the overall time frame. Multiple response questions were used to measure cyberbullying
experience. To gain a comprehensive understanding of cyberbullying, the questionnaire
included various online behaviors and use of technology without specifically defining these
behaviors as bullying (e.g., upload/publish a picture or video of a friend online without
permission). Cyberbullying experience overall and during the past six months was coded as

two separate dichotomous variables: 0=no experience and 1=experience being a cyberbully.

4.4.3 Procedure
Questionnaires were handed out in the classroom by the researcher or the teacher in charge of
the class. The purpose of the study was explained, as well as the right not to answer any
particular questions and abstain from participation completely. The anonymity of the survey
was emphasized. Time allowance for completion was 15-20 minutes. Each student was
handed an envelope in which to enclose the completed questionnaire. The completed
questionnaires were collected by the researcher or the teacher in charge of the class. All the

procedures and the questionnaire contents were approved by the Research Ethics Committee,
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Departments of Sociology and Anthropology, Graduate School of Human Sciences, Osaka

University (application #2011035).

4.4.4 Data analyses
Logistic regression was chosen as the method most fit to analyze the dichotomous dependent
variables expressing cyberbullying experience (Menard 2002). Gender, age and Internet
usage were added as covariates in the models. In order to identify and validate the Online
Disinhibition Scale (ODS), two types of analyses, exploratory factor analysis and
confirmatory factor analysis, were employed. Frequencies and logistic regressions were
conducted by IBM SPSS Statistics 21.0; EFA and CFA were conducted in R (“psych” (1.4.5)

and “lavaan” (0.5-16) packages). The significance level was set at p<0.05.

4.5 Results

4.5.1 Frequencies
In this study, 98.4% of the students owned at least one cellular phone, and 63.8% of them
used a smartphone. Eighty-four percent of the students said they used the Internet on their
phones while 75.3% answered that they also used it on their PCs at home. Of all the students
7.9% (8.4% of males; 7.4% of females) acknowledged ever cyberbullying others. When
asked about the past 6 months the number went down to 2.9% (3.5% of males; 2.2% of
females). These numbers are slightly smaller than the average reported rates of 20%-40% for
cyberbullying victimization (Tokunaga 2010), which indicates potential under-reporting. It is
possible that these results were biased by the students due to social desirability and
recall/reporter bias. Furthermore, Lee and Cornell (2009) found only a modest correlation

between self-reported bullying behavior and peer nominations.

Of all the items measuring cyberbullying experience ‘Slandering someone online’ was the

most common type (see Table 9). Self-reported daily Internet usage among the students was
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as follows: less than one hour 47.5%, one to two hours 18.2%, two to three hours 12.9%,
three to four hours 8.2%, and more than four hours 13.2%. When comparing Internet use by
gender, females were much more avid users. In the three to four hour category there were
10.7% females while only 4.6% males responded the same. In the last category (>4 hours)

females outnumbered males by 15.6% to 10.3%.

Table 9. Prevalence of cyberbullying by type.

Item Cyberbullying  Cyberbullying
(overall, %) (6 months, %)
Upload/publish a picture or video online without permission 2.3 1.1
Spreading messages containing insults or bad rumors among 2.7 1.1
classmates or acquaintances
Slander someone online 35 1.4
Send insulting or abusive messages/e-mails 0.7 0.2
Send sexual messages/e-mails 0.9 0.7
Tamper with or create someone's fake online profile 0.3 0.3
Abuse or slander someone on phone 0.7 0.5
N=877.

4.5.2 Exploratory factor analysis
An exploratory factor analysis with polychoric correlations (which give more accurate results
with ordinal data than Pearson correlations (Holgado-Tello, Chacdn—Moscoso, Barbero—
Garcia et al. 2010)) and oblimin rotation was conducted to explore latent variables

representing the dimensions of the ODS scale items (see Table 10).

First, the Kaiser—Meyer—Olkin (KMO) measure of sampling adequacy and Bartlett’s test of
sphericity were used to assess the data suitability for factor analysis. The KMO test showed a
score of 0.87 which is above the required 0.5 (>0.8 is considered a good fit) for conducting
EFA. Bartlett’s test of sphericity was significant: Chi-Square=3531.23, p<.000, which
suggests the correlation matrix is not an identity matrix and consequently appropriate for

factor analysis.

Second, the MAP-test and Horn’s parallel analysis were performed to assess the number of

extractable factors in relation to the latent variables. According to the established criteria,
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both tests suggested a two factor solution. The eigenvalues of the first two factors in the EFA
were larger when compared to parallel analysis (5.52 and 1.73 versus 1.23 and 1.16). The
eigenvalue of the third factor in the parallel analysis (1.12) exceeded the eigenvalue extracted
by the EFA (0.82), which suggests the extraction of only the first two factors (Franklin,
Gibson, Robertson et al. 1995, O’connor 2000). The two factor solution explained 59.2% of
the variance. The benign disinhibition factor loaded seven variables explaining 30.3% of the
variance (eigenvalue=5.52), while the toxic disinhibition factor loaded four variables
explaining 28.9% of the variance (eigenvalue=1.73). The overall ODS, as well as both

subscales showed reliable internal consistency (Cronbach’s o>.81).

Table 10. Factor loadings for the Online Disinhibition Scale items by exploratory factor

analysis.
Item Factor® M SD
1. 2.
1. Factor: Benign disinhibition
gl Itis easier to connect with others through ICTs than talking in person .664 1.04 .95
g2 The Internet is anonymous so it is easier for me to express my true feelings or thoughts .821 1.03 .98
g3 It is easier to write things online that would be hard to say in real life because you don't see the other's face .835 1.06 .97
g4 Itis easier to communicate online because you can reply anytime you like 676 -113 162 .95
g5 1have an image of the other person in my head when | read their e-mail or messages online 512 133 .92
g6 | feel like a different person online 568 .181 .69 .87
q7 | feel that online | can communicate on the same level with others who are older or have higher status .604 .153 95 .95
2. Factor: Toxic disinhibition
g8 I don't mind writing insulting things about others online, because it's anonymous 907 21 53
q9 It is easy to write insulting things online because there are no repercussions 197 751 33 .65
q10 There are no rules online therefore you can do whatever you want 915 21 53
g1l Writing insulting things online is not bullying 899 24 58

®Factor loadings below 0.1 are not shown. KMO=.873; Bartlett’s test=3531.233, p<.000. ODS: 11 items (M=8.72; SD=5.58; Cronbach’s
a=.83); Benign disinhibition scale: 7 items (M=7.72; SD=4.52; Cronbach’s a=.81); Toxic disinhibition scale: 4 items (M=1.00; SD=1.90;
Cronbach’s 0=.85).

4.5.3 Confirmatory factor analysis
In order to validate the two factor solution from the EFA, a separate confirmatory factor
analysis (CFA) was conducted (see Fig. 1). Given that data were non normally distributed
showing increased kurtosis and skewness, diagonally weighted least squares (DWLS) was
chosen as an appropriate method (Mindrila 2010). For the two factor model, the chi-square
was y° =149.877, df=43, p<.000. In contrast to most statistical tests, a non-significant chi-
square indicates a good model fit for CFA. However, because the chi-square statistic is

sensitive to stronger correlations among the variables, and larger sample sizes almost always
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result in a significant chi-square (Hu and Bentler 1999, Joreskog 1969, Kline 2011) and an
inflated %/df ratio (in this model y2/df=3.49; less than 5 can be considered for a good fit;
Bollen 1989:272, Hoelter 1983), therefore other fit indices were chosen to assess the model.
As a consequence, fit indices such as Tucker-Lewis index (TLI), comparative fit index (CFl),
and root mean square error of approximation (RMSEA) were examined. All of the
aforementioned indices adhered to the established margins for a good model fit: TLI=.991
(>.95 acceptable model fit, >.97 a good fit; Schermelleh-Engel, Moosbrugger and Miiller
2003)), CFI=.993 (>.95 acceptable model fit, >.97 a good fit; Schermelleh-Engel et al. 2003)),

RMSEA=.053 (good model fit <.08, ideal model fit <.05; Browne and Cudeck 1993).
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Figure 1. Standardized factor loadings for confirmatory factor analysis of the Online
Disinhibition Scale.

4.5.4 Online Disinhibition
Items representing benign disinhibition had higher mean and standard deviation scores than
those for toxic disinhibition (see Table 10). Students clearly disagreed more with the

statements in the toxic disinhibition subscale and the answers were less evenly distributed.

80



This shows that most people do disagree with antisocial or deviant behavior that is not within
the established norms within the society. Gender differences for mean online disinhibition
scores were rather small albeit significant (p=.023), males scored higher on average:
males=9.21 (SD=5.82, N=378); females=8.35 (SD=5.37, N=504). On the other hand, the
discrepancy between those students who had past cyberbullying experience (involved group)
and students who had not cyberbullied others (non-involved group) was much more clear-cut.
The difference between both groups was significant in the overall time frame (non-involved
M=8.26, SD=5.12; involved M=13.67, SD=7.67, p<.000, N=877), as well as the past six

months (non-involved M=8.47, SD=5.31; involved M=15.96, SD=8.22, p<.000, N=877).

Table 11. Logistic regression analyses using the Online Disinhibition Scale as a
predictor of cyberbullying.

Cyberbullying (overall)® Cyberbullying (6 months)”
r B (S.E) Odds ratio (CI) r B (S.E) Odds ratio (CI)
Gender -.018 -.093(.278) .91 (.53-1.57) -.040 -.437 (.459) .65 (.26-1.60)
Age 025 054 (.145)  1.06 (.79-1.40) -.007 -126 (.252) .88 (54-1.44)
Internet use 127%* .182 (.089) 1.20* (1.01-1.43) .099** 215 (.144) 1.24 (.93-1.65)
OoDS .262** 142 (.023)  1.15*** (1.10-1.21) 225** .181 (.033) 1.20*** (1.12-1.28)

Both models are significant: 2 Log likelihood=407.407, Nagelkerke R?=.150, Chi-square=8.650; ™2 Log
likelihood=171.849, Nagelkerke R?=.205, Chi-square=6.251.
r=Pearson correlation; *p<.05; **p<.01; ***p<.001; N=841.

Logistic regression analyses showed that the relationship between online disinhibition and
cyberbullying was significant in both models, which represented the overall time frame and
the last six months (see Table 11). Even after controlling for gender, age and Internet use,
those students who reported higher levels of online disinhibition were 1.15 times (p<.000;
overall time frame) and 1.20 times (p<.000; past six months) more likely to engage in
cyberbullying others. Furthermore, the models explained 15% and 21% of cyberbullying
behavior in the overall and 6 month time frame. Among the covariates, Internet use showed

significance in the overall time frame (OR=1.20; p=.04).

Further logistic regression analyses revealed that ODS was a significant predictor of all the

individual items of cyberbullying and most of the cyberbullying items for the past six months
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(see Table 12). The highest odds ratio of all the items measuring cyberbullying was for
sending sexual messages and e-mails: OR=1.18, p<.000 for overall time frame and OR=1.18,
p=.002 for the past six months. This shows that online disinhibition is a significant predictor

of overall cyberbullying experience, as well as most of the individual items.

Table 12. Logistic regression coefficients representing the effects of the Online
Disinhibition Scale on individual types of cyberbullying.

Cyberbullying (overall) *° Cyberbullying (6 months) ¢
r B (S.E.) Odds ratio (Cl) r B (S.E.) Odds ratio (Cl)
Upload/publish a picture or video online .109*%* .105(.033)**  1.11(1.04-1.19) .082* .108(.045)*  1.11 (1.02-1.22)

without permission
Spreading messages containing insults or bad ~ .164** .139(.030)***  1.15 (1.08-1.22) .130*** .154(.042)*** 1.17 (1.08-1.27)
rumors among classmates or acquaintances

Slander someone online A48**  116(.027)***  1.12 (1.06-1.18) .127***  142(.039)***  1.15 (1.07-1.25)
Send insulting or abusive messages/e-mails 102** 153(.052)**  1.17 (1.05-1.29) .016 .052(.113) 1.05 (0.85-1.36)
Send sexual messages/e-mails 129**  165(.046)*** 1.18(1.08-1.29) .112**  .163(.052)**  1.18 (1.06-1.30)

Tamper with or create someone's fake online .077* .158(.071)* 1.17 (1.02-1.35)  .077* .158(.071)* 1.07 (1.02-1.35)
profile
Abuse or slander someone on phone .075* 121(.055)*  1.13(1.01-1.26) .043 .083(.066) 1.09 (0.96-1.24)

*Each row represents two separate correlations and logistic regression models where ODS scores were used to predict the corresponding
type of cyberbullying behavior.

Both models are significant: ®-2 Log likelihood=408.373, Nagelkerke R?=.148, Chi-square=11.267; -2 Log likelihood=173.136,
Nagelkerke R?=.198, Chi-square=9.457.

r=Pearson correlation; *p<.05; **p<.01; ***p<.001; N=841.

Next, all items from the ODS were analyzed separately in a logistic regression analysis with
gender, age, and Internet use inserted as covariates (see Table 13). Both models in the
analysis corresponding to the overall and past six month time frames were significant. First,
Internet use was significantly associated with cyberbullying in both models: OR=1.24,
p=.019 for overall and OR=1.37, p=.042 for the past six months. These results further support
findings by previous studies in which Internet use was positively associated with
cyberbullying (Juvonen and Gross 2008, Ybarra 2004). Second, the item, “It is easier to write
things online that would be hard to say in real life, because you don't see the other's face,”
representing Suler’s (2004) concept of invisibility, was also significantly associated in both
models: OR=1.62, p=.014 for overall and OR=2.29, p=.018 for the last six months. Third, the
item, “It is easy to write insulting things online because there are no repercussions,”
corresponding to minimization of authority, was significant in both models: OR=2.03, p=.001
for overall and OR=2.29, p=.018. Fourth, the item, “There are no rules online therefore you

can do whatever you want,” which is linked to minimization of authority as well as the
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structure of the Internet itself, was significantly associated with cyberbullying in the model
for the past six months: OR=2.33, p=.043, but showed no significance in the overall time
frame. The models explained 20% and 30% of cyberbullying behavior in the overall and 6
month time frame. Gender and age were not significantly associated with cyberbullying in the
two models.

Table 13. Logistic regression analyses using the Online Disinhibition Scale items as
predictors of cyberbullying.

Item Cyberbullying (overall)® Cyberbullying (6 months)”

B (S.E.) Odds ratio (Cl) B (S.E.) Odds ratio (Cl)
Gender -117 (294) .89 (.50-1.58) -413 (.506) .66 (.25-1.79)
Age .044 (.149)  1.04 (.80-1.40) -.159 (.270) .85 (.50-1.45)
Internet use 218 (.093)  1.24* (1.04-1.49) .317 (.156)  1.37*(1.01-1.87)
It is easier to connect with others through ICTs than -.071(.167) .93 (.67-1.29) -405 (.279) .67 (.39-1.15)

talking in person

The Internet is anonymous so it is easier for me to -.081(.194) .92 (.63-1.35) .002 (.328)  1.00 (.53-1.91)

express my true feelings or thoughts
It is easier to write things online that would be hard to 482 (.196) 1.62* (1.10-2.38) 828 (.349)  2.29* (1.15-4.54)
say in real life because you don't see the other's face

It is easier to communicate online because you can .364 (.191) 1.44+ (.99-2.09) 490 (.343) 1.63 (.83-3.20)
reply anytime you like

I have an image of the other person in my head when | 146 (.166)  1.16 (.84-1.60) 142 (.275)  1.15(.67-1.97)
read their e-mail or messages online

| feel like a different person online .078 (.172) 1.08 (.77-1.52) -.076 (.291) .93 (.52-1.64)

| feel that online | can communicate on the same level -.292 (.181) .75(.52-1.07) -430 (.311) .65 (.35-1.20)
with others who are older or have higher status

I don't mind writing insulting things about others .228 (.302) 1.26 (.70-2.27) .110 (.443) 1.12 (.47-2.66)

online, because it's anonymous
It is easy to write insulting things online because there 707 (222)  2.03**(1.31-3.14) .830(.351)  2.29* (1.15-4.57)
are no repercussions

There are no rules online, therefore you can do 212 (.298)  1.24(.69-2.22) .845 (.417)  2.33* (1.03-5.27)
whatever you want
Writing insulting things online is not bullying -122 (.279) .89 (.51-1.53) -.244 (428) .78 (.34-1.81)

Both models are significant: >-2 Log likelihood=388.588, Nagelkerke R?=.199, Chi-square=7.655; -2 Log likelihood=152.985,
Nagelkerke R?=.300, Chi-square=5.791.
1p<.10; *p<.05; **p<.01; N=841.

Finally, benign and toxic disinhibition subscales were compared to estimate their relative
influence on cyberbullying (see Table 14). As both subscales showed adequate reliability
with Cronbach’s alphas exceeding 0.8, the sums of each scale were used in consequent
regression analyses. Both models were statistically significant. In the overall time frame both
subscales showed significance: benign disinhibition had slightly smaller odds ratios
(OR=1.11, p=.001) than toxic disinhibition (OR=1.25, p<.000), while in the past six months
model toxic disinhibition retained its significant influence on cyberbullying (OR=1.34,
p<.000), while benign disinhibition was just outside of the 0.05 significance level (OR=1.12,

p=.054). The models explained 16% and 22% of cyberbullying behavior in the overall and 6
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month time frame. Among the covariates, Internet use was significant in the overall time

frame (OR=1.23, p=.024).

Table 14. Logistic regression analyses using the benign and
toxic disinhibition subscales as predictors of cyberbullying.

Cyberbullying (overall)® Cyberbullying (6 months)”
B (S.E.) 0Odds ratio (Cl) B (S.E.) Odds ratio (CI)
Gender -.047 (.282) .96 (.55-1.65) -.396 (.469) .67 (.27-1.69)

Age .041(.145)  1.04 (.78-1.39) -156 (253) .86 (.52-1.40)
Internet use 204 (.090)  1.23* (1.03-1.46) 268 (.150) 1.317% (.98-1.75)
Benign dis. 107 (.034)  1.11**(1.04-1.19) .109 (.057) 1.12%7 (1.00-1.25)
Toxic dis. 220 (.059)  1.25%** (1.11-1.40)  .294(.082) 1.34%** (1.14-1.58)

Both models are significant: 2 Log likelihood=405.356, Nagelkerke R?=.156, Chi-
square=7.141; -2 Log likelihood=169.473, Nagelkerke R?=.217, Chi-square=8.446.
Tp=.073; 11p=.054; *p<.05; **p<.01; ***p<.001; N=841.

4.6 Discussion

As the use of technology is becoming more and more ubiquitous, a growing body of evidence
suggests that online disinhibition affects computer mediated communication and behavior in
cyberspace. The main aim of this study was to develop a scale to measure online disinhibition
and explore the link between online disinhibition and cyberbullying in a sample of high
school students. Suler (2004) theorized online disinhibition to have benign and toxic
dimensions, at the same time acknowledging that no clear line of demarcation could be drawn
between the two. Consistent with his hypothesis, the exploratory factor analysis yielded a two
factor solution, with ‘benign disinhibition’ and ‘toxic disinhibition’ explaining 59.2% of the
variance. The two-factor solution was consequently supported by confirmatory factor
analysis that showed a good fit for validity. The results concerning the subscales will be

discussed later.

Internet use was significantly associated with cyberbullying in four out of six logistic
regression models (in one of the non-significant models p=.073, see Table 14). This is a clear
indication that Internet use plays a role in cyberbullying and should be taken in account.
While some studies did not find internet use a significant predictor of cyberbullying (Smith et

al. 2008), this study adds to the growing body of evidence for the contrary position (Juvonen
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and Gross 2008, Ybarra 2004). Gender and age did not show significance in any of the
regression models. In this study the difference in offending rates between the genders was
marginal (less than 1.3% in both time frames), which could explain the non-significant result
in regression analyses. Previous studies on cyberbullying show differing results when it
comes to gender, some indicating a significantly larger male proportion (Li 2006, Slonje and
Smith 2008), however others did not find such differences (Smith et al. 2008, Williams and

Guerra 2007, Wolak, Mitchell and Finkelhor 2007).

A comparison of students involved in cyberbullying and their non-involved peers showed that
the former groups’ mean score on the ODS was higher. While this result does not directly
link online disinhibition with cyberbullying, it does show that cyberbullies are more
disinhibited when using the Internet. Logistic regression analyses were conducted to explore
this difference of online disinhibition levels in connection with cyberbullying. The results
consequently showed that those with higher scores on the scale were up to 1.20 times more
likely to be cyberbullies. Further logistic regressions analyses showed that the ODS was a
significant predictor of most of the individual cyberbullying items. Here the few non-
significant results could be explained by the low number of students who answered
affirmatively to these items for the past six month time frame. Thus separating cyberbullying
into a large number of subcategories is not advised, unless a very large sample of respondents

is employed.

Based on the aforementioned results, it is evident that online disinhibition is an important
factor in cyberbullying, and its influence is independent of gender and age. The only
significant covariate was Internet use, but its predictive power was not as high as that of the
ODS. This implies that those who scored higher on the ODS were more likely to cyberbully
others, even if they didn’t spend more time online than the average student. Therefore, the

disinhibiting influence of technology on one’s behavior can be immediate. The next step

85



would be to measure possible changes of online disinhibition levels in one session and over
time. Furthermore, is online disinhibition dependent on the types of activities conducted
while in cyberspace or the length of time spent online? Suler (2004:325) argued that “The
self does not exist separate from the environment in which that self is expressed.” As we
cannot detach from the social environment completely, it makes us cultural beings and even
while disinhibited in cyberspace our actions are connected to the values and norms

internalized within, albeit to a lesser degree.

An examination of individual ODS items showed varied results. First, the item representing
‘invisibility’ was a significant predictor of cyberbullying. Suler’s concept of invisibility
differs from anonymity in one crucial aspect. Anonymity conceals one’s identity, but other
people may still be seen on a computer screen. Invisibility, on the other hand, works the
opposite way: while the background, habits or other details of others may be known, the
people are not seen (Suler 2004). A study of adult flaming behavior (defined as “the use of
hostile expressions towards others in online communication”, p. 434) by Lapidot-Lefler and
Barak (2012) examined the effects of anonymity and invisibility on inducing toxic online
disinhibition. Lapidot-Lefler and Barak (2012) divided invisibility into two different
measures — one that included eye-contact and one that didn’t. Their results suggested that the
invisibility measure with eye-contact was the most significant contributor to online
disinhibition. In this study invisibility was measured by asking students how strongly they
agree with the following statement “It is easier to write things online that would be hard to
say in real life, because you don't see the other's face” which does include eye-contact. The
students who agreed more with this statement were up to 2.29 times more likely to cyberbully

others, thus supporting the findings by Lapidot-Lefler and Barak (2012).

Second, the item representing minimization of authority was a significant predictor of

cyberbullying. Hinduja and Patchin (2009:21) argued that due to disinhibition it is more
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difficult to control one’s behavior online when the repercussions of those actions are not
immediate or clear to the person. Students who scored higher were as much as 2.33 times
more likely to cyberbully others. It points out the inherent nature of cyberspace, where
deviant behavior can go unpunished and repercussions seem unlikely and distant. A study by
Pornari and Wood (2010) exploring traditional and cyberbullying showed that aggressors
exhibited greater levels of moral disengagement online. Pornari and Wood hypothesized that
it could be due to the distance between the aggressor and the victim that technology and
anonymity provides, or because online activities are considered recreational and seen as just a
game. The present study tends to support the former hypothesis, but further examination of

online disinhibition and traditional bullying is needed to confirm these findings.

Third, the item associated with the attitude that there are no rules online thus permitting
antinormative behavior was a significant predictor of cyberbullying in the time frame six
months prior to the survey. The Internet is governed by norms which are not always
compatible with rules established by the larger society (Mason 2008). This in turn could lead
to misinterpretation and deliberate ignorance of the rules online. King, Walpole and Lamon
(2007:S67) analyzed data from the i-SAFE survey of 2006 and found that, “Among students,
41% do not share where they go or what they do on the Internet with their parents and 26% of
students believe their parents would at least ‘be concerned’ if their parents knew what they
did on the Internet.” Furthermore, Dehue, Bolman and Vollink (2008) discovered that,
although 80% of parents set rules for how the Internet should be used, cyberbullying
aggression reported by children was more than three times higher than what parents reported
about their children. This study supports the aforementioned findings. Deliberate or not, some
students think rules do not apply to them online, which can lead to cyberbullying others. The
insignificant result in the overall time frame could be due to the limitations of the survey

design. The overall time frame includes cyberbullying experiences over a number of years,
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while respondent’s normative beliefs and attitudes are measured at the present time, which in
turn can lead to biased results. Therefore, using a shorter time frame when measuring
cyberbullying, is likely to yield more reliable results, while associations examined in studies

measuring only the overall cyberbullying experience should be interpreted with caution.

Next, regression analysis revealed that both benign and toxic disinhibition subscale scores
were significant predictors of cyberbullying. The predictive power of toxic disinhibition was
slightly higher in the overall time frame (OR=1.25 versus OR=1.11), but only toxic
disinhibition was significant in the regression model predicting cyberbullying for the past six
months (OR=1.34). Moreover, all the models explained between 15% and 30% of variance in
cyberbullying. Compared to Study Two, these results show that ODS is better at predicting
cyberdeviance than traditional theories. However, acknowledging the modest success of ODS,
it is clear that traditional theories of deviant behavior are useful in predicting cyberdeviance
as well. In light of the evidence from Study Two, as well as this study, a combined approach
of traditional theories and ODS is most likely to yield the best results in predicting

cyberdeviance.

Lastly, Suler (2004) tried to separate the benign and toxic influence of online disinhibition
while also taking into account the ambiguity between the two. EFA and CFA analyses
showed that the benign and toxic aspects can be separated, thus providing a tool to measure
the distinct influence of each factor on human behavior in computer mediated communication.
Results in this study show that toxic disinhibition is clearly a significant factor in
cyberbullying, but conclusions concerning benign disinhibition are not as clear cut. In the
overall time frame, benign disinhibition was a significant predictor of cyberbullying, which
could mean that the students influenced by it are not completely aware of the fact they are
engaging in cyberbullying; therefore even the positive aspects of disinhibited behaviors can

have negative consequences. However, one’s views and attitudes which comprise the values
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of these subscales change overtime, making the shorter time frame more reliable. Future
research should address this issue and show how and why not only toxic but also benign

disinhibition is contributing to cyberbullying.

4.7 Limitations

Some limitations of the current study must be considered. First, although the sample size is
relatively large, it was not random and only the schools that agreed to participate in the
survey were included. Second, the study focused on high school students in Japan, therefore
future research is needed to determine whether these results can be generalized to other age
populations and countries. Third, the study employed a self-report questionnaire, which infers
the possibility of reporting bias, in the form of socially desirable responses. Fourth, as the
first study to examine online disinhibition and cyberbullying, future research will be needed

to corroborate these findings.

4.8 Conclusions

Research to date has mostly focused on the toxic or negative side of online disinhibition and
its effects on cyberdeviance, commonly exploring only a particular aspect of the theory. This
is the first study to examine the influence of online disinhibition, exploring both the benign

and the toxic dimensions in one sample.

The main purpose of the study was to develop a scale to measure online disinhibition, which
was achieved. Nevertheless, a number of issues remain. First, the ODS did significantly
predict cyberbullying; however it was only slightly better than traditional theories that were
tested in Study Two. Taking into account the online—offline overlap results from Study One,
it is possible that both traditional theories and ODS predict a certain amount of cyberdeviance,
which might be common to both theories, as well as separate. Second, the ODS measured

only benign and toxic factors, while not taking into account a possible neutral dimension of
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online disinhibition. The study has shown that the two dimensions cannot be easily separated
and both can be significant predictors of cyberbullying. More research is needed to explore
the differences between benign and toxic factors, as well as their influence on various online
behaviors. For example, does online disinhibition influence other antinormative behaviors
like flaming or cyberstalking? What are the positive effects of online disinhibition in

cyberspace?

Finally, taking the limitations into account, the findings of the current study have important
implications for future research and the shaping of educational policy. First, the significant
relationship between online disinhibition and cyberbullying indicates that technology can
affect behavior in cyberspace with possible negative consequences. Educators and parents
should be aware of adolescents’ use of the Internet. Second, programs in constructive social
interaction and cyberbullying prevention may benefit from incorporating the findings from
the current study. Reminding students that social norms, such as respect for others, apply also
to the online environment and that one’s actions in cyberspace almost always leave a trace,

could help discourage cyberbullying activities.

4.9 Part 2: Is there a Neutral Dimension to Online Disinhibition? Revision and Update of the

Online Disinhibition Scale (Study Four)

According to the results in Study Three, the ODS is a useful instrument for measuring
cyberdeviance. That said, one unresolved issue remained: the ambiguous nature of online
disinhibition itself. Is there such a thing as neutral online disinhibition? If it exists, can we
measure it? Based on previous research, this study will investigate the applicability of online
disinhibition measures to various cyberspace behaviors, which are not necessarily deviant,

and advance our understanding of online disinhibition by proposing a new revised scale.
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The debate about online disinhibition is still an open question since John Suler published his
paper in 2004, as very few studies have tried to empirically test his assertions (Suler 2004).
Even before Suler’s landmark paper, researchers had attempted to operationalize online
disinhibition. Morahan-Martin and Schumacher (2000) developed items that measure a
number of facets in online communication and grouped them in the following categories:
social confidence, socially liberating, competency, ease of communication, disadvantages,
and lurking. An example item they used would be: “The anonymity of being online is
liberating.” In a sample of undergraduate students, they found partial support for their
hypotheses for predicting pathological Internet use; pathological Internet users were more
likely than other to use the Internet to relax, make new friends, look for support and were
more open and friendly online. These results were corroborated in a later study employing a
university student sample in England, where the measures for online disinhibition accounted

for 44.3% of variance in pathological Internet use (Niemz, Griffiths and Banyard 2005).

One other approach to online disinhibition has been to apply the disinhibition subscale from
Zuckerman’s sensation-seeking scale to the Internet (Child, Haridakis and Petronio 2012).
However, the sensation-seeking scale was developed before the colossal rise of the Internet
and focuses on impulsivity and disinhibition in offline settings, ignoring technology
completely. Do these personality traits apply in cyberspace too? Armstrong, Phillips and
Saling (2000) used the disinhibition subscale from the sensation-seeking scale to address
Internet addiction and found no significant effect. In contrast, the subscale showed that
increasingly disinhibited bloggers shared more information and held more self-centric views

on privacy (Child et al. 2012).

Besides the aforementioned approaches, one study has tried to empirically test Suler’s theory:
Constantiou, Legarth and Olsen (2011) measured online disinhibition in the online role-

playing game World of Warcraft. In their results, online disinhibition positively influenced
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players’ intentions to engage in real money trading within the game (Constantiou et al. 2011).
Nonetheless, the scale was designed specifically for World of Warcraft players and it did not

address the distinction between benign and toxic disinhibition.

4.10 Purpose of the Study

Suler (2004) described online disinhibition, dividing its influence into toxic and benign (for a
detailed discussion see Study Three). However, he also noted that both of these dimensions
could overlap depending on the circumstances, and thus there is some ambiguity involved.
Study Three already demonstrated that even the benign dimension of disinhibition can
associated with misbehavior, which in this case was cyberbullying. This prompts a question:
is there such as thing a neutral influence when it comes to online disinhibition? Building on
the findings from Study Three, the purpose of this study is to answer the question of online
disinhibition and neutrality and propose a revised instrument for the measurement of online

disinhibition.

4.11 Methods

4.11.1 Participants
For this study an online panel survey was employed. All the participants were members of the
"Quick Mill" survey service owned by Macromill Inc. The panel was comprised from a
sample of Internet users aged 20-59 years. A total of 2,400 participants were randomly
chosen from the 16 age groups (150 from each group) available in the panel. Fifty-three
questionnaires were excluded due to being incomplete (97.8% completion rate) making the
final sample 2,347 (50.8% females). The survey was conducted from July 31 until August 3,

2014.
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4.11.2 Measures
The online disinhibition items were divided into three categories: benign, neutral and toxic.
Each category consisted of three items (see Table 15). Respondents were asked how strongly
they agree or disagree with the items on a 5-point Likert scale. The responses ranged from
“Fully disagree,” “Somewhat disagree,” “Neither agree nor disagree” to “Somewhat agree,”

and “Fully agree” (coded as 1 — Fully disagree to 5 — Fully agree).

4.11.3 Data analyses
EFA and CFA were conducted in R 3.2.1 (“psych” (1.5.6) and “lavaan” (0.5-18) packages).

The significance level was set at p<0.05.

4.12 Results

4.12.1 Exploratory factor analysis
For exploratory factor analysis, polychoric correlations were chosen over the traditional
Pearson correlations because they tend to provide more accurate results for data with ordinal
variables (Holgado—Tello et al. 2010). Oblimin rotation was used in the analysis because of
high correlations among the variables (Costello and Osborne 2005). The Kaiser—Meyer—
Olkin (KMO) measure of sampling adequacy and Bartlett’s test of sphericity were used to
assess the data suitability for factor analysis. The KMO test score of 0.9 which is above the
required 0.5 (>0.8 is considered a good fit) for conducting EFA. Bartlett’s test of sphericity
was significant: Chi-Square=13186.05, p<.000 suggesting that the correlation matrix is
appropriate for factor analysis. To test the most appropriate number of extractable factors
Horn’s parallel analysis was performed. Based on the eigenvalues derived from EFA (largest
three values: 5.52; 1.31; 0.52), parallel analysis suggested a three factor solution (Franklin et
al. 1995, O’connor 2000). The three factor solution explained 62.5% of the variance (see

Table 15). However, a closer inspection of the loadings for all the factors shows that the
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distribution is not as even as theory would have predicted. Toxic disinhibition is very well
represented, but one of the neutral variables (g5) has the highest loading in that factor. The
same situation can be observed with benign disinhibition and another neutral variable (q4) as
well. Lastly, the neutral disinhibition factor has one of the original neutral variables (q6) and
two of the benign variables (g2 and g3) with their highest loadings in the neutral factor.
These results clearly indicate that while theoretically a three factor solution makes sense, in

reality the neutral variables attach themselves to either benign or toxic factors.

Therefore, another EFA was conducted to see how well a two factor solution with all the nine
variables would work (see Table 16). Here we can more clearly see the ambiguity of the
neutral variables. Two of the three neutral variables have reasonably high loadings in both

factors, which means that their further use in a future study would be highly problematic.

Table 15. Factor loadings for the Online Disinhibition Scale items by exploratory
factor analysis (three factor solution).

Item Factor® M SD
1. 2. 3.

1. Factor: Benign disinhibition
gl On the Internet it is easier to open myself up to someone | have just met .852 2.69 1.06
g2 On the Internet it is easier to talk openly about my worries or troubles 384 446 2.78 1.12
g3 On the Internet it is easier to compliment or show affection to others without feeling shy .366 .451 3.11 1.08
1. Factor: Neutral disinhibition
g4 On the Internet it is easier to talk about things that would be difficult to say face-to-face 138 .679 3.10 111
g5 On the Internet it is easier to say or do something different from my usual self .612 232 297 1.16
g6 On the Internet it is easier to express my real feelings or thoughts 941 298 1.11
2. Factor: Toxic disinhibition
g7 On the Internet it is easier to annoy or disturb someone I don’t like .930 -117 3.02 1.22
g8 On the Internet it is easier to blame or criticize someone without fear of revenge or repercussion: .793 173 284 121
g9 On the Internet it is easier to ridicule or make fun of someone .923 291 124

®Factor loadings below 0.1 are not shown. Benign disinhibition subscale: Cronbach’s a=.79; Neutral disinhibition subscale:
Cronbach’s 0=.78; Toxic disinhibition subscale: Cronbach’s 0=.90.

Table 16. Factor loadings for the Online Disinhibition Scale items by exploratory
factor analysis (two factor solution with the neutral dimension included).

Item Factor® M SD
1. 2.

gl On the Internet it is easier to open myself up to someone | have just met .850 -.163 2.69 1.06
g2 On the Internet it is easier to talk openly about my worries or troubles .789 278 112
g3 On the Internet it is easier to compliment or show affection to others without feeling shy .761 311 1.08
g4 On the Internet it is easier to talk about things that would be difficult to say face-to-face 744 310 111
g5 On the Internet it is easier to say or do something different from my usual self 321 564 297 116
g6 On the Internet it is easier to express my real feelings or thoughts .680 .260 2.98 1.11
g7 On the Internet it is easier to annoy or disturb someone I don’t like .884 3.02 122
g8 On the Internet it is easier to blame or criticize someone without fear of revenge or repercussions 847 284 121
g9 On the Internet it is easier to ridicule or make fun of someone 947 291 124

?Factor loadings below 0.1 are not shown.
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Table 17. Factor loadings for the Online Disinhibition Scale items by exploratory
factor analysis (two factor solution without the neutral dimension).

Item Factor® M  SD
1. 2.

1. Factor: Benign disinhibition
gl On the Internet it is easier to open myself up to someone | have just met -111 821 2.69 1.06
g2 On the Internet it is easier to talk openly about my worries or troubles 104 755 2.78 1.12
g3 On the Internet it is easier to compliment or show affection to others without feeling shy 709 3.11 1.08
2. Factor: Toxic disinhibition
g7 On the Internet it is easier to annoy or disturb someone I don’t like .859 3.02 122
g8 On the Internet it is easier to blame or criticize someone without fear of revenge or repercussions .849 284 121
g9 On the Internet it is easier to ridicule or make fun of someone .949 291 1.24

®Factor loadings below 0.1 are not shown. Benign disinhibition subscale: Cronbach’s o=.79; Toxic disinhibition subscale:
Cronbach’s 0=.90.

Finally, a third EFA was conducted employing only the benign and toxic disinhibition
variables (see Table 17). With the exclusion of the neutral disinhibition variables, the results
are much more clear-cut. All of the variables have high loadings (>.700) in their respective
factors, indicating a good fit. Furthermore, commonalities are small and the highest

secondary loading was only .104 for one of the benign disinhibition variables.

4.12.2 Confirmatory factor analysis
For a statistically more rigorous test, the nine variable, three factor (benign, neutral and toxic)
model and the six variable (benign and toxic), two factor model were subjected to CFA.
Although the data showed no kurtosis or skewness issues, diagonally weighted least squares
(DWLS) was chosen as the estimator, as it is preferred for categorical and ordinal data

(Mindrila 2010).

For the three factor model the chi-square was y° = 222.839, df=24, p<.000 which already
indicates a poor fit for the model. Although larger sample sizes almost always result in a
significant chi-square (Hu and Bentler 1999, Jéreskog 1969, Kline 2011), the y*/df ratio (9.29
in this case) is out of the accepted range for an acceptable model (less than 5 can be
considered for a good fit; Bollen 1989:272, Hoelter 1983). In contrast, the fit indices showed
acceptable numbers. Tucker-Lewis index (TLI), comparative fit index (CFl), and root mean
square error of approximation (RMSEA) were chosen in this case. Of the three, only one of

the fit indices pointed toward an acceptable model: TLI=.983 (>.95 acceptable model fit, >.97
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a good fit; Schermelleh-Engel et al. 2003)), CFI=.989 (>.95 acceptable model fit, >.97 a good
fit; Schermelleh-Engel et al. 2003)), RMSEA=.059 (good model fit <.08, ideal model fit
<.05; Browne and Cudeck 1993). Even with the relatively good fit indices, the model is

clearly problematic.

Next, the two factor solution for benign and toxic disinhibition was examined. Contrary to the
relatively poor fit of the three factor model, the two factor model showed an almost ideal fit.
The chi-square was y° = 19.449, df=8, p=.013 and while the chi-square was still significant,
the y°/df ratio was a much lower 2.43 which is in the range for a good fit (Bollen 1989:272,
Hoelter 1983). Furthermore, all the goodness of fit indices were well in range for an

acceptable model: TLI=.997, CFI=.998, RMSEA=.025.

4.13 Discussion

As Suler (2004) hypothesized, the benign and toxic influences can easily mix, thus making
the influence of online disinhibition not a straightforward black and white divide. Moreover,
Study Three illustrated the ambiguity of the benign and toxic factors, as they both played a
significant role in the case of cyberbullying. Therefore, a separate study was devised to
advance the theory of online disinhibition and find out if a separate neutral factor exists

besides the benign and toxic factors.

EFA analysis showed that separating the neutral factor in online disinhibition was impossible.
This confirms the concerns Suler (2004) expressed when explaining the theory of online
disinhibition. Depending on the case, the neutral dimension can be conflated with benign or
toxic online disinhibition depending on the variable. Leaving the neutral variables and
combining them with either benign or toxic factors also showed problems. Here again the
commonalities were too high and thus they were dropped from further analysis. The final

model that included three benign and three toxic items showed the best results. The
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separation of both latent variables was very clear. These results were corroborated by
conducting CFA, supporting the final two factor solution and showing an ideal fit for the

theoretical model.

4.14 Limitations

Some limitations of this study must be taken into account. First, although the sample size was
large, it was comprised of a panel of Internet users. Thus these results are representative only
of the population who use the Internet. Second, the current study employed a self-report

design, which by default can introduce a bias in the respondents.

4.15 Summary

Research around the world, as well as the results from previous chapters in the dissertation,
have tried to explain online deviant behavior employing theories from sociology, criminology,
and psychology among other fields. Unfortunately, no existing theory has tried to encompass
all the aspects of cyberspace. This chapter addressed this issue by developing the Online
Disinhibition Scale (ODS). Study Three dealt with the development of the ODS, specifically
focusing on cyberbullying. The sample in the study included 887 high school students (mean
age 16.31). Exploratory factor analysis (EFA) yielded two factors subsequently named
“benign disinhibition” and “toxic disinhibition,” which were afterwards subjected to a
confirmatory factor analysis (CFA) showing an acceptable model fit for the two factor
solution. Logistic regression analyses showed that online disinhibition was significantly
associated with cyberbullying. The results indicate that, although online and offline deviant
behavior overlap, as was shown in Studies One and Two, cyberspace exercises a certain
influence in individuals. The ODS proved to be a better predictor of cyberdeviance than the
traditional theories of deviant behavior examined in Study Two. Addressing the ambiguity of

benign and toxic disinhibition, Study Four introduced a neutral factor in the equation. That is
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to say, is there a possible neutral dimension besides the proposed benign and toxic factors?
Employing an online panel sample of 2,347 (50.8% females) adult respondents aged been
20-59, EFA showed that it is impossible to separate the neutral factor. Models with a three
factor solution showed a poor fit. The final scale, named the Revised Online Disinhibition
Scale (RODS) and consisting of six items, measures only the benign and toxic factors, and is

recommended for future research.
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CHAPTER FIVE — PSYCHOLOGICAL AND SOCIAL FACTORS AS PREDICTORS OF
ONLINE AND OFFLINE DEVIANT BEHAVIOR AMONG ADOLESCENTS (STUDY

FIVE)

The first chapter of this dissertation illustrated how deviance has changed and evolved since
the emergence of the Internet. With the rise of cyberdeviance, traditional theories of deviant
behavior are not as well equipped to predict these newer behaviors in cyberspace. In the
second chapter we saw how diverse and ubiquitous various deviant behaviors can, be with
only 5% of respondents answering negatively to 25 items measuring deviance. Most
importantly, Study One showed that there is a moderate overlap between online and offline
deviance. Study Two compared these deviant behaviors across borders, concluding that they
are not specific to one country, and mostly explained within countries. Moreover, it showed
that traditional theories of deviance can be significant predictors of cyberdeviance, albeit with
some limitations. What’s more, Study Two reaffirmed the findings from Study One,

demonstrating a significant correlation between all of the online and offline deviance items.

To address the unexplained variance of cyberdeviance, which is most likely the part that
doesn’t overlap with offline deviance, Chapter Four proposed two new scales to measure
online disinhibition: the Online Disinhibition Scale (ODS) and the Revised Online
Disinhibition Scale (RODS). The ODS explained 15-30% of the variances in cyberbullying,
which was better than the performance of traditional theories in Study Two. However, the
ODS had an unresolved issue: a possible neutral factor of online disinhibition. Thus, the
RODS was developed. Study Four concluded that a clear-cut separation of benign and toxic
disinhibition works best. This study (Study Five) will build on all the findings from previous
studies to investigate the second research question of this dissertation and analyze the

predictors of cyberdeviance. Moreover, this study will be the first test of the RODS. Does
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online disinhibition apply to cyberdeviance in general, not just cyberbullying? Finally, will
online disinhibition retain its significance when proxies for other sociological and

criminological theories are included in the equation?

5.1 Holistic Approaches to Studying Deviance

As it was noted in Chapter One, the study of deviance has not ceased. On the contrary, there
are increasingly more publications that study zoophilia, pedophiles, gangs, addicts, punks,
bugchasers,® cyberbullying, and hackers, among many others. Furthermore, the number of
books and research articles, that contain “deviance” or “deviant” in their titles, have also risen
since the turn of the century (Goode 2014:19). Because of definitional problems, scholars
have been less enthusiastic about clumping some of these behaviors together and have mostly
focused only on a particular phenomenon. However, when it comes to acts of deviance,
quantitative studies, employing deviance and delinquency scales, have shown good statistical
reliability (Bennett and Robinson 2000, Cretacci et al. 2009, Fukushima et al. 2009,
Fukushima Tedor 2014, Moffitt 1989, Rogers et al. 2006a, Vazsonyi et al. 2001, Vazsonyi
and Pickering 2003, VVazsonyi et al. 2004). Research among the adolescent population can be
broadly divided into two categories: peer deviance (e.g., bullying) and general deviance (e.g.,

alcohol consumption).

A large body of literature deals with delinquency, which has been closely tied to crime and
studies in criminology. Delinquency describes a range of behaviors, mostly concentrating on
those that are in direct conflict with the law. Some researchers have divided it into risky
behavior and serious delinquency to illustrate a difference of degree (Booth, Farrell and
Varano 2008), although it is clear that both categories are part of deviant behavior. Research

in this area has stemmed from a long tradition of crime and deviance studies. The most

Bugchasers are those who seek sexual relations with HIV-positive individuals in order to
contract the disease.
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notable theories in the field are the following: social disorganization (Sampson and Groves
1989), which later evolved into collective efficacy (Sampson et al. 1997); social bonds theory
(Hirschi 1969), which Hirschi himself abandoned as he moved towards self-control as the
sole explanation for crime and delinquency (Gottfredson and Hirschi 1990); and interactionist
theories that accept the fluid nature of deviance and focus on circumstances and labeling
(Becker 1963, Denegri-Knott 2005). All of these theories have proved useful in explaining
delinquency. However, they all focus on a particular aspect or aspects of social life, without

acknowledging possible disinhibiting influences in cyberspace.

A second category of research, that has received a lot attention and combines a number of
deviant behaviors, is bullying. Since the 1970s society has become increasingly aware of the
problems that bullying causes among adolescents, prompting scholars to delve into the issue
and try to find remedies, or at least improve the situation. Bullying research, like delinquency,
has a long tradition and a number of theoretical frameworks have been developed.
Theoretical frameworks covering ethological, ecological and socioecological, and cognitive
and social-cognitive approaches have been applied to the study of bullying with varying
degrees of success (Liu and Graves 2011). Bullying has been recognized as a problem, which
cannot be completely eradicated, but efforts for improvement abound (Hymel and Swearer

2015).

With the emergence of the Internet at least two new categories can be added to the two
already mentioned. First, forms of peer deviance and bullying through ICTs have come to be
known as cyberbullying (alternatively written as “cyber-bullying” or “cyber bullying”), and
research in this area has increased exponentially in the past ten years. The biggest problem
plaguing this emerging field of inquiry has been a lack of consensus about a definition. This
is understandable, if we take into account the novelty of the field and the rapid changes in

technology. As with traditional bullying, researchers studying cyberbullying have applied a
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number of theories to explain the phenomenon: theory of planned behavior (Heirman and
Walrave 2012), general strain theory (Jang et al. 2014), and moral disengagement among

others (Pornari and Wood 2010).

Second, general deviance in cyberspace includes hacking, illegal downloads, pornography,
trolling, and aggression (e.g., flaming). It could be argued that instances from this category of
deviance have affected society the most: large hacks and thefts of private data from millions
of users, sharing and downloading of movies and music, and a broader discussion of privacy
and government surveillance. The issue of cybersecurity especially has garnered a lot of
attention (Nelson 2014). As with the previous three groups, researchers have employed
theories from various branches of social science to analyze these behaviors. Apart from
sociology, most studies are conducted within criminology and criminal justice disciplines
because of the illegal nature of deviance in this category. Most common approaches include
social learning theory (Hinduja and Ingram 2009), self-control (Bossler and Burruss 2011),

and rational choice theory (Higgins 2007).*

To date very few scholars have tried to explore categories of online and offline in a single
study. Among the few exceptions are Yun, Kim and Kwon (2015), who used self-control
theory to predict delinquency, as well as Internet and smartphone addiction. Using one item
from each subscale of the original self-control scale, they found significant associations with
all the dependent variables. The authors contend that their Korean adolescent sample is no
different from the Western samples used in other studies (Yun et al. 2015). However, they do
note that culture can play a role, and other studies on Chinese adolescents have proven that
self-control loses its significance when social learning and bonding variables are entered in

the model (Cheung and Cheung 2008, Cretacci et al. 2009). On the other hand, a study on

4 Rational choice theory or rational action theory is based on the premise of a benefit and cost
comparison. If the former exceeds the latter, the chances for committing a particular action
are higher.
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Japanese undergraduate students has shown that self-control is a robust predictor for most
delinquency items (Vazsonyi et al. 2004). The lack of competing theories in Vazsonyi et al.
(2004) study could explain the strong results of self-control theory. How much and whether
culture is important in studying deviant behavior in Asian countries, is a question that needs

more scholarly attention.

Kim and Kim (2015) employed a longitudinal approach with a Korean adolescent sample and
measured delinquency, as well as cyberdeviance. The items for cyberdeviance were using
unauthorized Internet ID, disguising one’s gender or age online, and insulting someone in
chatrooms or on bulletin boards. The focus of the study was to use respondents’ responses on
the delinquency items to predict online deviance. Lower self-control and higher levels of
delinquency, and associating with peers who exhibit problematic behavior, were all
significant predictors of three cyberdeviance items. The parent-child relationship was not
important at all, while parental monitoring significantly predicted two of the three
cyberdeviance items (Kim and Kim 2015). However, a longitudinal study using the same data
source (Korean Youth Panel Survey) did find a significant influence of parental attachment
on reducing cyberdeviance (Kong and Lim 2012). It is possible that the cross-sectional nature
of the former study limited and biased the results. The studies presented above offer a
mixture of contradicting arguments. On one hand, the collectivistic culture and close family
ties should have an impact on adolescent deviant behavior, but this is only partially supported.
For cyberdeviance, the role of parental attachment is still an open question. That being said,
the discussion of earlier studies lends some support for culture-free self-control theory as a

predictor of offline deviance.

Holt, Turner and Exum (2014) compared individual and neighborhood factors for
victimization, which included cyber-victimization, too. While not a study on offending, their

findings revealed neighborhood disorder as a significant influence on offline and online
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victimization among middle school students (Holt et al. 2014). Because of the necessity of
technology for cyber-victimization, the authors interpret their results as evidence that the
“digital divide” is just a social artefact. It would seem that access to ubiquitous technology is
reaching new levels, increasingly a daily necessity for most. Whether the results stay the
same in other less developed countries, or even other parts of United States where the sample

was taken, remains to be seen.

5.2 Purpose of the Study

Holistic studies of deviance are rare and far between. Up to now scholars have mostly
selected only certain aspects of personality or looked at the family or peers alone.
Furthermore, no study has incorporated models that analyze online and offline deviance
simultaneously. As Studies One and Two already revealed, there is a relatively large overlap
between the two categories. A combination of traditional theories of deviance and the
Revised Online Disinhibition Scale will allow a comparison of the two approaches.
Combining all these factors in one model will make it possible to simultaneously analyze the
separate influence of each factor, while controlling for others, and see how they associate

with each other.

Thus, the principal purpose of this study is to find out which factors contribute to
cyberdeviance the most and advance our current understanding of deviant behavior. To
achieve this goal, online and offline deviance scales will be combined into one model.
Furthermore, in light of the findings in Studies Two and Three, the following hypotheses will

be examined.

1. It was hypothesized that toxic online disinhibition will be a significant predictor of
cyberdeviance, but will have no significance for offline deviance.

2. Benign online disinhibition will be a negative predictor of cyberdeviance.
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3. Based on previous research and results from Study Three, it was hypothesized that
family, peer, school, and neighborhood attachment, will be stronger associations with
offline deviance compared to cyberdeviance.

4. Attitudes towards violence and self-control will be significant predictors of online and

offline deviance.

5.3 Methods

5.3.1 Participants
A total of 862 questionnaires were distributed in four schools in Osaka, Japan. Fifty-nine
responses were excluded from the analysis due to being incomplete (93.2% completion rate).
The final sample included 803 senior high school students: 326 males (40.6%), 476 females
(59.3%), and 1 not specified (0.1%) aged between 15 and 18 years old (M=16.36, SD=.94;
two cases not specified). All schools in the survey had two classes in each grade participate,
making the final distribution of students in the first through third year as follows: 34.6%,
34.9% and 30.5% respectively. The participant schools were not chosen randomly making the
data a convenience sample. The main reason for refusal to participate was due to the
sensitivity of the questions in the questionnaire. However, the final sample included schools
with different academic levels. One school could be categorized as elite, two were above
average, while one was at the bottom of academic achievement. The survey for this study was

conducted July through September 2015.

5.3.2 Measures
Risk-taking was measured using the respective subscale from the self-control scale

(Grasmick et al. 1993), which is comprised of 3 items: “I like to test myself every now and

> Questionnaires with more than 20% of missing values and questionnaires with more than
seven out of the total of thirteen scales having only one number as the chosen answer were
deemed invalid and excluded from the final sample.

105



then by doing something a little risky,” “Sometimes I will take a risk just for the fun of it,”
“Excitement and adventure are more important to me than security.” Reliability analysis
showed a good fit: Cronbach’s a=.87; M=4.34; SD=2.58. The usage of only one subscale
instead of the full self-control scale composed of six components is supported by previous
findings; in some cases the subscales alone were better predictors of deviance that the full

scale (Piquero and Rosay 1998).

Next, attitudes towards violence scale (Cronbach’s 0=.79; M=3.13; SD=2.81) was measured
with five items: “A bit of violence is part of the fun,” “One needs to make use of force to be
respected,” “If somebody attacks me, I will hit him/her back,” “Without violence everything
would be much more boring,” “It is completely normal that boys want to prove themselves in
physical fights with others” (Wilmers et al. 2002). Since the last item in the scale addressed
only attitudes toward male behavior, separate Cronbach’s o were calculated for each gender
to confirm the scale’s reliability. The analysis showed satisfactory results in both subsamples
(males: Cronbach’s a=.77; M=4.30; SD=2.97; females: Cronbach’s 0=.75; M=2.33;

SD=2.38), supporting the use of the combined sample in statistical analysis.

The benign online disinhibition subscale (Cronbach’s a=.75; M=3.76; SD=2.45) and the toxic
online disinhibition subscale (Cronbach’s a=.84; M=2.07; SD=2.29) were adapted from the
previous chapter. The subscales showed good reliability and thus were used as stand-alone
scales to investigate the separate influences of benign and toxic online disinhibition. Each
scale consisted of three items: “On the Internet it is easier to open myself up to someone |
have just met,” “On the Internet it is easier to talk openly about my worries or troubles,” and
“On the Internet it is easier to compliment or show affection to others without feeling shy”
for benign online disinhibition and “On the Internet it is easier to annoy or disturb someone I

don’t like,” “On the Internet it is easier to blame or criticize someone without fear of revenge
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or repercussions,” and “On the Internet it is easier to ridicule or make fun of someone” for

toxic online disinhibition.

Originally three items measuring loneliness were included in the proposed model (questions
18.4-18.6 in Appendix 2), but were dropped due to the complexity of the full model as the

sample was too small to support it.

Parental attachment (Cronbach’s a=.89; M=12.65; SD=4.29) and peer attachment scales
(Cronbach’s a=.88; M=13.81; SD=3.68) were adapted from the Inventory of Parent and Peer
Attachment or IPPA (Armsden and Greenberg 1987). The scales included such items as “My
friends encourage me to talk about my difficulties” and “I tell my parents about my problems
and troubles” among others. The item “I feel my parents are good parents” was not included
in the original IPPA, but was adapted in this study, mirroring the peer item “I feel my friends
are good friends,” which was in the original scale. The item “I feel alone or apart when | am
with my friends” for peer attachment was not included in the final scale, because it was the
last item in the list and stated in reverse, which resulted in many respondents mistakenly
marking the lowest answer. This in turn affected the scale reliability and biased the analysis.

The full list of items used in this study can be seen in Appendix 2.

School attachment scale (Cronbach’s a=.74; M=6.03; SD=2.15) was adapted from the school
bonding scale used in the ISRD-2 study (Lucia, Killias and Junger-Tas 2012). One of the
scale items (20.4 in Appendix 2), measuring extracurricular activities at school, was dropped
in order to increase the reliability of the scale. The low reliability of the item can be explained
by the education system: high schools in Japan provide a range of extracurricular activities,
on average involving more than half of the students (Nishino and Larson 2003), which is
different from most other school systems, and it makes the factor incongruent with other

items in the scale. The final scale used in this study included the following three items: “If
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had to move I would miss my school,” “Teachers do notice when | am doing well and let me

know,” and “I like my school.”

Measures concerning neighborhood were taken from the ISRD-2 study (Junger-Tas, Steketee
and Jonkman 2012). Neighborhood integration and neighborhood attachment scales showed
very strong correlation (Pearson’s r=.761, p<.001), therefore they were combined into one
scale under the name “neighborhood attachment” (Cronbach’s a=.90; M=7.36; SD=4.03).
The scale was comprised of the following five items: “People around here are willing to help
their neighbors,” “This is a close-knit neighborhood,” “People in this neighborhood can be
trusted,” “I like my neighborhood,” and “If I had to move, I would miss the neighborhood.”
Neighborhood disorganization was not included in the final model as it showed lower

reliability and overly complicated the final structural equation model.

The responses for all the scales measuring psychological and social properties ranged from
“Fully disagree” and “Somewhat disagree” to “Somewhat agree” and “Fully agree” (coded as

0 — Fully disagree to 3 — Fully agree).

Online and offline deviant behavior was measured by a total of 30 variables.® These variables
were divided into subgroups as follows: two scales for offline deviant behavior (general and
peer) and three scales for online deviant behavior (general, peer and aggression). Offline
general deviance was measured by 9 items (e.g., “Cheated on a test or an exam.” See
Appendix 2 for the full list of items). Offline peer deviance was measured with 3 items:
“Tease about one's body or way of speaking,” “Exclude or shun someone from circle of

friends,” and “Engage in physical fights with classmates.” Afterwards these two scales were

° Originally there were 30 variables, but one school refused to include them in their
questionnaires. It was deemed more useful to use all four schools with 25 variables, instead
only three schools with the full set of variables. The removed variables concerned alcohol and
drug use among others and thus were too sensitive for one of the schools.
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summed up to create an overall metric measuring offline deviance (scores: 0-12; KR-20=.69;

M=3.52; SD=2.22).

Online general deviance was measured by 5 items: “Downloaded pirated software (music,
movies, games etc.),” “Uploaded or shared pirated software (music, movies, games etc.),”
“Watched online material that was not age appropriate (e.g., pornography),”’ “Hacking
(accessed computer networks illegally or without permission),” and “Wrote insulting
comments with the intent of provoking others.” Online peer deviance was measured the
following 4 items: “Uploaded/published a picture or video online without permission,”
“Spread messages containing insults or bad rumors among classmates or acquaintances,” “On
the Internet (social networking sites, text messages, email) insulted someone,” and “On the
Internet (social networking sites, text messages, email) excluded or shunned someone from
circle of friends.” For all the aforementioned scales the respondents were asked to think about
the past 12 months and answer either affirmatively or negatively to each item (coded as 0=no
experience and 1=experience). Next, online aggression scale was adapted from a study by
Wright and Li (2012) to measure how often the target of online aggression are just innocent
bystanders or victims. The scale had an introductory comment to the respondents explaining
that their targets couldn’t be the causes of their frustration or anger. Four items were included
in the scale: “Left them out of an activity or conversation,” “Spread bad rumors about them,”
“Ignored them,” and “Posted mean or insulting things about them.” In the Japanese
translation each item specifically stated that these actions refer to the Internet. The items were
measured on a 5 point Likert scale and ranged from “Never,” “Almost never,” and

“Sometimes” to “Almost all the time” and “All the time.” The items were collapsed, coded as

" As Study One showed, the gender differences in this item were large: 42.6% among males
and 6.1% among females. To avoid introducing bias in the results, separate analysis was
conducted without this item. The exclusion of the item slightly decreased the association
between gender and cyberdeviance, but it did not affect other paths in the model. Thus, the
item was included in the full model of this study.
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either 0=no experience and 1=experience (all of the answers except “Never” were coded as 1),
and then summed up. The items were dichotomized for the congruence of the overall
deviance scale as the other subscales are all dichotomous, as well as for better internal
consistency (Bendixen et al. 2003). Afterwards all the three online deviant behavior scales
were summed up to create an overall metric measuring online deviance (scores: 0-13; KR-
20=.79; M=1.74; SD=2.25). Almost half of the answers (44%) on the scale were zero,
making it non-normally distributed with increased skewness (1.41) and kurtosis (4.54).
Therefore, to better fit the data in the model and avoid non-normality, the scale was collapsed,
and cyberdeviance was represented as a dichotomous variable (M=.56; SD=.50; coded as

0=no experience and 1=experience).

All scales were tested for multicollinearity and deemed appropriate for analysis. Age, gender
(coded as O=female and 1=male), the social desirability scale (M=6.32; SD=2.73; KR-
20=.66), and academic achievement (at school level) were used as covariates in this study.
Social desirability was measured by the short form of the Marlowe-Crowne Social
Desirability Scale (MC-C), consisting of 13 items (Reynolds 1982). The values for the scale
were calculated according to the established criteria, giving a point for each socially biased
answer and then summing up those scores. Scores based on average student achievement in
centralized exams were used as a dummy variable for each school. Finally, computer
availability at home was entered separately as a covariate in the full model to test its
influence. Computer access at home did not affect the overall results for the latent variables,
and had no significant associations with either of the dependent variables. In order to avoid
overfitting, i.e., using a statistical model with too many parameters for the sample size, it was

excluded from the final analysis.
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5.3.3 Procedure
The survey questionnaires were distributed in the classroom by the teacher in charge of the
class or the teacher who was responsible for data collection at that particular school.
Depending on the school, the purpose of the survey was explained to the whole school
beforehand or only to the students participating in the survey. Students were told about the
purpose of the study and informed of their right to not participate in the survey or to not
answer any questions they would feel uncomfortable with. For those classes that participated,
a 15-20 minute time allowance was given for filling out the questionnaires. Together with the
questionnaires, each student also received an envelope. When a student completed the
questionnaire, they were asked to enclose their questionnaire in the envelope and hand it back
to the teacher in charge of the survey. These procedures and the questionnaire contents were
approved by the Research Ethics Committee, Departments of Sociology and Anthropology,

Graduate School of Human Sciences, Osaka University (application #2015011).

5.3.4 Data analyses
Structural equation modeling (SEM) was chosen as the most appropriate method for this
study. SEM allows a combination of CFA and path analysis in one model. The advantage
over summing up scales and separate path analysis is that SEM accounts for measurement
error. Summing up scales and conducting an ordinary least squared regression assumes equal
loadings for the factor and perfect reliability, thus biasing the estimates (Rubio and Gillespie
1995). Diagonally weighted least squares (DWLS) was chosen as the estimator method
because of its applicability for categorical and ordinal data (Finney and DiStefano 2006,
Mindrila 2010). As a rule of thumb, Likert scales with 5 or less items in their responses are

treated as categorical data (Finney and DiStefano 2006).

The non-parametric test of homoscedasticity and the Hawkins test of normality and

homoscedasticity revealed that missing values are not random at a significance level of p<.05,
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which can theoretically be a problem for both pairwise and listwise methods.® After
conducting SEM with both pairwise and listwise methods, the latter was chosen, because
both models were almost identical. In such a case listwise method is preferred as it allows for
more comparability within the model (Peugh and Enders 2004). All analyses were conducted
in R (ver. 3.2.2). The significance level was set at p<0.05. Missing values analysis was
conducted with the “MissMech” package (1.0.2), while for structural equation modelling

“lavaan” package (0.5-19) was used.

5.4 Results

First, before conducting analysis with the full theoretical model, the measurement model was
examined for goodness of fit. The measurement model performed exceptionally well, passing
all the necessary thresholds for goodness of fit. The model chi-square was y* = 977.549,
df=499, p<.001 with the y°/df ratio of 1.96 being well in the acceptable range (<5 can be
considered a good fit; Bollen 1989:272, Hoelter 1983), although more recent critics contend
that researchers should dispense completely with the statistic (Kline 2011:204). In structural
equation modeling an insignificant p value indicates a good fit (Hooper, Coughlan and
Mullen 2008). However, larger samples almost always result in a significant chi-square, thus
goodness of fit indices are used to evaluate the model (Hu and Bentler 1999, Joreskog 1969,
Kline 2011). The Joreskog—S6rbom goodness-of-fit index (GFI), the Bentler comparative fit
index (CFI), and root mean square error of approximation (RMSEA). All of the mentioned
indices were supportive of an excellent fit: GFI1=.992 (>.95 acceptable model fit; Hooper et al.
2008), CFI=0.995 (>.95 acceptable model fit, >.97 a good fit; Schermelleh-Engel et al.

2003)), RMSEA=.036 (good model fit <.08, ideal model fit <.05; Browne and Cudeck 1993).

8Listwise deletion method removes all cases with one or more missing values. Pairwise
deletion method attempts to minimize loss of cases in analysis and uses all available data in
each calculation.
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Table 18. Summary of estimates for latent variables.

Latent variables Unstandardized  Standardized S.e.  Z-value P
estimate estimate

Benign disinhibition (ODSB)

ODS1* 1.000 0.745

ODS3 1.143 0.851 0.047 24.130 0.000

ODS5 0.935 0.696 0.041 22745 0.000

Toxic disinhibition (ODST)

ODSs2 1.000 0.808 0.000

ODSs4 1.097 0.886 0.033 33,555 0.000

ODS6 1.102 0.890 0.032 34.665 0.000

Attitudes towards violence (ATTV)

ATTV1 1.000 0.829

ATTV2 0.917 0.761 0.035 25904 0.000

ATTV3 0.599 0.496 0.031 19.557 0.000

ATTV4 1.056 0.876 0.040 26.151 0.000

ATTV5 0.894 0.741 0.034 26.576 0.000

Low self-control (LSELF)

LSELF1 1.000 0.836

LSELF2 1.092 0.913 0.037 29.352  0.000

LSELF3 0.977 0.817 0.029 34.133 0.000

Parental attachment (PATT)

PATT1 1.000 0.833

PATT2 1.091 0.909 0.024 46.113 0.000

PATT3 1.053 0.877 0.022 48.264 0.000

PATT4 0.986 0.821 0.023 42.132 0.000

PATT5 0.992 0.827 0.023 42.327  0.000

PATT6 0.899 0.748 0.021 41.840 0.000

School attachment (SATT)

SATT1 1.000 0.842

SATT2 0.764 0.644 0.030 25.177 0.000

SATT3 1.034 0.871 0.042 24588 0.000

Peer (friend) attachment (FRATT)

FRATT1 1.000 0.860

FRATT2 1.052 0.905 0.020 51.600 0.000

FRATT3 1.016 0.874 0.019 54787 0.000

FRATT4 0.933 0.803 0.021 43.887 0.000

FRATTS 0.933 0.803 0.020 47.488 0.000

FRATT6 0.920 0.792 0.019 48.332 0.000

Neighborhood attachment (NHOOD)

NHOOD1 1.000 0.869

NHOOD2 0.991 0.860 0.019 52.999 0.000

NHOOD3 1.060 0.920 0.017 60.956 0.000

NHOOD4 1.059 0.920 0.017 61.858 0.000

NHOOD5 0.815 0.708 0.018 45.254  0.000

*Item numbers correspond to the order they were placed in the questionnaire; N=733.

After establishing the reliability of the measurement model, the full model was constructed.
Regressions were added to the model, connecting all the latent variables to online and offline

deviance measures. The best possible statistical fit was a model without any covariates. The
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goodness-of-fit indices and other metrics were almost identical to the measurement model:
= 1014.856, df=551, p<.001 with the y»°/df ratio of 1.84; GFI=.992; CFI=.995; and
RMSEA=.034 (see Appendix 5 for a summary of unstandardized and standardized estimates,
errors, Z-values, and significance). This model explained 38% of variance in cyberdeviance

and 19% in offline deviance.

Table 19. Summary of regression coefficients.

Unstandardized Standardized S.e. Z-value P

estimate estimate
Offline deviance ~
Benign online disinhibition -0.092 -0.031 0.193 -0.477 0.633
Toxic online disinhibition 0.160 0.059 0.185 0.864 0.387
Attitudes towards violence 0.338 0.127 0.090 3.748 0.000
Low self-control 0.345 0.131 0.086 4.001 0.000
Parental attachment -0.163 -0.062 0.062 -2.625 0.009
School attachment 0.044 0.017 0.107 0414 0.679
Peer (friend) attachment 0.198 0.078 0.086 2.295 0.022
Neighborhood attachment -0.212 -0.084 0.053 -3.970 0.000
Gender 0.806 0.180 0.147 5.486 0.000
Age 0.022 0.010 0.083 0.272 0.786
Social desirability -0.310 -0.382 0.030 -10.354 0.000
Academic achievement -0.025 -0.125 0.006 -3.996 0.000
Cyberdeviance ~
Benign online disinhibition 0.024 0.015 0.116 0.207 0.836
Toxic online disinhibition 0.436 0.302 0.1120 3.967 0.000
Attitudes towards violence 0.258 0.184 0.063 4.107 0.000
Low self-control -0.024 -0.017 0.059 -0.413 0.680
Parental attachment -0.100 -0.072 0.040 -2.476 0.013
School attachment 0.068 0.049 0.074 0.922 0.357
Peer (friend) attachment -0.085 -0.063 0.060 -1.418 0.156
Neighborhood attachment -0.025 -0.018 0.037 -0.661 0.509
Gender 0.763 0.322 0.101 7.518 0.000
Age 0.050 0.041 0.056 0.904 0.366
Social desirability -0.144 -0.336 0.018 -7.909 0.000
Academic achievement -0.022 -0.201 0.005 -4.651 0.000
N=733.

Next, with the inclusion of covariates, the final model was constructed (see Figure 2). Again,
all the latent variables from the measurement model were connected to online and offline
deviant behavior measures, but this time age, gender, the social desirability scale, and

academic achievement were inserted as covariates.
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Figure 2. Structural equation model predicting online and offline deviant behavior.
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The model fit was not as good as for the previous model, but this time it explained a larger
proportion of variance in the dependent variables: 44% for cyberdeviance and 27% for offline
deviance. The model chi-square was y° = 2715.000, df=687, p<.001 with the x*/df ratio of
3.95, which again was in the acceptable range. Furthermore, the goodness-of-fit indices were
in overall supportive of a good model: GFI=.968; CFI=.976; and RMSEA=.064. Summaries
of unstandardized and standardized estimates, errors, Z-values, and significance are shown in

Table 18 for latent variables and in Table 19 for regressions.

Figure 2 shows the final SEM model, where the online and offline deviant behavior measures
are the dependent variables. All of the coefficients shown in the figure are standardized
estimates. Values of standardized regressions coefficients <.10 are usually considered have a
smaller effect, around .30 would be medium, and >.50 could be considered a large effect on
the dependent variable (Kline 2011:185).

A look at all the latent variables in the model shows that the largest predictors for offline
deviance were attitudes towards violence (B=.l3)9 and self-control (B=.13). Surprisingly,
there was a positive association between peer attachment and offline deviance ($=.08), i.e.,
those respondents who had better relations with their peers were more likely to engage in
deviant behavior. In contrast, parental attachment (f=-.06) and neighborhood attachment (B=-
.08) were significant negative predictors.

A slightly different picture emerged, when examining the beta weights for cyberdeviance.
This time toxic online disinhibition (=.30) was clearly the largest predictor. It was followed
by attitudes towards violence (B=.18), exhibiting a larger influence compared to offline
deviance. The remaining latent variable that showed any significance was parental attachment

(B=-.07), showing almost equally strong association as it had for offline deviance. In

® Standardized regression coefficients are also known as beta weights, and the Greek alphabet
B is the standard notational symbol.
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comparison to offline deviance, self-control, peer attachment, and neighborhood attachment
had no significant associations with cyberdeviance. Benign online disinhibition and school

attachment showed no significance for either of the dependent variables.

An examination of the covariates revealed that three of the four are significant predictors of
both online and offline deviance. First, gender was a significant predictor of both online
(B=.32) and offline (p=.18) deviant behavior. As expected, males were more likely to report
engagement in deviant behavior. Second, social desirability was a significant predictor for
online (B=-.34) and offline (p=-.38) deviance, but in this case negative. In other words, those
respondents who scored lower on the social desirability scale, i.e., exhibited less bias towards
socially desired answers, were significantly more likely to report deviant behavior. Third,
academic achievement was negatively associated with both online (f=-.20) and offline (B=-
.13) deviance. Age was the only covariate that had no significant associations with either of

the dependent variables.

Finally, in order to test the robustness of the predictors, all non-significant paths were
removed and a separate model constructed (see model details in Appendix 6). All predictors

retained their significance, confirming the results of the full model.

5.5 Discussion

The fast pace of change in technology has influenced society in a number of ways: an
increasing number of youths experience cyberbullying (Tokunaga 2010), hacking and
cybersecurity threats are more common than ever (Nelson 2014), for the good or bad, file
sharing and downloading have disrupted the entertainment industry (Cluley 2013), and a
broader discussion of privacy, free speech and surveillance has entered the mainstream. The
need for theoretical advancement and adolescent development concerning the Internet has

been well established (Holt and Bossler 2014). Understanding the factors that influence and
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predict cyberdeviance will help develop better policies and address these issues in a more

constructive way.

The current study sought to incorporate individual and environmental level factors, as well as
traditional deviant behavior theories and online disinhibition measures in one structural
equation model to analyze their impact on online and offline deviant behavior. The principal
question asked in this study was: which are the significant predictors of online and offline
deviant behavior, when a number of competing theories, measuring individual and

environment level variables, are included in a single model?

A closer look at the results in Fig. 2 shows that one of the strongest predictors among the
latent variables for both online and offline deviance was attitudes towards violence. Being
more accepting of violence clearly indicates a propensity for deviant behavior, regardless of
the medium. Viewing aggression as more normative and favorable attitudes towards violence
have already been linked to actual engagement in violence (Avci and GUCRay 2013,
Gellman and Delucia-Waack 2006), as well as traditional and cyberbullying (Burton, Florell
and Wygant 2013). Chapter Three also demonstrated the significance of this construct, albeit
the effect on downloading and hacking was very small. This study indicates that one’s

attitudes play a very important role, more so than peer or parental relationships.

The importance of attitudes and normative beliefs is strengthened even more, as strongest
predictor among the latent variables for cyberdeviance is toxic online disinhibition. These
results corroborate Chapter Four findings, as well as previous research, strengthening the link
between online disinhibition and behavior in cyberspace (Constantiou et al. 2011, Morahan-
Martin and Schumacher 2000). The most important contribution of this study is that, utilizing

SEM and analyzing online and offline deviance simultaneously, the unique effect of toxic
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online disinhibition was confirmed. Toxic online disinhibition was the strongest predictor for

cyberdeviance, but had no effect on offline deviance.

Benign online disinhibition did not show any statistically significant associations with
deviant behavior. It seems that benign online disinhibition elicits an independent influence
from its toxic counterpart, as there was no significant association with deviant behavior in
online or offline settings. Research on the positive effects of online disinhibition is scarce, but
the available evidence seems to suggest that the link between benign online disinhibition and

prosocial behavior is weak to non-existent (Lapidot-Lefler and Barak 2015).

Self-control was only a significant predictor of offline deviance, while showing no effect for
cyberdeviance. The majority of existing studies have mostly shown support for the theory in
online and offline settings (e.g., Donner et al. 2014, Vazsonyi et al. 2004). However, one
needs to take into account association with deviant peers and it interaction with low self-
control. Research has shown that low self-control is mediated by offending peers, thus even
those with less restraint might avoid engaging in cyberdeviance, if there is no deviant peer
influence (Holt et al. 2012). Moreover, Higgins and Wilson (2006) found that the significance
of deviant peers and low self-control disappears in their subsample with high morals.
Unfortunately, this study did not directly ask, if engaging in cyberdeviance is morally wrong,
but moral standards can be indirectly inferred from the toxic disinhibition scale. Scoring
higher or lower on the scale shows how acceptable one finds insulting and disturbing
behavior in cyberspace. Thus, it is possible toxic online disinhibition scores negated the
significant effect of low self-control for cyberdeviance. Finally, the significance of low self-
control for offline deviance supports previous studies, suggesting its culture-free application

in non-western samples.
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Parental attachment was a negative predictor only for both online and offline deviance, which
supports the basic tenets of social control theory (Hirschi 1969). Existing literature mostly
supports the significance of parental attachment (Carlson 2012, Higgins et al. 2008, Walden
and Beran 2010), but there are exceptions to this trend (Booth et al. 2008). Studies on
downloading reveal contradicting results: some found no significance for parental attachment
(Moon, McCluskey, McCluskey et al. 2013), while others did (Kong and Lim 2012). The
literature shows no consensus on the link between parental attachment and deviant behavior,

which means that there is a need for future studies in this area.

Results for peer attachment were counter-intuitive: better relationships with peers were
associated with more engagement in offline deviance. Contradicting the results from this
study, Burton et al. (2013) employed the full 25 item peer attachment scale from the IPPA
(Inventory of Parent and Peer Attachment); and their findings revealed that middle school
students, who were not involved in traditional bullying or cyberbullying, had better
relationships with their peers. On the other hand, research on aggression has shown how
being more popular, having more friends, and social dominance at school can lead to more
deviant behavior (Garandeau, Ahn and Rodkin 2011, Jonkmann, Trautwein and Ludtke 2009,
Perren and Alsaker 2006), partially explaining the counter-intuitive result in this study.
Moreover, this study corroborates previous findings by Fukushima et al. (2009), who found
that peer attachment had a positive effect on self-reported deviance among Japanese college
students. The evidence seems to suggest that peer relations can go both ways depending on

the circumstances. Thus, any results should be interpreted with caution.

In comparison to offline deviance, peer attachment had no impact on cyberdeviance at all. As
Burton et al. (2013) showed, cyberbullies had worse peer relationships than their non-
involved peers. However, their analysis was relatively simple and just confirmed a significant

difference in group means. This study utilized SEM and a number of covariates, which could
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explain the non-significant results for cyberdeviance. On the other hand, the pervasive online
communication which can be seen among adolescents dominates their lives. Manago, Taylor
and Greenfield (2012) have already shown that online communication is increasingly
becoming an ever more important facet of our lives, and it is no less important than face-to-
face communication. Furthermore, adolescents mostly use social networking to connect with
known others (Reich et al. 2012) and online media usage enhances existing relationships
(Tang 2010). Taking into account the strong influence of peer relations during adolescence, it

is not too difficult to see how they could shape one’s behavior online.

The results in this study confirm the importance of neighborhood for engagement in deviant
behavior. Higher attachment to neighborhood was a significant negative predictor of offline
deviance, but had not effect on cyberdeviance. Previous studies have already shown the
relevance of neighborhood when it comes to offline deviance (Haynie et al. 2006, Herrenkohl
et al. 2000, Sampson et al. 1997). However, no other study has tried to link it to
cyberdeviance. Adler and Adler (2008) argue that with the decline of civic engagement and
neighborhood communities, we can see these being replaced by virtually constructed
communities in cyberspace. Are neighborhoods and one’s physical surroundings becoming
less important? In comparison, if someone spends more time in cyberspace than in real life,
neighborhood attachment and relationships with people living in the vicinity would
theoretically become less and less important. This study shows that neighborhood is
important only for predicting offline deviance. However, online victimization has been linked
to neighborhood disorganization (Holt et al. 2014). Taking into account the correlation
between online and offline deviance, future studies, exploring the link between

cyberdeviance and neighborhood, might reveal contradicting results.

School attachment was one of the two latent variables with no significance in predicting

either of the dependent deviant behavior variables. The debate about school attachment and
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its relation to deviant behavior is inconclusive: some studies have found no significant
associations there (Cernkovich and Giordano 1992). However, including the results from
Chapter Three, others report the contrary (Cretacci et al. 2009, Dornbusch et al. 2001,
Wiatrowski et al. 1981). Most of the previous inquiries into this connection did not use a
number of competing theories as was done in this study. Thus, the available results seem to

suggest that school attachment might not be as important as some would like to suggest.

Next, a look at the covariates in the model reveals that, unsurprisingly, males are significantly
more likely to engage in online and offline deviance. Not counting the social desirability
scale, gender was the strongest predictor of cyberdeviance and offline deviance. There has
been an inconclusive debate about whether females are disproportionally victimized online
(Tokunaga 2010), while males are more likely to be the perpetrators (Bauman 2013). Studies
have consistently shown that males are more likely to engage in sexual cyber dating abuse
(Zweig, Dank, Yahner et al. 2013), computer crime (Marcum, Higgins, Ricketts et al. 2014,
Moon et al. 2013), cyber stalking (Menard and Pincus 2012), and hold favorable attitudes and
engage in digital piracy (Gunter et al. 2010, Morris and Higgins 2010). However, in the same
study, where Zweig et al. (2013) found that males are more likely to commit sexual cyber
dating abuse, females exceeded males in non-sexual abuse perpetration. Moreover, in the
case of software piracy gender differences disappear, when social learning theory and self-
control variables are added (Higgins 2006). The available evidence in this study corroborates
the majority of the aforementioned findings, arguing that males are more likely than females

to engage in deviant behavior.

The second covariate in the study, a short form of the social desirability scale, turned out to
be the biggest predictor of both online and offline deviance. This by itself was expected, but
did it influence other variables in the model? The model with the best fit (see Appendix 5),

which incidentally was without any covariates, showed similar results to the final model. The
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only exception was peer attachment, its results being affected greatly by the addition of
covariates. A separate SEM model, with the inclusion of gender, age, and academic
achievement as covariates, revealed that the inclusion of the social desirability scale in the
final model affected the results for peer attachment. In the SEM model with the other three
covariates peer attachment had no significant associations with either online or offline
deviance. These findings demonstrate the variability of results, with or without the control for
socially biased answers. It stands as a reminder that results from self-report questionnaires
should be interpreted with caution. A review by van de Mortel (2008), examining social
desirability usage in studies, showed that almost half were impacted by the incorporation of
some kind of a social desirability measure in analysis. Studies on deviant behavior usually
mention this lack of control for bias in their limitations, but, clearly, what they should be
doing, is actually implementing these measures in their analysis. This would make the results
more trustworthy and possibly limit the contradictory results that can be found in the field at

the moment.

Third, academic achievement at school level was the last covariate used in the model. The
findings clearly indicated that students at lower performing schools are more likely to engage
in both online and offline deviance. These results corroborate the results from Chapter Two,
where the worst performing school had the highest prevalence rates of deviance for 20 of the
25 items included in the questionnaire. Garandeau et al. (2011) analyzed how student
attitudes towards studying affect aggression levels and acceptance. Their findings indicate
that in more academically oriented classes aggressive students were more disliked and
aggression seen as a goal disrupting nuisance. Students at the lower ranked Japanese high
schools evidently spend less time studying and preparing for exams, and are less likely to

advance to a four year university than their peers. Therefore, it is likely that this decrease in
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the pursuit of academic goals, or commitment to social norms and institutions, as Hirschi

(1969) would describe it, could lead to more deviant behavior.

Summarizing the results, the final model explained 27% variance in offline deviance, while
for cyberdeviance it was 44 percent. Evidently, traditional theories coupled with online
disinhibition measures have produced better results than Study Two or Study Three. While
online disinhibition had no significance for offline deviance, the toxic online disinhibition
factor was by far the strongest predictor of cyberdeviance among the latent variables. Finally,
some of the most widely applied theories, such as the low self-control theory, had no
significance at all in predicting cyberdeviance. The implications of these findings, as well as

those from Studies One, Two, Three, and Four will be discussed in the next chapter.

5.6 Limitations

This study employed the same sample that was used for analysis in Study One. Besides the
limitations already mentioned Study One, there are two other points that need to be taken into
account. First, although previous research has indicated that gendered studies of delinquency
are important, as they produce varying results depending on gender, the sample in this study
was too small for such analysis (Booth et al. 2008). Based on the N:q hypothesis proposed by
Jackson (2003), where N is the number of cases and q is the number parameters requiring
statistical estimates, he suggests a ratio of 20:1 for SEM. However, Kline (2011:12) contends
that a ratio of 10:1 is still acceptable, but 5:1 would produce unreliable results. Thus, in this
utilizing the full sample with listwise deletion, there were 733 cases and 58 parameters, i.e.,
the N:q ratio is 12.6, which is still acceptable. However, a gendered analysis would require
breaking this rule. Second, a small number of variables had to be dropped from the final SEM
because of the sample size, complexity of the model, or reliability issues with the scales

themselves.
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5.7 Summary

The study of deviant behavior tends to be fragmented. Very few scholars have tried to
combine various deviant behaviors that include online and offline environments in a single
study. Furthermore, depending on the phenomenon studied, researchers arbitrarily apply
theoretical constructs, without the possibility of comparing competing theories. What’s more,
social desirability is rarely addressed in quantitative studies, usually resulting in a small
footnote or acknowledgement in the limitations of the study. Although these practices are
widely accepted, they can lead to false results and contradictions in the scientific literature.
This study analyzed deviant behavior among high school students, incorporating a wide range
of questions about online and offline deviance. Moreover, the study included a social
desirability measure and a number of prominent theories from such fields as sociology,
criminology and psychology utilized the study of deviance. Employing structural equation
modelling, this study revealed the importance of both factors: psychological and social. The
data yielded by this study provides convincing evidence that one’s normative beliefs or the
psychological factor are more important when it comes to deviant behavior. Attitudes
towards violence, low self-control, and peer attachment very positively associated with
offline deviance, while parental attachment and neighborhood attachment had negative
associations. For cyberdeviance, toxic online disinhibition and attitudes towards violence
were positive predictors, while parental attachment had a negative association. Students from
schools with lower academic achievement and males were more likely to engage in both
online and offline deviance. Finally, social desirability was shown to slightly influence the
results, proving its relevance, and as hypothesized, less biased students reported more deviant
behavior. Overall, traditional theories of deviant behavior performed better in predicting
offline deviance, while the newly developed Revised Online Disinhibition scale was the

strongest predictor for cyberdeviance.
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CHAPTER SIX - THE STUDY OF DEVIANT BEHAVIOR: IMPLICATIONS OF THIS
DISSERTATION, CONCLUSIONS, AND THE FUTURE OF THE SOCIOLOGY OF

DEVIANCE

This dissertation set out to investigate the nature and characteristics of deviant behavior
among adolescents. To date very few studies have tried to explore deviant behavior in such a
holistic way as this study; and no such study has included a Japanese sample. The aim of this
dissertation was to broaden our knowledge of deviant behavior, focusing specifically on
cyberdeviance. Conducting five different studies, two principal research questions were
addressed: is there an online—offline overlap for deviant behavior and what are the predictors
of cyberdeviance? Four of the five studies conducted included only Japanese respondents,
while Study Three employed a cross-national sample consisting of 30 countries. Here the
studies will be summarized and their results discussed in relation to methodological approach,

limitations, and implications for future research.

6.1 Summary of the Five Studies

Study One highlighted the diversity and ubiquity of deviant behavior with 95% of the sample
admitting at least one of the 25 deviance items. Cyberdeviance was considerably less frequent
than offline deviance among adolescents. Schools with lower academic achievement
exhibited more deviant behavior among its students. Males admitted higher rates of
engagement in deviance than females. Correlation of online and offline deviance scales

revealed a moderate overlap (Pearson’s r=.43).

Study Two analyzed downloading and hacking across 30 countries from around the world.
Most of the variance explained in the regression models was within the countries, showing
that cyberdeviance is relatively uniform across different regions around the world. With the

exception of family leisure, low self-control, attitudes towards violence, parental attachment
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and control, and school and neighborhood measures were all significant predictors of
cyberdeviance. Having said that, these traditional theories of deviant behavior explained only
10% and 11% of variance in downloading and hacking, indicating that their use in

cyberdeviance research is limited.

Study Three set out to develop a new scale to measure online disinhibition and address the
unique nature of cyberdeviance. The scale was based on a theoretical framework
encompassing dissociative anonymity, invisibility, asynchronicity, solipsistic introjection,
dissociative imagination, and minimization of authority (Suler 2004). The newly developed
scale — the Online Disinhibition Scale — was successfully applied to cyberbullying and
showed promising results, explaining 15-30% of variance in cyberbullying. Exploratory and
confirmatory factor analysis revealed clearly defined benign and toxic disinhibition factors.
However, the association of the benign and toxic factors with cyberbullying was more
ambiguous and the relationship not as straightforward. As hypothesized, toxic online
disinhibition was significantly associated with cyberbullying. Although statistically having a
much smaller effect, benign online disinhibition too was a significant predictor of

cyberbullying in one of the models.

Study Four was addressed the ambiguous nature of online disinhibition based on the results
yielded in Study Three. Analyzing data from an online panel survey, revealed how tricky it
can be to measure online disinhibition. The study confirmed that it is impossible to measure
the neutral influence of online disinhibition, and a clear benign—toxic divide works best. The
result was the development of the Revised Online Disinhibition Scale, which included three

benign and three toxic disinhibition items.

Study Five built on the findings from all the previous chapters and addressed deviant

behavior by combining traditional theories of deviant behavior and The Revised Online
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Disinhibition Scale in one model. By explaining 44% of the variance in cyberdeviance, this
combination of theories led to better results than Study Two or Study Three. As was
hypothesized, toxic online disinhibition was a significant predictor only for cyberdeviance.
This is a crucial finding and it lends support to those who purport that online communication
is intrinsically different from face-to-face communication and possibly influenced by online
disinhibition. Clarifying the results from Study Four, Study Five found no significant
association, positive or negative, between benign online disinhibition and cyberdeviance.
Overall results of Study Five showed that individual factors and attitudes are more important

than ecological factors in the case of cyberdeviance.

6.2 Predictors of Cyberdeviance and Potential Implications of this Research

The main purpose of this dissertation was to find out which factors contribute most to
cyberdeviance. The final model in Study Five revealed that toxic online disinhibition,
attitudes towards violence, and parental attachment were significant predictors of
cyberdeviance. In comparison, attitudes towards violence, low self-control, parental
attachment, peer attachment, and neighborhood attachment were significant predictors for
offline deviance. Furthermore, among the covariates, gender, academic achievement, and

social desirability were significant predictors of both online and offline deviance.

These results showed that some of the significant predictors are unique only to offline
deviance, while others only for cyberdeviance or both. Four of the predictors were unique
either to cyberdeviance or offline deviance, with only two being associated with both
dependent variables. On these grounds, we can argue that predictors for cyberdeviance are
distinct from offline deviance, as there were more differences than similarities. The main
difference here is that individual level constructs such as attitudes and norms were stronger

predictors of cyberdeviance, while social factors, such as peer or neighborhood attachment,
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were better predictors for offline deviance. Furthermore, the relative strength of individual
level predictors was much higher than contextual or social constructs. While for offline
deviance this difference was smaller, the gap in predicting cyberdeviance was much larger.
This corroborates delinquency and offending research showing that aggregate level factors,
such as the neighborhood you live in, have little influence in predicting deviance (Elliott,
Wilson, Huizinga et al. 1996, Oberwittler 2004, Simcha-Fagan and Schwartz 1986). All of
these approaches are affected by a number of methodological limitations, as well as possible

confounding factors that might influence analysis.

Firstly, the influence of neighborhood might be hard to determine, i.e., not all adolescents
might be affected by the immediate surroundings of their homes, especially if they spend
most of their time at schools that are far away from their place of residence. Controlling for
this would be economically and physically painstaking, and it would introduce another layer

of self-report data.

Secondly, why individual factors such as online disinhibition are more relevant in explaining
cyberdeviance can be found in the intrinsic nature of cyberdeviance itself. Downloading or
hacking is usually a lonesome affair, involving smaller groups or a single individual. Study
Two confirmed these assertions: the last time the respondents engaged in downloading and
hacking, they did it alone 65.5% and 62.7% of the time. By contrast, only 7.1% of those who
engaged in drinking alcohol and 14.4% of those who engaged in vandalism did it on their

own.

A key limitation to Study Two was that not all of the major theories were tested. As was
noted in Chapter One, social learning theory and general strain theory are one of the most
widely used approaches to predict deviant behavior. The two limitations for this were the

absence of these theories in the ISRD-2 data that were utilized in Study Two, which led to the
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usage of similar measures Study Five. Moreover, the latter study had a relatively small
sample. Although the use of social learning theory and general strain theory in predicting
cyberdeviance might be limited, future studies should analyze them in conjunction with
online disinhibition to determine if they retain their significance. Study Five demonstrated
that the low self-control theory retained its significance only for offline deviance in the full
model, which contradicted the majority of studies in the field (Donner et al. 2014, Higgins
2005, Holt et al. 2012). On the other hand, just the addition of social learning theory in some
cases can nullify the influence of self-control as other studies have shown (Bossler and
Burruss 2011). Thus, the Revised Online Disinhibition Scale (RODS) could work as a control

variable to weed out theories that are not applicable to cyberdeviance.

One of the two latent variables with significant links to both online and offline deviance was
parental attachment. The importance of parental attachment concerning delinquency and
offline deviance has been established (Carlson 2012, Chapple 2003, Henrich, Brookmeyer
and Shahar 2005), but the connection between parental attachment and cyberdeviance is less
clear. Study Five provided some evidence that parental attachment can work as a deterrent for
cyberdeviance as well. Is it parental control and filtering systems, the example parents set or
the upbringing and moral values they teach to their children? Finding out which of these
particular factors contribute most to predicting cyberdeviance would help the parents
themselves, and maybe discourage some of the adolescents from engaging in cyberdeviance.
Future studies would benefit greatly from surveying or interviewing parents alongside

adolescents in order to see how exactly good parenting can deter cyberdeviance.

Lastly, on the basis of the evidence yielded in this dissertation, it seems fair to suggest that
there is a significant overlap between online and offline deviance. Studies One and Two
clearly showed that there is a significant correlation between the two dimensions. However,

correlations among specific deviant behaviors varied. With this in mind, it would be

130



reasonable to suggest that, where those behaviors overlap, the traditional theories, such as the
low self-control theory, are going to work best. Therefore, one of the most important
objectives is to investigate which online and offline behaviors tend to correlate most.
Knowing more about how and why some deviant behaviors overlap in the real world and
cyberspace, would enable researchers to apply existing theories to greater effectiveness.
Research on bullying and cyberbullying has already showed that there is a possible overlap of
the two categories (Jang et al. 2014, Juvonen and Gross 2008, Raskauskas and Stoltz 2007,
Vazsonyi et al. 2012). Moreover, this was corroborated in Study One, showing that subscales
of deviance in the same category (e.g., bullying) show higher correlations between online and

offline dimensions as cross category correlations.

6.3 Deviance and Online Disinhibition

The final model in Study Five explained 44% of the variance in cyberdeviance, toxic online
disinhibition subscale of the RODS being the strongest predictor (covariates not counted).
Compared to the results in Study Two, the increase in explained variance is more than double.
In comparison, this increase is around 50% based on the average explained variance in Study

Three, where the Online Disinhibition Scale (ODS) was utilized.

This dissertation seems to validate the view that behavior in cyberspace has a distinct
dimension from face-to-face behavior. However, the proponents of the application of
traditional theories of deviant behavior to cyberdeviance also have something to contribute.
Based on the results of Study Five, | would argue that the application of traditional theories
of deviance and online disinhibition doesn’t have to be mutually exclusive. One key question,
which this dissertation cannot answer, is: do the traditional theories of deviance predict

cyberdeviance because they are genuinely predictive, or their significance can be explained
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by the partial correlation of online—offline deviance? By contrast, online disinhibition was

exclusively linked to cyberdeviance.

For some respondents the offline and cyberspace might be separate, i.e., there is an effect of
online disinhibition they will engage in more deviance. On the other hand, some others will
be affected by online disinhibition, but not engage in cyberdeviance. The same would be true
for those, who are not affected by online disinhibition. One group will engage in

cyberdeviance, another only in offline deviance, while some would engage in both or none.

The next step for future studies to untangle this situation would be to conduct experiments
and first establish who is affected by online disinhibition and who is not. What would be the
critical point, where someone is counted as being affected by online disinhibition or not?
Does online disinhibition change over time, or is it stable? Most importantly, a study showing
why some individuals are affected by online disinhibition, while others are not, would be a
large step forward. Once these facts are established, then and only then, a separate study on
each group would be able to shed light on which other factors besides online disinhibition are
associated with cyberdeviance. Notwithstanding these pending issues, the results in this
dissertation provide confirmatory evidence that online disinhibition measures are applicable

to the study of cyberdeviance.

6.4 Deviance across Borders

One of the most notable limitations to this dissertation is the lack of a qualitative component.
Based on the results from Study Two, the data appear to suggest that cyberdeviance (in this
case downloading and hacking) is relatively similar across borders, although some countries
do exhibit more deviance than others. However, analysis of country origin in Study Two
revealed that it explained only 8% of variance in downloading and 3% in hacking. Most of

the results in this study are based on Japanese adolescents. Can and should these results be
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generalized to adolescents in other countries? Does Japan fit in the overall trend of deviance

around the world, or is it an outlier?

To address these questions, six different scatterplots were generated (see Figures 3-8).
Downloading and hacking, in conjunction with fighting, alcohol consumption, and computer
access at home were compared across all the countries from Study Two and Japan (data from
Study One). A key aspect to keep in mind, when comparing both samples, is the differences
between the respondents: ISRD-2 survey consisted of seventh, eighth, and ninth graders
(91.5% of respondents aged 12-15), while the Japanese adolescents were senior high school
students attending grades 9-12 (87.8% of respondents aged 15-17). Downloading, hacking
and computer access were measured the same way in both studies with similar wording.
However, questions concerning fighting and alcohol consumption slightly differed. *°
Nevertheless, this cross-national comparison offers a unique opportunity to investigate the
online—offline overlap of deviance, and see how Japanese adolescents compare to their peers

in other countries.

On an international level, Japanese adolescents seem to be less involved in deviant behavior
than their peers in other countries. The most notable aspect of the scatterplots is that Japan
has the second lowest rate for downloading, hacking, and fighting behaviors, with only
Suriname scoring lower. Surprisingly, it also ranks very low for computer access at home
(see Figures 5 and 8). Only Venezuela, Armenia, and Suriname rank lower. Japan is a

relatively rich country compared to the average of other countries in the ISRD-2 study, thus

10 Study Two items (12 month time frame): “Engaged in physical fights with classmates” and
“Drank alcohol.” Only three of the four schools (A, B, and C) are used to compare alcohol
consumption frequencies, as school D refused to include this item in the questionnaire. ISRD-
2 questions: “Did you ever participate in a group fight on the school playground, a football
stadium, the streets or in any public place?”” and with a follow up question inquiring about the
past 12 months. ISRD-2 study had two questions (4 week time frame) for alcohol
consumption, differing between stronger (e.g., spirits) and weaker alcohol (e.g., beer).
Frequencies from the follow up question inquiring about the past 4 weeks of the latter (“Did
you ever drink beer, breezers or wine?”) are used in the scatterplot.
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one would expect higher percentage in this aspect. One possible explanation is that reports
and essays required by schools are still written mostly by hand, thus negating the need for a
computer or a laptop at home. Lastly, Japanese students rank the lowest in alcohol
consumption (see Figures 4 and 7). However, these numbers should be taken with a grain of
salt, as a countrywide survey in 2010 by Japan’s Ministry of Health, Labour and Welfare
showed that 17.9% of males and 17.6% of females in grades 10-12 (8.9% and 9.4% of grade
7-9 students) had had alcohol in the past month (Ouida 2012). Yet, even these statistics
would rank on the low end of the spectrum, when compared to other adolescents around the
world. It seems that deviance patterns among Japanese adolescents are similar to the levels of
crime, which are one of the lowest in the world among the industrialized nations (Bouten,

Goudriaan and Nieuwbeerta 2002).

Research on American youth from different ethnic backgrounds and self-reported
delinquency has shown that the link between the two is weak (Le and Stockdale 2005).
Fukushima et al. (2009) compared Japanese and American college student, applying
Hirschi’s social bonds theory. Hirschi’s theory was applicable to both countries, but its
explanatory power was very low. Furthermore, contrary to their hypothesis based on
individualism—collectivism differences between the two countries, their findings revealed that
Japanese students actually are less strongly bonded to the conventional society, even though
they exhibit much lower levels of deviance (Fukushima et al. 2009). In conclusion,
Fukushima et al. (2009) attribute greater Japanese students’ compliance to social norms as the

best explanation for the lower levels of deviance compared to their American counterparts.

All things considered, culture seems to play only a limited role in explaining deviance across
borders. On the basis of this evidence, it would be fair to suggest that, although Japanese
adolescents engage in less deviance than their peers around the world, the reasons for

engaging in deviance are likely to be similar to other countries.
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6.5 The Sociology of Deviance

The study of deviant behavior in sociology has gone through various phases. First, it started
with strictly defined statistical definitions and determinism. There was a clear distinction of
what is considered deviant and what is not. From there onward the focus gradually moved on
to constructionism which is grounded in subjectivity. Power struggles, class, and subculture
came into play. Defining deviance became a matter of the standpoint one takes. The action of
an actor was judged by the audience, which in turn determined the “deviantness” of it. Finally,
reaching the point of saturation and endless ambiguity in postmodernism, the study of
deviance for many scholars led back to a more nuanced positivism and explanatory theories.
By focusing on acts of deviance (e.g., theft), not conditions (e.g., disability) researchers
advocating the explanatory approach argue that there is an intrinsic difference between a
deviant and a non-deviant act. Thus, there must be something different between those who

engage and those who do not engage in such acts (Goode 2015).

Clearly, without positivism in studies of deviance, it would be impossible to use the results
for amending laws and creating policies. On the other hand, we want to be sure that these
changes make sense and are in agreement with what is best for the society at large. Previous
studies, as well as this dissertation, have attempted to measure deviant behavior using various
instruments. In both cases the application of statistical analysis supports the view that there is
some commonality between the various acts of deviance. On these grounds, we can argue that,
in the case of deviant acts, explanatory research makes sense and is useful in predicting such

behavior.

One of the difficulties with explanatory research is the need to combine items into scales.
However, according the literature review in Chapter One and results in this dissertation, the

reliability of such scales in most cases is applicable to statistical analysis. Research has
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shown that deviant or risky behavior is a good predictor of more serious delinquency and
crime (Junger-Tas 1989). Furthermore, an inclusion of less serious misdemeanors, i.e.,
deviant behavior leads to better response rates and validity of measures, especially in
countries with lower levels of delinquency such as Switzerland (Vazsonyi et al. 2001). The
problem with skewed scales measuring deviance is not new (Cretacci et al. 2009). The
measure for cyberdeviance was dichotomized in Study Five for this particular reason. Thus,
in order to establish the seriousness of deviance items and building a reliable instrument, a

pilot study is necessary.

One of the limitations in this dissertation was the lack of a qualitative component.
Researchers have recognized that in their extreme cases the quantitative and qualitative
methods, largely associated with positivism and phenomenology, are not compatible, and the
best strategy is to combine these techniques (van de Vijver and Chasiotis 2010). This is
especially important for deviance and crime (Goode 2015). One way to address the traps of
positivism in deviance research would be to start with constructionist and qualitative studies
in order to determine how certain groups of the society view deviant behavior. Furthermore,
quantitative research should not only measure certain behaviors, but at the same time inquire
about the acceptability of those behaviors among the respondents. This approach would allow
scholars to look for differences and similarities of how and why some people consider a
certain act deviant or not. Only then we can move on to explanatory research. Do people who
acknowledge their act as deviant engage in it less? Does it depend on the degree of the

seriousness of the deviant act?

In conclusion, the available evidence seems to suggest that sociology of deviance has mostly
overcome the definitional and theoretical issues it had in the past. Since the turn of the 21
century sociology of deviance has seen an increasing number of works are published and

theoretical advances made. Nevertheless, the constructionism and positivism dichotomy is far
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from being completely solved. One of the biggest obstacles is the fluidity of the concept of
deviance. The rapid changes in societal norms and technology affect how and what is viewed

as deviant.

6.6 Strengths of Methodology

First, an important advantage in this study is the inclusion of a social desirability measure in
Studies One and Five. Both studies confirmed the bias that self-report questionnaires suffer
from, especially when dealing with sensitive questions. The ability to control for socially
desired responses influenced the final results in Study Five, lending to the credibility of the

study.

Second, all of the studies employed large samples fit for quantitative data analysis. Study
Two employed an international sample comprised of 30 countries and 68,507 participants.
Study Four included an online panel comprised of 2,400 respondents. Study Three included

941 high school students, while Studies One and Five had 862 participating students.

Third, for the development of the Revised Online Disinhibition Scale, Study Three employed
a large sample of Japanese Internet users aged 20-59 years. The data showed that the scale

works well both will adults, as well as adolescents.

Fourth, this is the first study to investigate cyberdeviance, as well as offline deviance among
Japanese adolescents. Furthermore, the study contributes to the existing research of deviant
behavior, which is mostly dominated by studies in Europe and North America.

6.7 Limitations of Methodology

First, although the study included large and diverse samples, all of them were quantitative. In

order to get a fuller picture of how deviance is viewed and operationalized, a qualitative study
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is indispensable. Ideally, future studies should combine both approaches in order to yield the

best results.

Second, Studies One, Four, and Five were all based on convenience samples. Moreover, a
number of schools refused to participate in the survey due to the sensitivity of the
questionnaire items. This can theoretically result in a biased sample. However, all of these
studies included schools with different academic levels, countering this bias at least to a

certain extent.

Third, changes in technology are so rapid that the results from this study for cyberdeviance
have their historical limits. Thus, these findings should be interpreted in the context of the

timeframe they were conducted.

6.8 Conclusions

The purpose of this dissertation was to investigate deviant behavior among adolescents in
Japan and around the world. An examination of the history of the study of deviance in
sociology revealed an uneven path with upheavals and times of glory alike. While some
definitional issues of studying deviance have to be acknowledged, its applicability in
contemporary research is appropriate and can be seen by the number of publications and
articles published in the past decade. The biggest change in deviance was marked by the rise
of cyberspace and advances in technology. As this dissertation showed, there is a partial
overlap between online and offline deviance. Next, traditional theories of deviance were
applied to study cyberdeviance, however, their use was limited. Taking into account the
unique characteristics of cyberspace, a new approach was taken to address this distinct part
cyberdeviance in the online—offline overlap. For this purpose two scales to measure online
disinhibition were developed. These scales proved useful in predicting cyberdeviance and

performed better than the traditional theories of deviance. Lastly, a combination of traditional
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theories of deviant behavior and measures of online disinhibition yielded the best results in
explaining the variance in cyberdeviance. It is the aspiration of the author that this study

serves as a guide for a better understanding of deviant behavior and generates more scholarly

inquiries into the issue.

142



REFERENCES

Adler, Patricia A. and Peter Adler. 2000. Constructions of Deviance: Social Power, Context,
and Interaction. Belmont, CA: Wadsworth.

Adler, Patricia A. and Peter Adler. 2006. "The Deviance Society." Deviant Behavior
27(2):129-48. doi: 10.1080/15330150500468444.

Adler, Patricia A. and Peter Adler. 2008. "The Cyber Worlds of Self-Injurers: Deviant
Communities, Relationships, and Selves." Symbolic Interaction 31(1):33-56. doi:
10.1525/si.2008.31.1.33.

Adler, Patricia A. and Peter Adler. 2014. "The Critical Role of Deviance in Society." Pp. 31-
53 in The Death and Resurrection of Deviance: Current Ideas and Research, edited
by M. Dellwing, J. A. Kotarba and N. W. Pino. Basingstoke: Palgrave Macmillan.

Agnew, Robert. 1992. "Foundation for a General Strain Theory of Crime and Delinquency."
Criminology 30(1):47-87. doi: DOI 10.1111/j.1745-9125.1992.tb01093.x.

Agnew, Robert and Helene Raskin White. 1992. "An Empirical Test of General Strain
Theory." Criminology 30(4):475-99. doi: 10.1111/j.1745-9125.1992.tb01113.x.

Akers, Ronald L. 1968. "Problems in the Sociology of Deviance: Social Definitions and
Behavior." Social Forces 46(4):455-65. doi: 10.1093/sf/46.4.455.

Akers, Ronald L., Marvin D. Krohn, Lonn Lanza-Kaduce and Marcia Radosevich. 1979.
"Social learning and deviant behavior: A specific test of a general theory.” American
Sociological Review 44(4):636-55. doi: 10.1177/0022427897034004005.

Al-Rafee, Sulaiman and Timothy Paul Cronan. 2006. "Digital Piracy: Factors that Influence
Attitude Toward Behavior." Journal of Business Ethics 63(3):237-59. doi:

10.1007/s10551-005-1902-9.

143



Ang, Rebecca P., Kit-Aun Tan and Abu Talib Mansor. 2011. "Normative beliefs about
aggression as a mediator of narcissistic exploitativeness and cyberbullying." Journal
of Interpersonal Violence 26(13):2619-34. doi: 10.1177/0886260510388286.

Aoyama, Ikuko, Lucy Barnard-Brak and Tony L. Talbert. 2011. "Cyberbullying Among High
School Students.” International Journal of Cyber Behavior, Psychology and Learning
1(1):25-35. doi: 10.4018/ijcbpl.2011010103.

Aoyama, Ikuko, Shoka Utsumi and Motohiro Hasegawa. 2012. "Cyberbullying in Japan.” Pp.
183-201 in Cyberbullying in the global playground: Research from international
perspectives, edited by Q. Li, D. Cross and P. K. Smith. Oxford, England: John Wiley
& Sons.

Apel, Robert, Shawn D. Bushway, Raymond Paternoster, Robert Brame and Gary Sweeten.
2008. "Using State Child Labor Laws to Identify the Causal Effect of Youth
Employment on Deviant Behavior and Academic Achievement." Journal of
Quantitative Criminology 24(4):337-62. doi: 10.1007/s10940-008-9055-5.

Armsden, Gay C. and Mark T. Greenberg. 1987. "The Inventory of Parent and Peer
Attachment: Individual Differences and Their Relationship to Psychological Well-
Being in Adolescence.” Journal of Youth and Adolescence 16(5):427-54. doi:
10.1007/bf02202939.

Armstrong, Helen L. and Patrick J. Forde. 2003. "Internet Anonymity Practices in Computer
Crime." Information Management & Computer Security 11(5):209-15. doi:
10.1108/09685220310500117.

Armstrong, Lynette, James G. Phillips and Lauren L. Saling. 2000. "Potential determinants of
heavier internet usage.” International Journal of Human-Computer Studies 53(4):537-

50. doi: 10.1006/ijhc.2000.0400.

144



Associated Press. 2012, "Stealing in virtual world is theft in real life, top Dutch court rules":
Associated Press, January 31. Retrieved March 3, 2012
(http://thechronicleherald.ca/world/57498-stealing-virtual-world-theft-real-life-top-
dutch-court-rules).

Avci, Rasit and Songiil Sonay GUCRay. 2013. "The Relationships among Interparental
Conflict, Peer, Media Effects and the Violence Behaviour of Adolescents: The
Mediator Role of Attitudes towards Violence." Educational Sciences: Theory &
Practice 13(4):2005-15. doi: 10.12738/estp.2013.4.1950.

Bachmann, Michael. 2010. "The risk propensity and rationality of computer hackers."”
International Journal of Cyber Criminology 4(1-2):643-56.

Baker, Ozgiir Erdur and Ibrahim Tanrikulu. 2010. "Psychological consequences of cyber
bullying experiences among Turkish secondary school children." Procedia - Social
and Behavioral Sciences 2(2):2771-76. doi: 10.1016/j.sbspro.2010.03.413.

Bandura, Albert, Bill Underwood and Michael E. Fromson. 1975. "Disinhibition of
aggression through diffusion of responsibility and dehumanization of victims.”
Journal of Research in Personality 9(4):253-69. doi: 10.1016/0092-6566(75)90001-x.

Bandura, Albert, Claudio Barbaranelli, Gian Vittorio Caprara and Concetta Pastorelli. 1996.
"Mechanisms of Moral Disengagement in the Exercise of Moral Agency.” Journal of
Personality and Social Psychology 71(2):364-74. doi: 10.1037/0022-3514.71.2.364.

Barnes, Grace M., Joseph H. Hoffman, John W. Welte, Michael P. Farrell and Barbara A.
Dintcheff. 2006. "Effects of Parental Monitoring and Peer Deviance on Substance Use
and Delinquency.” Journal of Marriage and Family 68(4):1084-104. doi:

10.1111/j.1741-3737.2006.00315.x.

145



Bauman, Sheri and Heather Pero. 2011. "Bullying and Cyberbullying Among Deaf Students
and Their Hearing Peers: An Exploratory Study." Journal of Deaf Studies and Deaf
Education 16(2):236-53. doi: 10.1093/deafed/enq043.

Bauman, Sheri. 2013. "Cyberbullying: What Does Research Tell Us?" Theory Into Practice
52(4):249-56. doi: 10.1080/00405841.2013.829727.

Becker, Howard S. 1963. Outsiders: Studies in the Sociology of Deviance. New York: The
Free Press of Glencoe.

Beebe, Nicole Lang and Jan Guynes. 2006. "A Model for Predicting Hacker Behavior." in
AMCIS 2006 Proceedings. Acapulco, Mexico.

Bendixen, Mons, Inger M. Endresen and Dan Olweus. 2003. "Variety and frequency scales of
antisocial involvement: Which one is better?" Legal and Criminological Psychology
8(2):135-50. doi: 10.1348/135532503322362924.

Bennett, Rebecca J. and Sandra L. Robinson. 2000. "Development of a Measure of
Workplace Deviance.” Journal of Applied Psychology 85(3):349-60.

Beran, Tanya and Qing Li. 2007. "The relationship between cyberbullying and school
bullying.” Journal of Student Wellbeing 1(2):15-33.

Berson, llene R. and Michael J. Berson. 2005. "Challenging Online Behaviors of Youth
Findings From a Comparative Analysis of Young People in the United States and
New Zealand." Social Science Computer Review 23(1):29-38. doi:
10.1177/0894439304271532.

Best, Joel. 2004. "Theoretical Issues in the Study of Social Problems and Deviance.” Pp. 14-
29 in Handbook of Social Problems: A Comparative International Perspective, edited

by G. Ritzer. Thousand Oaks, CA: Sage.

146



Best, Joel. 2014. "The Deviance Bubble." Pp. 54-67 in The Death and Resurrection of
Deviance: Current Ideas and Research, edited by M. Dellwing, J. A. Kotarba and N.
W. Pino. Basingstoke: Palgrave Macmillan.

Birnbaum, Amanda S., Leslie A. Lytle, Peter J. Hannan, David M. Murray, Cheryl L. Perry
and Jean L. Forster. 2003. "School functioning and violent behavior among young
adolescents: A contextual analysis." Health Education Research 18(3):389-403. doi:
10.1093/her/cyf036.

Blevins, Kristie R. and Thomas J. Holt. 2009. "Examining the Virtual Subculture of Johns."
Journal of Contemporary Ethnography 38(5):619-48. doi:
10.1177/0891241609342239.

Bollen, Kenneth A. 1989. Structural Equations with Latent Variables. New York: Wiley.

Booth, Jeb A., Amy Farrell and Sean P. Varano. 2008. "Social Control, Serious Delinquency,
and Risky Behavior: A Gendered Analysis." Crime & Delinquency 54(3):423-56. doi:
10.1177/0011128707306121.

Bossler, Adam M. and George W. Burruss. 2011. "The General Theory of Crime and
Computer Hacking: Low Self-Control Hackers." Pp. 38-67 in Corporate hacking and
technology-driven crime: Social dynamics and implications, edited by T. J. Holt and
B. H. Schell. Hershey, PA: IGI Global.

Bouten, Esther, Heike Goudriaan and Paul Nieuwbeerta. 2002. "Criminal victimization in
seventeen industrialised countries.” Pp. 13-28 in Crime victimization in comparative
perspective. Results from the International Crime Victims Survey, 1989-2000, edited
by P. Nieuwbeerta. The Hague: Boom Legal Publishers.

Bradshaw, Catherine P., Anne L. Sawyer and Lindsey M. O’Brennan. 2009. "A social

disorganization perspective on bullying-related attitudes and behaviors: The influence

147



of school context." American Journal of Community Psychology 43(3-4):204-20. doi:
10.1007/s10464-009-9240-1.

Brown, Karen, Margaret Jackson and Wanda Cassidy. 2006. "Cyber-Bullying: Developing
Policy to Direct Responses that are Equitable and Effective in Addressing This
Special Form of Bullying." Canadian Journal of Educational Administration and
Policy 57(1):1-36.

Browne, Michael W. and Robert Cudeck. 1993. "Alternative ways of assessing model fit." Pp.
136-62 in Testing structural equation models, edited by K. A. Bollen and J. S. Long.
Newsbury Park, CA: Sage.

Buckels, Erin E., Paul D. Trapnell and Delroy L. Paulhus. 2014. "Trolls just want to have
fun.” Personality and Individual Differences 67:97-102. doi:
10.1016/j.paid.2014.01.016.

Burruss, George W., Adam M. Bossler and Thomas J. Holt. 2012. "Assessing the Mediation
of a Fuller Social Learning Model on Low Self-Control's Influence on Software
Piracy.” Crime & Delinquency 59(8):1157-84. doi: 10.1177/0011128712437915.

Burton, K. Alex, Dan Florell and Dustin B. Wygant. 2013. "The Role of Peer Attachment and
Normative Beliefs About Aggression on Traditional Bullying and Cyberbullying."”
Psychology in the Schools 50(2):103-15. doi: 10.1002/pits.21663.

Carlson, Amber. 2012. "How Parents Influence Deviant Behavior among Adolescents: An
Analysis of their Family Life, their Community, and their Peers.” University of New
Hampshire’s Undergraduate Sociology Journal:42-51.

Casale, Silvia, Guilia Fiovaranti and Scott Caplan. 2015. "Online Disinhibition: Precursors
and Outcomes.” Journal of Media Psychology:1-8. doi: 10.1027/1864-1105/a000136.

Caspi, Avner and Paul Gorsky. 2006. "Online deception: Prevalence, motivation, and

emotion.” CyberPsychology & Behavior 9(1):54-59. doi: 10.1089/cpb.2006.9.54.

148



Cernkovich, Stephen A. and Peggy C. Giordano. 1992. "School Bonding, Race, and
Delinquency.” Criminology 30(2):261-91. doi: 10.1111/j.1745-9125.1992.tb01105.x.

Chaplin, Tara M. and Amelia Aldao. 2013. "Gender Differences in Emotion Expression in
Children: A Meta Analytic Review." Psychological Bulletin 139(4):735-65. doi:
10.1037/a0030737.

Chapple, Constance L. 2003. "Examining Intergenerational Violence: Violent Role Modeling
or Weak Parental Controls?" Violence and Victims 18(2):143-62. doi:
10.1891/vivi.2003.18.2.143.

Cheung, Nicole W. T. and Yuet W. Cheung. 2008. "Self-Control, Social Factors, and
Delinquency: A Test of The General Theory of Crime Among Adolescents in Hong
Kong." Journal of Youth and Adolescence 37(4):412-30. doi: 10.1007/s10964-007-
9218-y.

Child, Jeffrey T., Paul M. Haridakis and Sandra Petronio. 2012. "Blogging privacy rule
orientations, privacy management, and content deletion practices: The variability of
online privacy management activity at different stages of social media use.”
Computers in Human Behavior 28(5):1859-72. doi: 10.1016/j.chb.2012.05.004.

Clinard, Marshall B. and Robert F. Meier. 2011. Sociology of Deviant Behavior 14th.
Belmont, CA: Wadsworth Cengage Learning.

Cluley, Robert. 2013. "Downloading deviance: Symbolic interactionism and unauthorised
file-sharing." Marketing Theory 13(3):263-74. doi: 10.1177/14705931134871809.

Cohen, Albert K. 1956. Delinquent Boys: The Culture of the Gang. London: Routledge &
Kegan Paul.

Cole, Helena and Mark D. Griffiths. 2007. "Social interactions in massively multiplayer
online role-playing gamers." Cyberpsychology & Behavior 10(4):575-83. doi:

10.1089/cpb.2007.9988.

149



Constantiou, loanna, Morten Fosselius Legarth and Kasper Birch Olsen. 2011. "What are
users’ intentions towards real money trading in massively multiplayer online games?"
Electronic Markets 22(2):105-15. doi: 10.1007/s12525-011-0076-9.

Cornell, Dewey G. and Ann B. Loper. 1998. "Assessment of violence and other high-risk
behaviors with a school survey." School Psychology Review 27(2):317-30.

Cornell, Dewey G. and Karen Brockenbrough. 2004. "Identification of Bullies and Victims."
Journal of School Violence 3(2-3):63-87. doi: 10.1300/J202v03n02_05.

Costello, Anna B. and Jason W. Osborne. 2005. "Best Practices in Exploratory Factor
Analysis: Four Recommendations for Getting the Most From Your Analysis."
Practical Assessment, Research & Evaluation 10(7):1-9.

Costello, Barbara J. 2006. "Cultural Relativism and the Study of Deviance." Sociological
Spectrum 26(6):581-94. doi: 10.1080/02732170600948824.

Cretacci, Michael A., Craig J. Rivera and Fei Ding. 2009. "Self-control and Chinese
deviance: A look behind the Bamboo Curtain." International Journal of Criminal
Justice Sciences 4(2):131-43.

Crosswhite, Jennifer M. and Jennifer L. Kerpelman. 2012. "Parenting and Children's Self-
Control: Concurrent and Longitudinal Relations." Deviant Behavior 33(9):715-37.
doi: 10.1080/01639625.2011.647597.

Curra, John. 2015. "Changing Definitions of Deviance." Pp. 121-36 in The Handbook of
Deviance, edited by E. Goode. West Sussex, UK: Wiley-Blackwell.

Day, Randal D. and Laura M. Padilla-Walker. 2009. "Mother and Father Connectedness and
Involvement During Early Adolescence.” Journal of Family Psychology 23(6):900-04.

doi: 10.1037/a0016438.

150



Dehue, Francine, Catherine Bolman and Trijntje Vollink. 2008. "Cyberbullying: Youngsters'
Experiences and Parental Perception.” Cyberpsychology and Behavior 11(2):217-23.
doi: 10.1089/cph.2007.0008.

Dellwing, Michael. 2014. "Deviance" Is for Undergrads, "Social Control" Is for Grad
Students.” Pp. 277-95 in The Death and Resurrection of Deviance: Current Ideas and
Research, edited by M. Dellwing, J. A. Kotarba and N. W. Pino. Basingstoke:
Palgrave Macmillan.

Denegri-Knott, Janice. 2005. "The Labeling Game: A Conceptual Exploration of Deviance
on the Internet” Social Science Computer Review 23(1):93-107. doi:
10.1177/0894439304271541.

Deshotels, Tina H. and Craig J. Forsyth. 2007. "Postmodern Masculinities and the Eunuch."
Deviant Behavior 28(3):201-18. doi: 10.1080/01639620701232961.

Dibbell, Julian. 1993. "A Rape in Cyberspace." Village Voice 21:26-32.

Diener, Edward, Scott C. Fraser, Arthur L. Beaman and Roger T. Kelem. 1976. "Effects of
Deindividuation Variables on Stealing Among Halloween Trick-or-Treaters.” Journal
of Personality and Social Psychology 33(2):178-83. doi: 10.1037//0022-
3514.33.2.178.

Donner, Christopher M., Catherine D. Marcum, Wesley G. Jennings, George E. Higgins and
Jerry Banfield. 2014. "Low self-control and cybercrime: Exploring the utility of the
general theory of crime beyond digital piracy.” Computers in Human Behavior
34:165-72. doi: 10.1016/j.chb.2014.01.040.

Dooley, Julian J., Jacek Pyzalski and Donna Cross. 2009. "Cyberbullying Versus Face-to-
Face Bullying." Zeitschrift flir Psychologie / Journal of Psychology 217(4):182-88.

doi: 10.1027/0044-3409.217.4.182.

151



Dornbusch, Sanford M., Kristan Glasgow Erickson, Jennifer Laird and Carol A. Wong. 2001.
"The Relation of Family and School Attachment to Adolescent Deviance in Diverse
Groups and Communities.” Journal of Adolescent Research 16(4):396-422. doi:
10.1177/0743558401164006.

Dotter, Daniel. 2002. "Creating deviance: Scenarios of stigmatization in postmodern media
culture.” Deviant Behavior 23(5):419-48. doi: 10.1080/016396202320265300.

Dotter, Daniel. 2014. "Debating the Death of Deviance: Transgressing Extremes in
Conspiracy Narratives." Pp. 127-51 in The Death and Resurrection of Deviance:
Current Ideas and Research, edited by M. Dellwing, J. A. Kotarba and N. W. Pino.
Basingstoke: Palgrave Macmillan.

Dowland, P. S., S. M. Furnell, H. M. Illlingworth and P. L. Reynolds. 1999. "Computer crime
and abuse: A survey of public attitudes and awareness.” Computers & Security
18(8):715-26. doi: 10.1016/s0167-4048(99)80135-7.

Downing, Steven. 2009. "Attitudinal and Behavioral Pathways of Deviance in Online
Gaming." Deviant Behavior 30(3):293-320. doi: 10.1080/01639620802168833.
Downing, Steven. 2010. "Social Control in a Subculture of Piracy.” Journal of Criminal

Justice and Popular Culture 14(1):77-123.

Doyon, Paul. 2001. "A review of higher education reform in modern Japan." Higher
Education 41(4):443-70. doi: 10.1023/A:1017502308832.

Dumitrica, Delia D. 2011. "An exploration of cheating in a virtual gaming world.” Journal of
Gaming & Virtual Worlds 3(1):21-36. doi: 10.1386/jgvw.3.1.21_1.

Durkheim, Emile. [1895] 1982. "The Rules of Sociological Method.” in The Rules of
Sociological Method and Selected Texts on Sociology and its Method, edited by S.

Lukes. London: Free Press.

152



Durkheim, Emile. [1897] 2005. Suicide: A study in sociology. Translated by J. A. Spaulding
and G. Simpson. London: Routledge.

Durkin, Keith, Craig J. Forsyth and James F. Quinn. 2006. "Pathological internet
communities: A new direction for sexual deviance research in a post modern era."
Sociological Spectrum 26(6):595-606. doi: 10.1080/02732170600948857.

Eisenberg, Marla E., Rachel E. Olson, Dianne Neumark-Sztainer, Mary Story and Linda H.
Bearinger. 2004. "Correlations between family meals and psychosocial well-being
among adolescents.” Archives of pediatrics & adolescent medicine 158(8):792-96.

Elliott, Delbert S., William Julius Wilson, David Huizinga, Robert J. Sampson, Amanda
Elliott and Bruce Rankin. 1996. "The Effects of Neighborhood Disadvantage on
Adolescent Development.” Journal of Research in Crime and Delinquency 33(4):389-
426. doi: 10.1177/0022427896033004002.

Engelberg, Elisabeth and Lennart Sjéberg. 2004. "Internet use, social skills, and adjustment."
CyberPsychology & Behavior 7(1):41-47. doi: 10.1089/109493104322820101.
Ericson, Richard, Dean Barry and Aaron Doyle. 2000. "The moral hazards of neo-liberalism:
lessons from the private insurance industry.” Economy and Society 29(4):532-58. doi:

10.1080/03085140050174778.

Erikson, Kai T. 1962. "Notes on the Sociology of Deviance.” Social Problems 9:307-14. doi:
10.2307/798544.

Esping-Andersen, Gosta. 1990. The Three Worlds of Welfare Capitalism. Princeton, NJ:
Princeton University Press.

Festinger, Leon, Albert Pepitone and Theodore Newcomb. 1952. "Some consequences of de-
individuation in a group.” The Journal of Abnormal and Social Psychology

47(2S):382-89. doi: 10.1037/h0057906.

153



Fichman, Pnina and Madelyn Rose Sanfilippo. 2014. "The Bad Boys and Girls of Cyberspace
How Gender and Context Impact Perception of and Reaction to Trolling." Social
Science Computer Review 33(2):163-80. doi: 10.1177/0894439314533169.

Finney, Sara J. and Christine DiStefano. 2006. "Non-Normal and Categorical Data in
Structural Equation Modeling." Pp. 269-314 in Structural Equation Modeling: A
Second Course, edited by G. R. Hancock and R. O. Mueller. Greenwich, Connecticut:
Information Age Publising.

Franklin, Scott B., David J. Gibson, Philip A. Robertson, John T. Pohlmann and James S.
Fralish. 1995. "Parallel Analysis: a Method for Determining Significant Principal
Components.” Journal of Vegetation Science 6(1):99-106. doi: 10.2307/3236261.

Fukushima, Miyuki, Susan F. Sharp and Emiko Kobayashi. 2009. "Bond to Society,
Collectivism, and Conformity: A Comparative Study of Japanese and American
College Students." Deviant Behavior 30(5):434-66. doi:
10.1080/01639620802296212.

Fukushima Tedor, Miyuki. 2014. "The Moderating Effect of Type of Deviance on the
Relationships among Gender, Morality, Deviant Peers, and Deviance."” Deviant
Behavior 36(3):221-44. doi: 10.1080/01639625.2014.924362.

Fulkerson, Jayne A., Mary Story, Alison Mellin, Nancy Leffert, Dianne Neumark-Sztainer
and Simone A. French. 2006. "Family Dinner Meal Frequency and Adolescent
Development: Relationships with Developmental Assets and High-Risk Behaviors.”
Journal of Adolescent Health 39(3):337-45. doi: 10.1016/j.jadohealth.2005.12.026.

Garandeau, Claire F., Hai-Jeong Ahn and Philip C. Rodkin. 2011. "The Social Status of
Aggressive Students Across Contexts: The Role of Classroom Status Hierarchy,
Academic Achievement, and Grade." Developmental Psychology 47(6):1699-710.

doi: 10.1037/a0025271.

154



Gastic, Billie. 2008. "School truancy and the disciplinary problems of bullying victims."”
Educational Review 60(4):391-404. doi: 10.1080/00131910802393423.

Gauthier, DeAnn K. and Nancy K. Chaudoir. 2004. "Tranny Boyz: Cyber Community and
Support in Negotiating Sex and Gender Mobility among Female to Male
Transsexuals." Deviant Behavior 25(4):375-98. doi: 10.1080/01639620490441272.

Gellman, Rebecca A. and Janice L. Delucia-Waack. 2006. "Predicting school violence: A
comparison of violent and nonviolent male students on attitudes toward violence,
exposure level to violence, and PTSD symptomatology." Psychology in the Schools
43(5):591-98. doi: 10.1002/pits.20172.

Goffman, Erving. 1963. Stigma: Notes on the Management of Spoiled Identity. Englewood
Cliffs, NJ: Prentice Hall.

Goode, Erich. 2002. "Does the death of the sociology of deviance claim make sense?" The
American Sociologist 33(3):107-18. doi: 10.1007/s12108-002-1014-2.

Goode, Erich. 2003. "the macguffin that refuses to die: an investigation into the condition of
the sociology of deviance." Deviant Behavior 24(6):507-33. doi: 10.1080/713840272.

Goode, Erich. 2004. "Is the sociology of deviance still relevant?" The American Sociologist
35(4):46-57. doi: 10.1007/s12108-004-1023-4.

Goode, Erich. 2006. "Is the deviance concept still relevant to sociology?" Sociological
Spectrum 26(6):547-58. doi: 10.1080/02732170600948865.

Goode, Erich. 2014. "The Meaning and Validity of the Death of Deviance Claim." Pp. 11-30
in The Death and Resurrection of Deviance: Current Ideas and Research, edited by
M. Dellwing, J. A. Kotarba and N. W. Pino. Basingstoke: Palgrave Macmillan.

Goode, Erich. 2015. "The Sociology of Deviance.” Pp. 1-29 in The Handbook of Deviance,

edited by E. Goode. West Sussex, UK: Wiley-Blackwell.

155



Gordon, Sarah and Qingxiong Ma. 2003. Convergence of Virus Writers and Hackers: Fact or
Fantasy? Cupertine, CA: Symantec Security.

Gorzig, Anke and Kjartan Olafsson. 2013. "What Makes a Bully a Cyberbully? Unravelling
the Characteristics of Cyberbullies across Twenty-Five European Countries." Journal
of Children and Media 7(1):9-27. doi: 10.1080/17482798.2012.739756.

Gottfredson, Michael R. and Travis Hirschi. 1990. A general theory of crime. Stanford, CA:
Stanford University Press.

Gouldner, Alvin W. 1968. "The Sociologist as Partisan: Sociology and the Welfare State."”
The American Sociologist 3(2):103-16.

Grabosky, Peter N. 2001. "Virtual Criminality: Old Wine in New Bottles?" Social & Legal
Studies 10(2):243-49.

Grasmick, Harold G., Charles R. Tittle, Robert J. Bursik and Bruce J. Arneklev. 1993.
"Testing the core empirical implications of Gottfredson and Hirschi's general theory
of crime.” Journal of Research in Crime and Delinquency 30(1):5-29. doi:
10.1177/0022427893030001002.

Griffin, Kenneth W., Gilbert J. Botvin, Lawrence M. Scheier, Tracy Diaz and Nicole L.
Miller. 2000. "Parenting Practices as Predictors of Substance Use, Delinquency, and
Aggression Among Urban Minority Youth: Moderating Effects of Family Structure
and Gender." Psychology of Addictive Behaviors 14(2):174-84. doi: 10.1037/0893-
164x.14.2.174.

Gunter, Whitney D., George E. Higgins and Roberta E. Gealt. 2010. "Pirating youth:
examining the correlates of digital music piracy among adolescents.” International

Journal of Cyber Criminology 4(1&2).

156



Héggstrom-Nordin, Elisabet, UIf Hanson and Tanja Tydén. 2005. "Associations between
pornography consumption and sexual practices among adolescents in Sweden."”
International journal of STD & AIDS 16(2):102-07. doi: 10.1258/0956462053057512.

Hall, Steve. 2012. Theorizing crime and deviance: A new perspective. London: Sage.

Hand, Martin. 2010. "The Rise and Fall of Cyberspace, or How Cyberspace Turned Inside
Out." Pp. 357-67 in Handbook of Cultural Sociology, edited by J. R. Hall, L.
Grindstaff and M. C. Lo. New York: Routledge.

Hardaker, Claire. 2010. "Trolling in asynchronous computer-mediated communication: From
user discussions to academic definitions.” Journal of Politeness Research 6(2):215—
42. doi: 10.1515/jplr.2010.011.

Haynie, Dana L., Eric Silver and Brent Teasdale. 2006. "Neighborhood Characteristics, Peer
Networks, and Adolescent Violence." Journal of Quantitative Criminology 22(2):147-
69. doi: 10.1007/s10940-006-9006-y.

Heckert, Alex and Druann Maria Heckert. 2002. "a new typology of deviance: integrating
normative and reactivist definitions of deviance." Deviant Behavior 23(5):449-79.
doi: 10.1080/016396202320265319.

Heim, Michael. 1991. "The Erotic Ontology of Cyberspace.” Pp. 59-80 in Cyberspace: First
steps, edited by M. Benedikt. Cambridge, MA: MIT Press.

Heirman, Wannes and Michel Walrave. 2012. "Predicting adolescent perpetration in
cyberbullying: An application of the theory of planned behavior.” Psicothema
24(4):614-20.

Henrich, Christopher C., Kathryn A. Brookmeyer and Golan Shahar. 2005. "Weapon
violence in adolescence: Parent and school connectedness as protective factors."

Journal of Adolescent Health 37(4):306-12. doi: 10.1016/j.jadohealth.2005.03.022.

157



Herrenkohl, Todd I., Eugene Maguin, Karl G. Hill, J David Hawkins, Robert D. Abbott and
Richard F. Catalano. 2000. "Developmental Risk Factors for Youth Violence."
Journal of Adolescent Health 26(3):176-86. doi: 10.1016/S1054-139X(99)00065-8.

Higgins, George E. and David A. Makin. 2004a. "Self-control, deviant peers, and software
piracy." Psychological Reports 95(3 Pt 1):921-31. doi: 10.2466/pr0.95.3.921-931.

Higgins, George E. and David A. Makin. 2004b. "Does social learning theory condition the
effects of low self-control on college students’ software piracy." Journal of Economic
Crime Management 2(2):1-22.

Higgins, George E. 2005. "can low self-control help with the understanding of the software
piracy problem?" Deviant Behavior 26(1):1-24. doi: 10.1080/01639620490497947.

Higgins, George E. 2006. "Gender differences in software piracy: The mediating roles of
self-control theory and social learning theory.” Journal of Economic Crime
Management 4(1):1-30.

Higgins, George E., Brian D. Fell and Abby L. Wilson. 2006. "Digital piracy: Assessing the

contributions of an integrated self - control theory and social learning theory using

structural equation modeling.” Criminal Justice Studies 19(1):3-22. doi:
10.1080/14786010600615934.

Higgins, George E. and Abby L. Wilson. 2006. "Low Self-Control, Moral Beliefs, and Social
Learning Theory in University Students’ Intentions to Pirate Software." Security
Journal 19(2):75-92. doi: 10.1057/Palgrave.sj.8350002.

Higgins, George E. 2007. "Digital piracy, self-control theory, and rational choice: An
examination of the role of value." International Journal of Cyber Criminology

1(1):33-55.

158



Higgins, George E., Scott E. Wolfe and Catherine D. Marcum. 2008. "Digital Piracy: An
Examination of Three Measurements of Self-Control." Deviant Behavior 29(5):440-
60. doi: 10.1080/01639620701598023.

Hinduja, Sameer. 2007. "Neutralization theory and online software piracy: An empirical
analysis." Ethics and Information Technology 9(3):187-204. doi: 10.1007/s10676-
007-9143-5.

Hinduja, Sameer. 2008. "Deindividuation and Internet software piracy." CyberPsychology &
Behavior 11(4):391-8. doi: 10.1089/cpb.2007.0048.

Hinduja, Sameer and Justin W. Patchin. 2008. "Cyberbullying: An Exploratory Analysis of
Factors Related to Offending and Victimization." Deviant Behavior 29(2):129-56.
doi: 10.1080/01639620701457816.

Hinduja, Sameer and Jason R. Ingram. 2009. "Social learning theory and music piracy: the
differential role of online and offline peer influences.” Criminal Justice Studies
22(4):405-20. doi: 10.1080/14786010903358125.

Hinduja, Sameer and Justin W. Patchin. 2009. Bullying beyond the schoolyard: Preventing
and responding to cyberbullying. Thousand Oaks, CA: Sage.

Hinduja, Sameer and Justin W. Patchin. 2010. "Bullying, cyberbullying, and suicide."
Archives of Suicide Research 14(3):206-21. doi: 10.1080/13811118.2010.494133.

Hirschi, Travis. 1969. Causes of Delinquency. Berkeley, CA: University of California Press.

Hoelter, Jon W. 1983. "The analysis of covariance structures goodness-of-fit indices."
Sociological Methods & Research 11(3):325-44. doi: 10.1177/0049124183011003003.

Holgado—Tello, Francisco Pablo, Salvador Chacon—Moscoso, lIsabel Barbero—Garcia and
Enrique Vila—Abad. 2010. "Polychoric versus Pearson correlations in exploratory and
confirmatory factor analysis of ordinal variables." Quality & Quantity 44(1):153-66.

doi: 10.1007/s11135-008-9190-y.

159



Hollinger, Richard C. and Lonn Lanza-Kaduce. 1988. "The Process of Criminalization: The
Case of Computer Crime Laws." Criminology 26(1):101-26.

Hollinger, Richard C. 1997. "Introduction.” Pp. xvii-xli in Crime, Deviance and the
Computer, edited by R. C. Hollinger. Aldershot, UK: Dartmouth.

Holt, Thomas J. and Max Kilger. 2008. "Techcrafters and Makecrafters: A Comparison of
Two Populations of Hackers.” Pp. 67-78 in 2008 WOMBAT Workshop on Information
Security Threats Data Collection and Sharing: IEEE.

Holt, Thomas J., Kristie R. Blevins and Natasha Burkert. 2010a. "Considering the Pedophile
Subculture Online." Sexual Abuse: A Journal of Research and Treatment 22(1):3-24.
doi: 10.1177/1079063209344979.

Holt, Thomas J., George W. Burruss and Adam M. Bossler. 2010b. "Social learning and
cyber-deviance: Examining the importance of a full social learning model in the
virtual  world." Journal of Crime and Justice 33(2):31-61. doi:
10.1080/0735648x.2010.9721287.

Holt, Thomas J., Adam M. Bossler and David C. May. 2012. "Low Self-Control, Deviant
Peer Associations, and Juvenile Cyberdeviance.” American Journal of Criminal
Justice 37(3):378-95. doi: 10.1007/s12103-011-9117-3.

Holt, Thomas J. and Adam M. Bossler. 2014. "An Assessment of the Current State of
Cybercrime Scholarship." Deviant Behavior 35(1):20-40. doi:
10.1080/01639625.2013.8222009.

Holt, Thomas J., Michael G. Turner and M. Lyn Exum. 2014. "The Impact of Self Control
and Neighborhood Disorder on Bullying Victimization.” Journal of Criminal Justice

42(4):347-55. doi: 10.1016/j.jcrimjus.2014.04.004.

160



Hooper, Daire, Joseph Coughlan and Michael Mullen. 2008. "Structural Equation Modelling:
Guidelines for Determining Model Fit." Journal of Business Research Methods 6:53-
60.

Horsley, Mark. 2014. "The "Death of Deviance" and Stagnation of 20th-Century
Criminology." Pp. 85-107 in The Death and Resurrection of Deviance: Current Ideas
and Research, edited by M. Dellwing, J. A. Kotarba and N. W. Pino. Basingstoke:
Palgrave Macmillan.

Hu, Litze and Peter M. Bentler. 1999. "Cutoff criteria for fit indexes in covariance structure
analysis: Conventional criteria versus new alternatives." Structural Equation
Modeling: A Multidisciplinary Journal 6(1):1-55. doi: 10.1080/10705519909540118.

Huesmann, L. Rowell and Nancy G. Guerra. 1997. "Children's normative beliefs about
aggression and aggressive behavior." Journal of Personality and Social Psychology
72(2):408-19. doi: 10.1037/0022-3514.72.2.408.

Humphreys, Laud. 1972. Out of the Closets: The Sociology of Homosexual Liberation.
Englewood Cliffs, NJ: Prentice Hall.

Hymel, Shelley and Susan M. Swearer. 2015. "Four Decades of Research on School
Bullying: An Introduction.” The American Psychologist 70(4):293-99. doi:
10.1037/a0038928.

Ikramullah, Erum and Carol Cui. 2009. "Parents matter: The role of parents in teens’
decisions about sex.” Pp. 1-7 in Child Trends Research Brief, Vol. 45. Washington,
DC: Child Trends.

Irish Examiner. 2012, "Third suicide in weeks linked to cyberbullying™: Irish Examiner,
October 29. Retrieved November 1, 2012 (http://thechronicleherald.ca/world/57498-

stealing-virtual-world-theft-real-life-top-dutch-court-rules).

161



Jackson, Dennis L. 2003. "Revisiting Sample Size and Number of Parameter Estimates:
Some Support for the N:q Hypothesis." Structural Equation Modeling: A
Multidisciplinary Journal 10(1):128-41. doi: 10.1207/s15328007sem1001_6.

Jacobs, Niels C. L., Francine Dehue, Trijntje Vollink and Lilian Lechner. 2014.
"Determinants of adolescents' ineffective and improved coping with cyberbullying: a
Delphi study." Journal of Adolescence 37(4):373-85. doi:
10.1016/j.adolescence.2014.02.011.

Jaishankar, K. 2008. "Space Transition Theory of Cyber Crimes.” Pp. 283-301 in Crimes of
the Internet, edited by F. Schmalleger and M. Pittaro. Upper Saddle River, NJ:
Prentice Hall.

Jang, Hyunseok, Juyoung Song and Ramhee Kim. 2014. "Does the offline bully-victimization
influence cyberbullying behavior among youths? Application of General Strain
Theory." Computers in Human Behavior 31:85-93. doi: 10.1016/j.chb.2013.10.007.

Joinson, Adam N. 1998. "Causes and implications of disinhibited behavior on the Internet.”
Pp. 43-60 in Psychology and the Internet: Intrapersonal, interpersonal, and
transpersonal implications, edited by J. Gackenbach. San Diego, CA: Academic Press.

Joinson, Adam N. 2001. "Self-disclosure in computer-mediated communication: The role of
self-awareness and visual anonymity.” European Journal of Social Psychology
31(2):177-92. doi: 10.1002/ejsp.36.

Jonkmann, Kathrin, Ulrich Trautwein and Oliver Ludtke. 2009. "Social Dominance in
Adolescence: The Moderating Role of the Classroom Context and Behavioral
Heterogeneity.”  Child  Development 80(2):338-55. doi: 10.1111/j.1467-
8624.2009.01264.x.

Jordan, Tim and Paul Taylor. 1998. "A sociology of hackers.” Sociological Review

46(4):757-80. doi: 10.1111/1467-954x.00139.

162



Joreskog, Karl G. 1969. "A general approach to confirmatory maximum likelihood factor
analysis." Psychometrika 34(2):183-202. doi: 10.1007/bf02289343.

Junger-Tas, Josine. 1989. "Self-Report Delinquency Research in Holland with a Perspective
on International Comparison.” Pp. 17-41 in Cross-National Research in Self-Reported
Crime and Delinquency, edited by M. W. Klein. Dordrecht, the Netherlands: Kluwer.

Junger-Tas, Josine, Majone Steketee and Harrie Jonkman. 2012. "The Neighbourhood
Context." Pp. 257-84 in The Many Faces of Youth Crime, edited by J. Junger-Tas, I. H.
Marshall, D. Enzmann, M. Killias, M. Steketee and B. Gruszczynska. New York:
Springer.

Juvonen, Jaana and Elisheva F. Gross. 2008. "Extending the school grounds?--Bullying
experiences in cyberspace.” Journal of School Health 78(9):496-505. doi:
10.1111/5.1746-1561.2008.00335.x.

Juvonen, Jaana, Yueyan Wang and Guadalupe Espinoza. 2010. "Bullying Experiences and
Compromised Academic Performance Across Middle School Grades.” The Journal of
Early Adolescence 31(1):152-73. doi: 10.1177/0272431610379415.

Katyal, Neal Kumar. 2002. "Architecture as Crime Control." The Yale Law Journal
111(5):1039-139. doi: 10.2307/797618.

Khoury-Kassabri, Mona, Rami Benbenishty, Ron Avi Astor and Anat Zeira. 2004. "The
Contributions of Community, Family, and School Variables to Student
Victimization." American Journal of Community Psychology 34(3-4):187-204. doi:
10.1007/s10464-004-7414-4.

Kiesler, Sara, Jane Siegel and Timothy W. McGuire. 1984. "Social Psychological Aspects of
Computer-Mediated Communication.” American Psychologist 39(10):1123-34. doi:

10.1037/0003-066x.39.10.1123.

163



Kim, Jung Eun and Jinhee Kim. 2015. "International note: Teen users' problematic online
behavior: Using panel data from South Korea." Journal of Adolescence 40:48-53. doi:
j.adolescence.2015.01.001.

King, Jonathan E., Carolyn E. Walpole and Kristi Lamon. 2007. "Surf and Turf Wars
Online—Growing Implications of Internet Gang Violence." Journal of Adolescent
Health 41(6 Suppl 1):S66-S68. doi: 10.1016/j.jadohealth.2007.09.001.

Kitsuse, John I. 1962. "Societal Reaction to Deviant Behavior: Problems of Theory and
Method." Social Problems 9(3):247-56. doi: 10.2307/799235.

Kline, Rex B. 2011. Principles and Practice of Structural Equation Modeling. New York:
Guilford Press.

Klomek, Anat Brunstein, Andre Sourander, Kirsti Kumpulainen, Jorma Piha, Tuula
Tamminen, Irma Moilanen, Fredrik Almqvist and Madelyn S. Gould. 2008.
"Childhood bullying as a risk for later depression and suicidal ideation among Finnish
males." Journal of Affective Disorders 109(1):47-55. doi:
doi:10.1016/j.jad.2007.12.226.

Knoester, Chris and Dana L. Haynie. 2005. "Community Context, Social Integration Into
Family, and Youth Violence." Journal of Marriage and Family 67(3):767-80. doi:
10.1111/5.1741-3737.2005.00168.x.

Komiya, Nobuo. 1999. "A Cultural Study of the Low Crime Rate in Japan.” British Journal
of Criminology 39(3):369-90. doi: 10.1093/bjc/39.3.369.

Kong, Jeongseok and Jinseop Lim. 2012. "The longitudinal influence of parent—child
relationships and depression on cyber delinquency in South Korean adolescents: A
latent growth curve model.” Children and Youth Services Review 34(5):908-13. doi:

10.1016/j.childyouth.2012.01.020.

164



Kornhauser, Ruth Rosner. 1978. Social sources of delinquency: An appraisal of analytic
models. Chicago: University of Chicago Press.

Kowalski, Robin M. and Susan P. Limber. 2007. "Electronic Bullying Among Middle School
Students.” Journal of Adolescent Health 41(6 Suppl 1):S22-S30. doi:
10.1016/j.jadohealth.2007.08.017.

Kowalski, Robin M., Susan P. Limber and Patricia W. Agatston. 2008. Cyber bullying:
Bullying in the Digital Age. Malden, MA: Blackwell Publishing.

Kubiszewski, Violaine, Roger Fontaine, Catherine Potard and Laurent Auzoult. 2015. "Does
cyberbullying overlap with school bullying when taking modality of involvement into
account?" Computers in Human Behavior 43:49-57. doi: 10.1016/j.chb.2014.10.049.

Landsheer, Johannes A. and Cor van Dijkum. 2005. "Male and Female Delinquency
Trajectories from pre through Middle Adolescence and Their Continuation in Late
Adolescence.” Adolescence 40(160):729-48.

Lapidot-Lefler, Noam and Azy Barak. 2012. "Effects of anonymity, invisibility, and lack of
eye-contact on toxic online disinhibition.” Computers in Human Behavior 28(2):434-
43. doi: 10.1016/j.chb.2011.10.014.

Lapidot-Lefler, Noam and Azy Barak. 2015. "The benign online disinhibition effect: Could
situational factors induce self-disclosure and prosocial behaviors?" Cyberpsychology:
Journal of Psychosocial Research on Cyberspace 9(2):article 3. doi: 10.5817/cp2015-
2-3.

LaRose, Robert and Junghyun Kim. 2007. “"Share, steal, or buy? A social cognitive
perspective of music downloading.”" CyberPsychology & Behavior 10(2):267-77. doi:
10.1089/cpb.2006.9959.

Law, Danielle M., Jennifer D. Shapka, Shelley Hymel, Brent F. Olson and Terry Waterhouse.

2012. "The changing face of bullying: An empirical comparison between traditional

165



and internet bullying and victimization." Computers in Human Behavior 28(1):226-32.
doi: 10.1016/j.chb.2011.09.004.

Le, Thao N. and Gary D. Stockdale. 2005. "Individualism, collectivism, and delinquency in
Asian American adolescents.” Journal of Clinical Child and Adolescent Psychology
34(4):681-91. doi: 10.1207/s15374424jccp3404_10.

Lee, Jungup, Eyitayo Onifade, Jung Ryu, Azmat Rasul and Quentin R. Maynard. 2014.
"Online Activity, Alcohol Use, and Internet Delinquency Among Korean Youth: A
Multilevel Approach.” Journal of Ethnicity in Criminal Justice 12(4):247-63. doi:
10.1080/15377938.2014.894486.

Lee, Talisha and Dewey Cornell. 2009. "Concurrent Validity of the Olweus Bully/Victim
Questionnaire." Journal of School Violence 9(1):56-73. doi:
10.1080/15388220903185613.

Li, Qing. 2005. "Cyberbullying in Schools: Nature and Extent of Canadian Adolescents'
Experience." in Annual Meeting of the American Educational Research Association.

Li, Qing. 2006. "Cyberbullying in Schools: A Research of Gender Differences." School
Psychology International 27(2):157-70. doi: 10.1177/0143034306064547.

Li, Qing. 2010. "Cyberbullying in High Schools: A Study of Students' Behaviors and Beliefs
about This New Phenomenon.” Journal of Aggression, Maltreatment & Trauma
19(4):372-92. doi: 10.1080/10926771003788979.

Li, Qing and Tak Fung. 2012. "Predicting Student Behaviors." Pp. 99-114 in Cyberbullying
in the global playground: Research from international perspectives, edited by Q. Li,
D. Cross and P. K. Smith. West Sussex, UK: Wiley-Blackwell.

Liazos, Alexander. 1972. "The Poverty of the Sociology of Deviance: Nuts, Sluts, and

Perverts." Social Problems 20(1):103-20. doi: 10.2307/799504.

166



Liu, Jianghong and Nicola Graves. 2011. "Childhood bullying: a review of constructs,
concepts, and nursing implications." Public Health Nursing 28(6):556-68. doi:
10.1111/5.1525-1446.2011.00972.X.

Livingstone, Sonia and Ellen Helsper. 2007. "Gradations in digital inclusion: children, young
people and the digital divide." New Media & Society 9(4):671-96. doi:
10.1177/1461444807080335.

Lo, Ven-Hwei and Ran Wei. 2005. "Exposure to Internet pornography and Taiwanese
adolescents' sexual attitudes and behavior." Journal of Broadcasting & Electronic
Media 49(2):221-37. doi: 10.1207/s15506878jobem4902_5.

Loo, Robert and Karran Thorpe. 2000. "Confirmatory factor analyses of the full and short
versions of the Marlowe-Crowne Social Desirability Scale." The Journal of Social
Psychology 140(5):628-35. doi: 10.1080/00224540009600503.

Lucia, Sonia, Martin Killias and Josine Junger-Tas. 2012. "The School and its Impact on
Delinquency.” Pp. 211-35 in The Many Faces of Youth Crime, edited by J. Junger-Tas,
I. H. Marshall, D. Enzmann, M. Killias, M. Steketee and B. Gruszczynska. New
York: Springer.

Ma, Hing Keung, Sandy C. Li and Jacky W. C. Pow. 2011. "The relation of Internet use to
prosocial and antisocial behavior in Chinese adolescents.” Cyberpsychology, Behavior,
and Social Networking 14(3):123-30. doi: 10.1089/cyber.2009.0347.

Manago, Adriana M., Tamara Taylor and Patricia M. Greenfield. 2012. "Me and my 400
friends: the anatomy of college students' Facebook networks, their communication
patterns, and well-being.” Developmental Psychology 48(2):369-80. doi:
10.1037/a0026338.

Maratea, R. J. 2011. "Screwing the Pooch: Legitimizing Accounts in a Zoophilia On-line

Community.” Deviant Behavior 32(10):918-43. doi: 10.1080/01639625.2010.538356.

167



Maratea, R. J. and Philip R. Kavanaugh. 2012. "Deviant Identity in Online Contexts: New
Directives in the Study of a Classic Concept." Sociology Compass 6(2):102-12. doi:
10.1111/5.1751-9020.2011.00438.x.

Marcum, Catherine D., George E. Higgins, Melissa L. Ricketts and Scott E. Wolfe. 2014.
"Hacking in High School: Cybercrime Perpetration by Juveniles." Deviant Behavior
35(7):581-91. doi: 10.1080/01639625.2013.867721.

Marshall, Ineke Haen and Dirk Enzmann. 2012. "Methodology and Design of the ISRD-2
Study.” Pp. 21-65 in The Many Faces of Youth Crime, edited by J. Junger-Tas, I. H.
Marshall, D. Enzmann, M. Killias, M. Steketee and B. Gruszczynska. New York:
Springer.

Mason, Kimberly L. 2008. "Cyberbullying: A preliminary assessment for school personnel.”
Psychology in the Schools 45(4):323-48. doi: 10.1002/pits.20301.

McConville, David W. and Dewey G. Cornell. 2003. "Aggressive attitudes predict aggressive
behavior in middle school students.” Journal of Emotional and Behavioral disorders
11(3):179-87. doi: 10.1177/10634266030110030501.

Menard, Kim S. and Aaron L. Pincus. 2012. "Predicting overt and cyber stalking perpetration
by male and female college students.” Journal of Interpersonal Violence 27(11):2183-
207. doi: 10.1177/0886260511432144.

Menard, Scott. 2002. Applied logistic regression analysis. Thousand Oaks, CA: Sage.

Merton, Robert K. 1938. "Social Structure and Anomie.” American Sociological Review
3(5):672-82. doi: 10.2307/2084686.

Meyrowitz, Joshua. 1985. No Sense of Place: The Impact of Electronic Media on Social

Behavior. New York: Oxford University Press.

168



Miller, J Mitchell, Richard A. Wright and David Dannels. 2001. "Is Deviance “Dead"? The
Decline of a Sociological Research Specialization." The American Sociologist
32(3):43-59. doi: 10.1007/s12108-001-1027-2.

Mindrild, Diana. 2010. "Maximum likelihood (ML) and diagonally weighted least squares
(DWLS) estimation procedures: a comparison of estimation bias with ordinal and
multivariate non-normal data.” International Journal of Digital Society 1(1):60-66.

Mishna, Faye, Charlene Cook, Tahany Gadalla, Joanne Daciuk and Steven Solomon. 2010.
"Cyber bullying behaviors among middle and high school students." The American
Journal of Orthopsychiatry 80(3):362-74. doi: 10.1111/].1939-0025.2010.01040.x.

Moffitt, Terrie E. 1989. "Accommodating Self-Report Methods to a Low-Delinquency
Culture: A Longitudinal Study from New Zealand." Pp. 43-66 in Cross-National
Research in Self-Reported Crime and Delinquency, edited by M. W. Klein. Dordrecht,
the Netherlands: Kluwer.

Moon, Byongook, John D. McCluskey and Cynthia Perez McCluskey. 2010. "A general
theory of crime and computer crime: An empirical test.” Journal of Criminal Justice
38(4):767-72. doi: 10.1016/j.jcrimjus.2010.05.003.

Moon, Byongook, John D. McCluskey, Cynthia P. McCluskey and Sangwon Lee. 2013.
"Gender, general theory of crime and computer crime: an empirical test.”
International Journal of Offender Therapy and Comparative Criminology 57(4):460-
78. doi: 10.1177/0306624X11433784.

Moor, Peter J., Ard Heuvelman and Ria Verleur. 2010. "Flaming on YouTube." Computers in
Human Behavior 26(6):1536-46. doi: 10.1016/j.chb.2010.05.023.

Moore, Michael J., Tadashi Nakano, Akihiro Enomoto and Tatsuya Suda. 2012. "Anonymity
and roles associated with aggressive posts in an online forum.” Computers in Human

Behavior 28(3):861-67. doi: 10.1016/j.chb.2011.12.005.

169



Moore, Tyler, Richard Clayton and Ross Anderson. 2009. "The economics of online crime."
The Journal of Economic Perspectives 23(3):3-20.

Mora-Merchan, Joaquin A., Rosario Del Rey and Thomas Jager. 2010. "Cyberbullying:
review of an emergent issue." Pp. 271-82 in Cyberbullying: A Cross-national
Comparison, edited by J. A. Mora-Merchan and T. Jager. Landau: Verlag Empirische
Padagogik.

Morahan-Martin, Janet and Phyllis Schumacher. 2000. "Incidence and correlates of
pathological Internet use among college students.” Computers in Human Behavior
16(1):13-29. doi: 10.1016/s0747-5632(99)00049-7.

Morris, Robert G. and George E. Higgins. 2010. "Criminological theory in the digital age:
The case of social learning theory and digital piracy." Journal of Criminal Justice
38(4):470-80. doi: 10.1016/j.jcrimjus.2010.04.016.

Moule, Richard K., Jr., David C. Pyrooz and Scott H. Decker. 2013. "From 'What the F#@%
is a Facebook?' to "Who Doesn't Use Facebook?': The role of criminal lifestyles in the
adoption and use of the Internet.” Social Science Research 42(6):1411-21. doi:
10.1016/j.ssresearch.2013.06.008.

Musick, Kelly and Ann Meier. 2012. "Assessing causality and persistence in associations

between family dinners and adolescent well - being.” Journal of Marriage and

Family 74(3):476-93. doi: 10.1111/j.1741-3737.2012.00973.X.

Navarro, Jordana N. and Jana L. Jasinski. 2012. "Going Cyber: Using Routine Activities
Theory to Predict Cyberbullying Experiences.” Sociological Spectrum 32(1):81-94.
doi: 10.1080/02732173.2012.628560.

Navarro, Jordana N., Catherine D. Marcum, George E. Higgins and Melissa L. Ricketts. 2014.

"Addicted to pillaging in cyberspace: Investigating the role of internet addiction in

170



digital ~ piracy.” Computers in  Human Behavior 37:101-06. doi:
10.1016/j.chb.2014.04.012.

Nelson, Bryn. 2014. "Computer science: Hacking into the cyberworld.” Nature
506(7489):517-19. doi: 10.1038/nj7489-517a.

Newburn, Tim and Elizabeth A. Stanko. 1994. Just Boys Doing Business?: Men,
Masculinities and Crime. New York: Routledge.

Niemz, Katie, Mark Griffiths and Phil Banyard. 2005. "Prevalence of pathological Internet
use among university students and correlations with self-esteem, the General Health
Questionnaire (GHQ), and disinhibition.” CyberPsychology & Behavior 8(6):562-70.
doi: 10.1089/cph.2005.8.562.

Nishino, Hitoshi J. and Reed Larson. 2003. "Japanese Adolescents' Free Time: Juku, Bukatsu,
and Governmental Efforts to Create More Meaningful Leisure.” New Directions for
Child and Adolescent Development Spring 2003(99):23-36. doi: 10.1002/cd.64.

O’connor, Brian P. 2000. "SPSS and SAS programs for determining the number of
components using parallel analysis and Velicer’s MAP test." Behavior research
methods, instruments, & computers 32(3):396-402. doi: 10.3758/bf03200807.

Oberwittler, Dietrich. 2004. "A Multilevel Analysis of Neighbourhood Contextual Effects on
Serious Juvenile Offending: The Role of Subcultural Values and Social
Disorganization." European Journal of Criminology 1(2):201-35. doi:
10.1177/1477370804041248.

Olweus, Dan. 2011. "Bullying at school and later criminality: findings from three Swedish
community samples of males.” Criminal Behaviour and Mental Health 21(2):151-6.
doi: 10.1002/cbm.806.

Olweus, Dan. 2012. "Cyberbullying: An overrated phenomenon?” European Journal of

Developmental Psychology 9(5):520-38. doi: 10.1080/17405629.2012.682358.

171



Organisation for Economic Co-operation and Development. 2012, "OECD Internet Economy
Outlook". Retrieved June 26, 2015 (http://www.oecd.org/).

Osgood, D. Wayne, Janet K. Wilson, Patrick M. O'Malley, Jerald G. Bachman and Lloyd D.
Johnston. 1996. "Routine activities and individual deviant behavior." American
Sociological Review 61:635-55.

Osgood, D. Wayne and Amy L. Anderson. 2004. "Unstructured Socializing and Rates of
Delinquency." Criminology 42(3):519-49. doi: 10.1111/j.1745-9125.2004.tb00528.x.

Ouida, Takashi. 2012, "[Miseinen no Kitsuen - inshu joukyou ni kansuru jittai chousa
kenkyuu] Investigation of alcohol consumption and smoking patterns among minors".
Retrieved December 15, 2015
(http://www.gakkohoken.jp/modules/pico/images/toko/2010kitsueninshu.pdf).

Parker, Donn B. 1976. Crime by Computer. New York: Charles Scribner's Sons.

Patchin, Justin W. and Sameer Hinduja. 2010. "Traditional and Nontraditional Bullying
Among Youth: A Test of General Strain Theory." Youth & Society 43(2):727-51. doi:
10.1177/0044118X10366951.

Patton, Desmond Upton, Jun Sung Hong, Megan Ranney, Sadiq Patel, Caitlin Kelley, Rob
Eschmann and Tyreasa Washington. 2014. "Social Media as a Vector for Youth
Violence: A Review of the Literature.” Computers in Human Behavior 35:548-53.
doi: 10.1016/j.chb.2014.02.043.

Perren, Sonja and Francoise D. Alsaker. 2006. "Social behavior and peer relationships of
victims, bully-victims, and bullies in kindergarten.” Journal of Child Psychology and
Psychiatry 47(1):45-57. doi: 10.1111/j.1469-7610.2005.01445 x.

Perren, Sonja and Eveline Gutzwiller-Helfenfinger. 2012. "Cyberbullying and traditional

bullying in adolescence: Differential roles of moral disengagement, moral emotions,

172



and moral values." European Journal of Developmental Psychology 9(2):195-209.
doi: 10.1080/17405629.2011.643168.

Peugh, James L. and Craig K. Enders. 2004. "Missing Data in Educational Research: A
Review of Reporting Practices and Suggestions for Improvement.” Review of
Educational Research 74(4):525-56. doi: 10.3102/00346543074004525.

Pfohl, Stephen J. 1985. Images of Deviance and Social Control: A Sociological History. New
York: McGraw-Hill.

Piquero, Alex R. and Andre B. Rosay. 1998. "The reliability and validity of Grasmick et al.'s
self-control scale: a comment on Longshore et al.". Criminology 36(1):157-74. doi:
10.1111/5.1745-9125.1998.th01244.x.

Pornari, Chrisa D. and Jane Wood. 2010. "Peer and cyber aggression in secondary school
students: the role of moral disengagement, hostile attribution bias, and outcome
expectancies." Aggressive Behavior 36(2):81-94. doi: 10.1002/ab.20336.

Prensky, Marc. 2012. "Digital natives, digital immigrants.” On the Horizon. MCB University
Press 1:1-6.

Proudfoot, Jeffrey Gainer, Randall J. Boyle and Jeffrey A. Clements. 2013. "Mitigating
Threats to Collaboration and CMC: Identifying Antecedents of Online Deviance.” Pp.
325-34 in 2013 46th Hawaii International Conference on System Sciences (HICSS):
IEEE.

Raskauskas, Juliana and Ann D. Stoltz. 2007. "Involvement in Traditional and Electronic
Bullying Among Adolescents.” Developmental Psychology 43(3):564-75. doi:
10.1037/0012-1649.43.3.564.

Rege, Aunshul. 2009. "What’s Love Got to Do with It? Exploring Online Dating Scams and

Identity Fraud.” International Journal of Cyber Criminology 3(2):494-512.

173



Reich, Stephanie M., Kaveri Subrahmanyam and Guadalupe Espinoza. 2012. "Friending,
IMing, and Hanging Out Face-to-Face: Overlap in Adolescents’ Online and Offline
Social Networks." Developmental Psychology 48(2):356-68. doi: 10.1037/a0026980.

Renati, Roberta, Carlo Berrone and Maria Assunta Zanetti. 2012. "Morally disengaged and
unempathic: do cyberbullies fit these definitions? An exploratory study."”
Cyberpsychology, Behavior, and Social Networking 15(8):391-8. doi:
10.1089/cyber.2012.0046.

Reynolds, William M. 1982. "Development of reliable and valid short forms of the

Marlowe - Crowne Social Desirability Scale." Journal of Clinical Psychology

38(1):119-25. doi: 10.1002/1097-4679(198201)38:1<119::aid-
jclp2270380118>3.0.c0;2-i.

Robinette, Randy L. 1991. "The relationship between the Marlowe-Crowne form C and the
validity scales of the MMPL." Journal of Clinical Psychology 47(3):396-99. doi:
10.1002/1097-4679(199105)47:3<396::aid-jclp2270470311>3.0.co;2-k.

Rock, Paul. 1985. "Deviance." Pp. 182-85 in The Social Science Encyclopedia, edited by A.
Kuper and J. Kuper. London: Routledge & Kegan Paul.

Rogers, Marc, Natalie D. Smoak and Jia Liu. 2006a. "Self-reported Deviant Computer
Behavior: A Big-5, Moral Choice, and Manipulative Exploitive Behavior Analysis."
Deviant Behavior 27(3):245-68. doi: 10.1080/01639620600605333.

Rogers, Marcus K., Kathryn Seigfried and Kirti Tidke. 2006b. "Self-reported computer
criminal behavior: A psychological analysis." Digital Investigation 3:116-20. doi:
10.1016/}.diin.2006.06.002.

Rubio, Doris McGartland and David F. Gillespie. 1995. "Problems With Error in Structural
Equation Models." Structural Equation Modeling: A Multidisciplinary Journal

2(4):367-78. doi: 10.1080/10705519509540020.

174



Saint-Arnaud, Sebastien and Paul Bernard. 2003. "Convergence or Resilience? A
Hierarchical Cluster Analysis of the Welfare Regimes in Advanced Countries."
Current Sociology 51(5):499-527. doi: 10.1177/00113921030515004.

Salsman, John M., Tamara L. Brown, Emily H. Brechting and Charles R. Carlson. 2005.
"The Link Between Religion and Spirituality and Psychological Adjustment: The
Mediating Role of Optimism and Social Support." Personality and Social Psychology
Bulletin 31(4):522-35. doi: 10.1177/0146167204271563.

Sampson, Robert and W. Byron Groves. 1989. "Community structure and crime: Testing
social-disorganization theory.” American Journal of Sociology 94(4):774-802. doi:
10.1086/229068.

Sampson, Robert J., Stephen W. Raudenbush and Felton Earls. 1997. "Neighborhoods and
Violent Crime: A Multilevel Study of Collective Efficacy." Science 277(5328):918-24.
doi: 10.1126/science.277.5328.918.

Sampson, Robert J., Jeffrey D. Morenoff and Felton Earls. 1999. "Beyond social capital:
Spatial dynamics of collective efficacy for children.” American Sociological Review
64:633-60. doi: 10.2307/2657367.

Schermelleh-Engel, Karin, Helfried Moosbrugger and Hans Miller. 2003. "Evaluating the Fit
of Structural Equation Models: Tests of Significance and Descriptive Goodness-of-Fit
Measure." Methods of Psychological Research Online 8(2):23-74.

Schneider, Shari Kessel, Lydia O'Donnell, Ann Stueve and Robert W. S. Coulter. 2012.
"Cyberbullying, school bullying, and psychological distress: a regional census of high
school students.” American Journal of Public Health 102(1):171-77. doi:
10.2105/AJPH.2011.300308.

Schur, Edwin Michael. 1965. Crimes without Victims: Deviant Behavior and Public Policy:

Abortion, Homosexuality, and Drug Addiction. Englewood Cliffs, NJ: Prentice-Hall.

175



Seigfried-Spellar, Kathryn C. and Kellin N. Treadway. 2014. "Differentiating Hackers,
Identity Thieves, Cyberbullies, and Virus Writers by College Major and Individual
Differences.” Deviant Behavior 35(10):782-803. doi: 10.1080/01639625.2014.884333.

Selwyn, Neil. 2008. "A Safe Haven for Misbehaving?: An Investigation of Online
Misbehavior Among University Students.” Social Science Computer Review
26(4):446-65. doi: 10.1177/0894439307313515.

Sen, Bisakha. 2010. "The relationship between frequency of family dinner and adolescent
problem behaviors after adjusting for other family characteristics."” Journal of
Adolescence 33(1):187-96. doi: 10.1016/j.adolescence.2009.03.011.

Shann, Mary M. H. 1999. "Academics and a Culture of Caring: The Relationship Between
School Achievement and Prosocial and Antisocial Behaviors in Four Urban Middle
Schools." School Effectiveness and School Improvement 10(4):390-413. doi:
10.1076/sesi.10.4.390.3490.

Shaw, Clifford R. and Henry D. McKay. 1942. Juvenile Delinquency and Urban Areas.
Chicago: University of Chicago Press.

Sheard, Michael. 2009. "Hardiness commitment, gender, and age differentiate university
academic performance.” The British Journal of Educational Psychology 79(Pt 1):189-
204. doi: 10.1348/000709908X304406.

Simcha-Fagan, Ora M. and Joseph E. Schwartz. 1986. "Neighborhood and Delinquency: An
Assessment of Contextual Effects*.” Criminology 24(4):667-99. doi: 10.1111/j.1745-
9125.1986.th01507.x.

Sirianni, Joseph M. and Arun Vishwanath. 2015. "Problematic Online Pornography Use: A
Media Attendance Perspective.” The Journal of Sex Research (In press):1-14. doi:

10.1080/00224499.2014.980496.

176



Skinner, William F. and Anne M. Fream. 1997. "A Social Learning Theory Analysis of
Computer Crime among College Students.” Journal of Research in Crime and
Delinquency 34(4):495-518. doi: 10.1177/0022427897034004005.

Slonje, Robert and Peter K. Smith. 2008. "Cyberbullying: Another main type of bullying?"
Scandinavian Journal of Psychology 49(2):147-54. doi: 10.1111/j.1467-
9450.2007.00611.x.

Smith, Peter K., Yohji Morita, Josine Junger-Tas, Dan Olweus, Richard F. Catalano and
Phillip Slee. 1999. The nature of school bullying: A cross-national perspective.
London & New York: Routledge.

Smith, Peter K., Jess Mahdavi, Manuel Carvalho, Sonja Fisher, Shanette Russell and Neil
Tippett. 2008. "Cyberbullying: its nature and impact in secondary school pupils.”
Journal of Child Psychology and Psychiatry 49(4):376-85. doi: 10.1111/j.1469-
7610.2007.01846.x.

Spriggs, Aubrey L., Ronald J. lannotti, Tonja R. Nansel and Denise L. Haynie. 2007.
"Adolescent bullying involvement and perceived family, peer and school relations:
Commonalities and differences across race/ethnicity.” Journal of Adolescent Health
41(3):283-93.

Sproull, Lee and Sara Kiesler. 1986. "Reducing Social Context Cues: Electronic Mail in
Organizational Communication.” Management Science 32(11):1492-512. doi:
10.1287/mnsc.32.11.1492.

Sternberg, Janet. 2012. Misbehavior in Cyber Places: The Regulation of Online Conduct in
Virtual Communities on the Internet. Maryland: University Press of America.

Stewart, Eric A. 2003. "School social bonds, school climate, and school misbehavior: A
multilevel analysis." Justice Quarterly 20(3):575-604. doi:

10.1080/07418820300095621.

177



Suler, John R. and Wende L Phillips. 1998. "The bad boys of cyberspace: Deviant behavior
in a multimedia chat community.” Cyberpsychology and Behavior 1(3):275-94.

Suler, John R. 2004. "The online disinhibition effect." Cyberpsychology and Behavior
7(3):321-6. doi: 10.1089/1094931041291295.

Summer, Colin. 1994. The Sociology of Deviance: An Obituary. Buckingham, UK: Open
University Press.

Sykes, Gresham M. and David Matza. 1957. "Techniques of neutralization: A theory of
delinquency." American Sociological Review 22(6):664-70. doi: 10.2307/2089195.

Tang, Lijun. 2010. "Development of Online Friendship in Different Social Spaces."
Information, Communication & Society 13(4):615-33. doi:
10.1080/13691180902998639.

Tehrani, Noreen. 2004. "Bullying: a source of chronic post traumatic stress?" British Journal
of Guidance & Counselling 32(3):357-66. doi: 10.1080/03069880410001727567.

Thacker, Scott and Mark D. Griffiths. 2012. "An Exploratory Study of Trolling in Online
Video Gaming." International Journal of Cyber Behavior, Psychology and Learning
2(4):17-33. doi: 10.4018/ijcbpl.2012100102.

Thrasher, Frederic M. and James F. Short. 1963. The gang. Chicago: University of Chicago
Press.

Tittle, Charles R. and Raymond Paternoster. 2000. Social Deviance and Crime: An
Organizational and Theoretical Approach. Los Angeles, CA: Roxbury.

Tokunaga, Robert S. 2010. "Following you home from school: A critical review and
synthesis of research on cyberbullying victimization.” Computers in Human Behavior

26(3):277-87. doi: 10.1016/j.chb.2009.11.014.

178



Turgeman-Goldschmidt, Orly. 2005. "Hackers' Accounts: Hacking as a Social
Entertainment.”  Social  Science  Computer  Review  23(1):8-23.  doi:
10.1177/0894439304271529.

Turgeman-Goldschmidt, Orly. 2008. "Meanings that hackers assign to their being a hacker."”
International Journal of Cyber Criminology 2(2):382-96.

Tynes, Brendesha M., Chad A. Rose and David R. Williams. 2010. "The development and
validation of the online victimization scale for adolescents.” Cyberpsychology:
Journal of Psychosocial Research on Cyberspace 4(2):article 2.

Udris, Reinis. 2014. "Cyberbullying among high school students in Japan: Development and
validation of the Online Disinhibition Scale." Computers in Human Behavior 41:253-
61. doi: 10.1016/j.chb.2014.09.036.

Udris, Reinis. 2015. "Cyberbullying in Japan: An Exploratory Study." International Journal
of Cyber Society and Education 8(2):59-80. doi: 10.7903/ijcse.1382.

Valkenburg, Patti M. and Jochen Peter. 2007. "Preadolescents’ and Adolescents’ Online
Communication and Their Closeness to Friends." Developmental Psychology
43(2):267-77. doi: 10.1037/0012-1649.43.2.267.

van de Mortel, Thea F. 2008. "Faking it: social desirability response bias in self-report
research.” Australian Journal of Advanced Nursing 25(4):40-48.

van de Vijver, Fons J. R. and Athanasios Chasiotis. 2010. "Making Methods Meet: Mixed
Designs in Cross-Cultural Research.” Pp. 455-73 in Survey methods in multinational,
multiregional, and multicultural contexts, edited by J. A. Harkness, M. Braun, B.
Edwards, T. P. Johnson, L. Lyberg, P. P. Mohler, B.-E. Pennell and T. W. Smith.

Hoboken, New Jersey: Wiley.

179



Vandebosch, Heidi and Katrien Van Cleemput. 2008. "Defining cyberbullying: a qualitative
research into the perceptions of youngsters." Cyberpsychology and Behavior
11(4):499-503. doi: 10.1089/cpb.2007.0042.

Varjas, Kris, Jasmaine Talley, Joel Meyers, Leandra Parris and Hayley Cutts. 2010. "High
school students’ perceptions of motivations for cyberbullying: An exploratory study."
Western Journal of Emergency Medicine 11(3):269-73.

Vazsonyi, Alexander T., Lloyd E. Pickering, Marianne Junger and Dick Hessing. 2001. "An
empirical test of a general theory of crime: A four-nation comparative study of self-
control and the prediction of deviance.” Journal of Research in Crime and
Delinquency 38(2):91-131. doi: 10.1177/0022427801038002001.

Vazsonyi, Alexander T. and Lloyd E. Pickering. 2003. "The importance of family and school
domains in adolescent deviance: African American and Caucasian youth." Journal of
Youth and Adolescence 32(2):115-28.

Vazsonyi, Alexander T., Janice E. Clifford Wittekind, Lara M. Belliston and Timothy D. Van
Loh. 2004. "Extending the General Theory of Crime to “The East:” Low Self-Control
in Japanese Late Adolescents.” Journal of Quantitative Criminology 20(3):189-216.
doi: 10.1023/B:JOQC.0000037731.28786.€3.

Vazsonyi, Alexander T., Hana Machackova, Anna Sevcikova, David Smahel and Alena
Cerna. 2012. "Cyberbullying in context: Direct and indirect effects by low self-control
across 25 European countries."” European Journal of Developmental Psychology
9(2):210-27. doi: 10.1080/17405629.2011.6449109.

Wada, Kiyoshi and Susumu Fukui. 1994. "Prevalence of tobacco smoking among junior high
school students in Japan and background life style of smokers.” Addiction 89(3):331-

43. doi: 10.1111/5.1360-0443.1994.tb00900.x.

180



Walden, Laura M. and Tanya N. Beran. 2010. "Attachment Quality and Bullying Behavior in
School-Aged Youth." Canadian Journal of School Psychology 25(1):5-18. doi:
10.1177/0829573509357046.

Wang, Jing, Tonja R. Nansel and Ronald J. lannotti. 2011. "Cyber and traditional bullying:
differential association with depression.” Journal of Adolescent Health 48(4):415-7.
doi: 10.1016/j.jadohealth.2010.07.012.

Wensley, Kate and Marilyn Campbell. 2012. "Heterosexual and nonheterosexual young
university students' involvement in traditional and cyber forms of bullying.”
Cyberpsychology, Behavior, and Social Networking 15(12):649-54. doi:
10.1089/cyber.2012.0132.

Wiatrowski, Michael D., David B. Griswold and Mary K. Roberts. 1981. "Social control
theory and delinquency.” American Sociological Review 46(5):525-41. doi:
10.2307/2094936.

Williams, Kirk R. and Nancy G. Guerra. 2007. "Prevalence and predictors of internet
bullying.” Journal of Adolescent Health 41(6 Suppl 1):S14-21. doi:
10.1016/j.jadohealth.2007.08.018.

Williams, Matthew. 2006. Virtually Criminal. London: Routledge.

Williams, Matthew. 2007. "Policing and Cybersociety: The Maturation of Regulation within
an  Online  Community."  Policing &  Society  17(1):59-82.  doi:
10.1080/10439460601124858.

Williams, Susan K. and F. Donald Kelly. 2005. "Relationships Among Involvement,
Attachment, and Behavioral Problems in Adolescence: Examining Father’s
Influence.” The Journal of Early Adolescence  25(2):168-96. doi:

10.1177/0272431604274178.

181



Wilmers, Nicola, Dirk Enzmann, Dagmar Schaefer, Karin Herbers, Werner Greve and Peter
Wetzels. 2002. Jugendliche in Deutschland zur Jahrtausendwende: Gefahrlich oder
gefahrdet? Ergebnisse wiederholter, reprasentativer Dunkelfelduntersuchungen zu
Gewalt und Kriminalitdt im Leben junger Menschen 1998-2000. Baden-Baden:
Nomos.

Wilson, James Q. and George L. Kelling. 1982. "Broken Windows." Atlantic Monthly
(March):29-38.

Wilson, Theodore, David Maimon, Bertrand Sobesto and Michel Cukier. 2015. "The Effect
of a Surveillance Banner in an Attacked Computer System Additional Evidence for
the Relevance of Restrictive Deterrence in Cyberspace.” Journal of Research in
Crime and Delinquency 52(6):829-55. doi: 10.1177/0022427815587761.

Wolak, Janis, Kimberly J. Mitchell and David Finkelhor. 2007. "Does Online Harassment
Constitute Bullying? An Exploration of Online Harassment by Known Peers and
Online-Only Contacts.” Journal of Adolescent Health 41(6 Suppl 1):S51-S58. doi:
10.1016/j.jadohealth.2007.08.019.

Woods, Sarah and Dieter Wolke. 2004. "Direct and relational bullying among primary school
children and academic achievement." Journal of School Psychology 42(2):135-55.
doi: 10.1016/j.jsp.2003.12.002.

Wright, Michelle F. and Yan Li. 2012. "Kicking the Digital Dog: A Longitudinal
Investigation of Young Adults’ Victimization and Cyber-Displaced Aggression.”
Cyberpsychology, Behavior, and Social Networking 15(9):448-54. doi:
10.1089/cyber.2012.0061.

Wright, Michelle F. 2013. "The Relationship Between Young Adults’ Beliefs About
Anonymity and Subsequent Cyber Aggression.” Cyberpsychology, Behavior, and

Social Networking 16(12):858-62. doi: 10.1089/cyber.2013.00009.

182



Xu, Bo, Zhengchuan Xu and Dahui Li. 2015. "Internet aggression in online communities: a
contemporary deterrence perspective." Information Systems Journal:n/a-n/a. doi:
10.1111/isj.12077.

Yar, Majid. 2005. "Computer hacking: Just another case of juvenile delinquency?" The
Howard Journal of Criminal Justice 44(4):387-99. doi: 10.1111/}.1468-
2311.2005.00383.x.

Ybarra, Michele L. 2004. "Linkages between Depressive Symptomatology and Internet
Harassment among Young Regular Internet Users." Cyberpsychology and Behavior
7(2):247-57. doi: 10.1089/109493104323024500.

Ybarra, Michele L. and Kimberly J. Mitchell. 2005. "Exposure to Internet pornography
among children and adolescents: A national survey.” CyberPsychology & Behavior
8(5):473-86. doi: 10.1089/cpb.2005.8.473.

Young, Randall, Lixuan Zhang and Victor R. Prybutok. 2007. "Hacking into the Minds of
Hackers." Information Systems Management 24(4):281-87. doi:
10.1080/10580530701585823.

Yun, Ilhong, Seung-Gon Kim and Sangro Kwon. 2015. "Low Self-Control Among South
Korean Adolescents A Test of Gottfredson and Hirschi’s Generality Hypothesis."
International Journal of Offender Therapy and Comparative Criminology
26:0306624X15574683. doi: 10.1177/0306624X15574683.

Zhang, Lixuan, Randall Young and Victor Prybutok. 2008. "A Comparison of the Inhibitors
of Hacking vs. Shoplifting."” in Evolutionary Concepts in End User Productivity and
Performance: Applications for Organizational Progress: Applications for

Organizational Progress, edited by S. Clarke. Hershey, PA: 1GI Global.

183



Zimbardo, Philip G. 1969. "The human choice: Individuation, reason, and order versus
deindividuation, impulse, and chaos." Pp. 237-307 in Nebraska symposium on
motivation, edited by W. J. Arnold and D. Levine: University of Nebraska Press.

Zook, Avery and Gary J. Sipps. 1985. "Cross - validation of a short form of the Marlowe -

Crowne Social Desirability Scale.” Journal of Clinical Psychology 41(2):236-38. doi:
10.1002/1097-4679(198503)41:2<236::aid-jclp2270410217>3.0.co;2-h.

Zweig, Janine M., Meredith Dank, Jennifer Yahner and Pamela Lachman. 2013. "The Rate of
Cyber Dating Abuse Among Teens and How It Relates to Other Forms of Teen
Dating Violence." Journal of Youth and Adolescence 42(7):1063-77. doi:

10.1007/s10964-013-9922-8.

184



APPENDIX 1: JAPANESE QUESTIONNAIRE FOR STUDY ONE AND STUDY FIVE
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APPENDIX 2: ENGLISH TRANSLATION AND FREQUENCIES OF

QUESTIONNAIRE ITEMS FOR STUDY ONE AND STUDY FIVE

1 Please indicate your gender and write down your age: 1. Male (40.6)"" 2. Female (59.4) Age:

2 What grade are you in?
1. High school 1* year (34.6)
2. High school 2™ year (34.9)
3. High school 3" year (30.5)

3 Do you own a smartphone (iPhone, Xperia etc.) or a cellular phone?
1. Yes (97.9) 2.No (2.1)

4 On average how long do you use the Internet daily (including LINE and Facebook etc.)? This includes
the PC and the cellular phone together.

1. Less than 30min (4.6) 2. 30min — 1 hour (13.7) 3.1 -2 hours (24.7)
4.2 -3 hours (21.4) 5.3 —4 hours (11.8) 6.4 — 5 hours (7.9)
7.5 —6 hours (6.5) 8. More than 6 hours (9.4)
5 Do you use any of the following online services? Circle all that apply.
1. Facebook (14.2) 2. Twitter (70.1) 3. LINE (96.6) 4. mixi (1.1)
5. Instagram (26.7) 6. Snapchat (1.0) 7. YouTube (82.9)

8. TwitCasting (10.6) 9. Nikoniko Douga (17.6)  10. Don’t use any of these (0.6)

6 In general how would you describe your relationship with friends and acquaintances?
1. Good (63.8) 2. Somewhat good (34.0) 3. Somewhat bad (1.4) 4. Bad (0.9)

7 How do you usually get along with the man you live with (father, stepfather....)?
1. I get along just fine (44.7) 2. I get along rather well (27.8) 3. I don’t get along so well (4.5)
4. 1don’t get along at all (2.0) 5. We don’t live together (13.8) 6. There is no such a man (7.2)

8 How often do you and the man you live with (father, stepfather....) do something together, such as
going to the movies, going for a walk or hike, visiting relatives, attending a sporting event, and
things like that?

1. More than once a week (1.1) 2. About once a week (8.0) 3. About once a month (24.6)
4. A few times a year (24.6) 5. About once a year (3.3) 6. Almost never (17.2)
7. There is no man in the house (don’t live together) (21.0)

9 How many days a week do you usually eat the evening meal with the man you live with (father,
stepfather....)?
1. Never (6.2) 2.0nce (9.4) 3. Twice (19.2) 4. Three times (8.2) 5. Four times (8.0)

6. 5-6 times (11.0) 7. Every day (16.9) 8. There is no man in the house (don’t live together) (21.1)

10 How do you usually get along with the woman you live with (your mother or stepmother)?
1. I get along just fine (65.2) 2. I get along rather well (28.6) 3. I don’t get along so well (2.5)
4. 1don’t get along at all (1.0) 5. We don’t live together (1.7) 6. There is no such a woman (0.9)

11 How often do you and the woman you live with (your mother or stepmother) do something together,
such as going to the movies, going for a walk or hike, visiting relatives, attending a sporting event,
and things like that?

1. More than once a week (4.1) 2. About once a week (8.0) 3. About once a month (24.6)

1 percentage points are based on valid responses only. School D refused to administer
questions 27.10-14; therefore it is not included in these items.
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4. A few times a year (24.6) 5. About once a year (3.3) 6. Almost never (17.2)
7. There is no woman in the house (don’t live together) (21.0)

12 How many days a week do you usually eat the evening meal with the woman you live with (your
mother or stepmother)?
1. Never (3.8) 2. Once (4.5) 3. Twice (8.6) 4. Three times (8.4) 5. Four times (9.6)
6. 5-6 times (17.6) 7. Every day (44.8) 8. There is no man in the house (don’t live together) (2.6)

13 Do you have a room of your own?

1. Yes (84.3) 2.No (15.7)
14 Do you have a PC you can use at home?
1. Yes (59.2) 2. No (40.8)
15 What do your parents expect you to do after graduating from high school?
1. Attend a university (71.8) 2. Attend a college/vocational school (5.3) 3. Getajob (6.5)
4. Other (2.1) 5. Don’t know, we haven’t talked about it (14.4)
How strongly do you agree or disagree with the following statements about your parents or guardians?
&S]
® s 2 s 2 ®
16.1 My parents encourage me to talk about my difficulties 523 | 350 9.1 3.6
16.2 Itell my parents about my problems and troubles 346 | 28.5 | 244 12.5
16.3 I like to get my parents point of view on things I’m concerned about 30.5 | 31.7 | 23.6 14.2
16.4 I feel my parents are good parents 557 | 371 4.9 2.4
16.5 My parents accept me as [ am 50.4 | 345 11.7 34
16.6  When I am angry about something my parents try to be understanding 26.8 | 40.7 | 23.8 8.7
How strongly do you agree or disagree with the following statements?
S|
8 88 g5 8=
17.1 On the Internet it is easier to open myself up to someone I have just met 14.1 | 25.6 | 31.7 | 28.6
17.2 On the Internet it is easier to annoy or disturb someone I don’t like 58 | 11.6 | 285 | 54.1
17.3 On the Internet it is easier to talk openly about my worries or troubles 65 | 194 | 322 | 419
17.4 On the Internet it is easier to blame or criticize someone without fear of 38 1 107 | 279 | 577
revenge or repercussions
17.5 Qn the Intemet it is easier to compliment or show affection to others 229 | 327 | 230 194
without feeling shy
17.6 On the Internet it is easier to ridicule or make fun of someone 6.4 | 139 | 31.0 | 487
How strongly do you agree or disagree with the following statements?
S|
& 8= 82 &=
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18.1 I like to test myself every now and then by doing something a little risky 16.8 | 293 | 333 20.6
18.2 Sometimes I will take a risk just for the fun of it 18.7 | 34.8 | 303 16.2
18.3 Excitement and adventure are more important to me than security 12.8 | 28.6 | 39.5 19.1
18.4 I lack companionship 6.7 | 20.8 | 434 | 29.0
18.5 There is no one I can turn to 35 | 103 | 358 50.4
18.6 I feel left out 29 9.6 50.6 36.9
18.7 I have a hard time sitting still 23.1 | 31.8 | 33.1 12.0
18.8 I start things but have a hard time finishing them 104 | 319 | 37.9 19.9
18.9 I do things without thinking 17.8 | 313 | 374 13.5
18.10 I need to use a lot of self-control to keep out of trouble 7.4 | 18.0 | 45.2 29.5

How strongly do you agree or disagree with the following statements of violent behavior done by young

people?
o]
ol ol ol ol
[+ o - o - o <
19.1 A bit of violence is part of the fun 2.4 8.2 29.9 | 59.5
19.2 One needs to make use of force to be respected 2.6 9.3 31.0 | 57.0
19.3 If somebody attacks me, I will hit him/her back 14.0 | 29.5 | 30.5 | 26.1
19.4 Without violence everything would be much more boring 1.2 4.4 20.5 | 73.9
19.5 It is completely normal that boys want to prove themselves in physical
. 1.2 4.6 259 68.2
fights with others
How strongly do you agree or disagree with the following statements about your school?
&S]
& g2 &R 8=
20.1 If I had to move I would miss my school 545 | 322 | 82 5.1
20.2 Teachers do notice when I am doing well and let me know 183 | 38.0 | 319 | 119
20.3 I like my school 34.8 | 423 15.5 7.5
20.4 There are other activities in school besides lessons (sports, music, theatre, | 64.2 7.7 5.4 22.7
disco’s)
How strongly do you agree or disagree with the following statements?
g 2 2
= | f |FEz|8E | ¢
& |82 (85388 8%
21.1 My happiness depends very much on the happiness of those around me 479 | 349 | 139 | 24 9
21.2 I would do what would please my family, even if I detested that activity |17.2 | 37.8 | 31.0 | 10.5 | 3.5
21.3 I enjoy being unique and different from others in many ways 193 | 289 | 40.8 | 8.6 | 2.5
21.4 1 enjoy working in situations involving competition with others 283 | 377222 | 86 | 32
21.5 The well-being of my classmates is important to me 339 | 413 | 19.7 | 3.0 | 2.1
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21.6 I usually sacrifice my self-interest for the benefit of my group 12.8 | 32.0 | 41.5| 9.1 | 4.6
21.7 I often “do my own thing” 13.6 | 28.4 | 335 | 19.1 | 5.4
21.8 Competition is the law of nature 249 | 40.0 | 253 | 7.1 | 2.7
21.9 If a classmate gets a prize, I would feel proud 179 | 30.0 | 32.5 | 121 | 7.5
21.10 Child hould feel h d if thei t i distinguished
ildren should feel honored if their parents receive a distinguishe 266 | 31112711 87 | 65
award
21.11 I am a unique individual 6.1 8.5 | 36.7| 224|263
21.12 Without competition it is not possible to have a good society 22.8 339 (292 93 | 49
21.13 I feel good when I cooperate with others 404 | 37.6 | 16.6 | 3.9 | 1.5
21.14 I would sacri.ﬁce an activity that I enjoy very much If my family did not 36 | 118 | 313 | 287 | 246
approve of it
How strongly do you agree or disagree with the following statements about your friends?
&S]
g g | g8& | 8%
22.1 My friends encourage me to talk about my difficulties 45.1 | 44.6 8.0 24
22.2  Itell my friends about my problems and troubles 39.7 | 36.0 17.0 7.4
22.3 1like to get my friends point of view on things I’'m concerned about 443 | 37.6 12.8 5.2
22.4 1{feel my friends are good friends 68.0 | 285 2.7 0.7
22.5 My friends accept me as I am 484 | 413 8.6 1.6
22.6  When I am angry about something my friends try to be understanding 39.0 | 43.1 15.3 2.5
22.7 1 feel alone or apart when I am with my friends 9.8 22.5 | 36.7 | 309
During the past 12 months have you done any of the following things? (please answer all questions
23.1 Teased about one's body or way of speaking Yes (35.6) | No (64.4)
23.2  Excluded or shunned someone from circle of friends 10.5 89.5
23.3 Engaged in physical fights with classmates 3.0 97.0
23.4 Uploaded/published a picture or video online without permission 12.0 88.0
23.5 Spread messages containing insults or bad rumors among classmates or
acquaintances 8.2 1.8
23.6  On the Internet (social networking sites, text messages, email) insulted someone 5.1 94.9
23.7 On the Internet (social networking sites, text messages, email) excluded or
shunned someone from circle of friends 28 972
How strongly do you agree or disagree with the following statements about your neighborhood?
E5)
& 82 | 82 | 8%
24.1 People around here are willing to help their neighbors 154 | 41.6 | 303 12.8
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24.2 This is a close-knit neighborhood 13.8 | 31.6 | 36.0 | 18.6
24.3 People in this neighborhood can be trusted 124 | 354 | 342 | 180
24.4 1 like my neighborhood 13.0 | 333 | 36.6 17.1
24.5 If I had to move, I would miss the neighborhood 242 | 253 292 | 214
24.6 There is a lot of crime in my neighborhood 44 8.1 350 | 524
24.7 There is a lot of fighting 3.0 6.3 30.8 | 60.0
24.8 There are a lot of empty and abandoned buildings 1.6 7.1 29.7 | 61.5

Sometimes when people are upset or frustrated they take it out on innocent

people who do not cause their anger or frustration. Indicate how often you > .

have done the following online or through text messages to people who were z g ® g

not tihe cause of your anger or frustration. Note: These are people who did | & g % a .

nothing to you. %’ g % g g g

25.1 Left them out of an activity or conversation 04 | 08 | 54 | 192 ]| 743

25.2 Spread bad rumors about them 0.1 | 1.3 | 55 | 16.6 | 76.5

25.3 Ignored them 0.6 | 23 | 74 | 182 | 716

25.4 Posted mean or insulting things about them 1.1 | 0.0 | 39 | 16.0 | 789

Listed below are a number of statements concerning personal attitudes and traits. Read each item and

decide whether the statement is true or false as it pertains to you personally.

26.1 It is sometimes hard to go on with my work if I am not encouraged Yes (57.2) | No (42.8)
26.2 I sometimes feel resentful when I don’t get my way 452 54.8
26.3 On a few occasions, I have given up doing something because I thought too little
o 70.2 29.8
of my ability
26.4 There have been times when I felt like rebelling against people in authority even
. 80.9 19.1
when I knew they were right
26.5 No matter who I’m talking to, I’'m always a good listener 71.7 28.3
26.6 There have been occasions when I took advantage of someone 48.1 51.9
26.7 I’'m always willing to admit it when I make a mistake 68.2 31.8
26.8 I sometimes try to get even rather than to forgive and forget 41.8 58.2
26.9 I am always courteous, even to people who are disagreeable 67.4 32.6
26.10 I have never been irked when people expressed ideas very different from my 35.0 65.0
own. ' '
26.11 There have been times when [ was quite jealous of the good fortune of others 46.7 53.3
26.12 I am sometimes irritated by people who ask favors of me 49.5 50.5
26.13 I have never deliberately said something that hurt someone’s feelings 29.5 70.5

During the past 12 months have you done any of the following things? (please answer all questions)

27.1 Took something (wallet, umbrella etc.) from someone without permission Yes (9.9) No (90.1)
27.2 Skipped school without valid reason 19.6 80.4
27.3 Cheated on a test or an exam 54 94.6
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27.4 Took your anger out on someone or something 54.3 45.7
27.5 Copied someone’s essay or homework 61.6 38.4
27.6 Crossed the street while the light was red 77.5 22.5
27.7 Told my parents that I was going to school, but did not go 18.4 81.6
27.8 Damaged a classmate’s or the school’s property 9.7 90.3
27.9 Parked my bike where I wasn’t supposed to 472 52.8
27.10 Smoked cigarettes 1.1 98.9
27.11 Drank alcohol 7.2 92.8
27.12 Rode public transportation without a ticket 22 97.8
27.13 Used drugs (marijuana, XTC etc.) 0.3 99.7
27.14 Stole something from a store 0.8 99.2
During the past 12 months have you done any of the following things? (please answer all questions)
28.1 Downloaded pirated software (music, movies, games etc.) Yes (16.8) | No (83.2)
28.2 Uploaded or shared pirated software (music, movies, games etc.) 6.0 94.0
28.3 Watched online material that was not age appropriate (pornography etc.) 20.8 79.2
28.4 Hacking (accessed computer networks illegally or without permission) 1.5 98.5
28.5 Wrote insulting comments with the intent of provoking others 3.8 96.2
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APPENDIX 4: ENGLISH TRANSLATION AND FREQUENCIES OF

QUESTIONNAIRE ITEMS FOR STUDY THREE

How many phones do you own?

1. One (88.3)" 2.Two (9.6) 3. Three or more (0.6) 4. Do not own a cell phone (1.6)
Do you own a smart phone? 1. Yes (63.8) 2. No (36.2)
Do you use the Internet on your phone? 1. Yes (84.8) 2.No (15.2)

For how long do you use your phone daily (includes SMS, phone calls, Internet)?

1. 1-15 minutes (7.4) 2. 15-30 minutes (9.7) 3. 30—60 minutes (11.5)

4. 1-2 hours (17.8) 5.2-3 hours (18.2) 6. More than 3 hours (35.4)
How long do you talk on your phone daily?

1. Less than 10 minutes (79.1) 2. 10-20 minutes (8.8) 3. 20-30 minutes (4.4)

4. 30—60 minutes (3.0) 5. More than 1 hour (4.7)

Using your phone how many mails/SMS do you send daily?
1. Less than 10 mails/SMS (59.6) 2. 10-20 mails/SMS (21.4) 3. 20-50 mails/SMS (10.2)

4. 50-100 mails/SMS (4.7) 5. More than 100 mails/SMS (4.0)
How long before you feel uncomfortable or feel frustrated when waiting for a reply?
1. About 5 minutes (1.4) 2. About 10 minutes (3.6) 3. About 20 minutes (4.6)
4. About 30 minutes (6.1) 5. About 1 hour (10.9) 6. About 3 hours (9.6)
7. About 6 hours (3.6) 8. About half a day (3.4) 9. About one day (8.6)

10. Do not care (48.2)

Do you have any filtering software installed on your phone?
1. Yes (36.4) 2.No (41.6) 3. Don’t know (22.0)

Do you use your phone during class?
1. Often (6.3) 2. Sometimes (9.3) 3. Rarely (9.7)
4. Only during breaks (61.4) 5. Don't use (13.3)

Do you use the Internet on a computer?
1. Yes (77.5) 2. No (22.5)

Where do you use the Internet on a computer?
1. My home (97.7) 2. School (1.6) 3. Internet café (0.1)
4. Friends' house (0.1) 5. Other place (0.4)

Do you use your phone or a PC to connect to the Internet mostly?
1. Only phone (16.6) 2. Mostly phone (42.7) 3. Phone and computer about the same (12.5)
4. Mostly computer (14.6) 5. Only computer (14.6) 6. Neither (2.3)

How much time do you spend online daily?
1. Less than 30 minutes (26.6) 2. 30—60 minutes (20.9) 3. 1-2 hours (18.2)
4. 2-3 hours (12.9) 5. 3—4 hours (8.2) 6. More than 4 hours (13.2)

12 percentage points are based on valid responses only.
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Q14  Is Internet important to you?
1. Very important (41.3) 2. Somewhat important (49.7)
3. Not very important (8.1) 4. Not important at all (0.9)

Q15 Do you use any websites that you keep secret from your parents/guardian?

1. Yes (23.7)  2.No (76.3)

How strongly do you agree or disagree with the following statements?

£ 4 e
= 2| g% | §
3 B2 | 88 | 8%
Q16 It would be difficult without a phone daily 37.1 36.3 18.8 .8
Q17 It would be hard to imagine daily life without Internet 302 | 39.7 | 21.1 9.0
Q18 I have more friends online than I meet in person daily 2.8 3.7 16.2 77.3
Q19 I connect with my friends through ICT's more than talking to them in 51 21 | 344 | 484
person
Q20 There are times when I use my phone or PC longer than I intended 453 | 339 13.2 7.6
Q21 Thqre are times when my grades suffer due to spending too much time 123 | 223 | 370 | 283
online
Q22 It is easier to connect with others through ICTs than talking in person 9.0 20.1 36.5 | 364
Q23 The Internet is anonymous so it is easier to express my true feelings or 9.5 214 | 321 370
thoughts
Q24 1t is easier to write things online or in message, because you don't see the
other’s face 8.6 | 239 | 32.1 | 354
Q25 It is easier to communicate online, because you can reply when you like 188 | 391 | 276 | 144
Q26 | have an image of the other person in my head when | read his/her mail
or message online 11.3 31.0 | 37.7 | 20.1
Q27 | feel like a different person online 5.4 11.2 | 30.0 | 534
Q28 | feel that | can communicate online with others who are older or have
more status on the same level 8.0 18.6 1 338 ) 396
Q29 | don't mind writing bad things about others online, because it's
anonymous 1.1 2.4 13.2 | 833
Q30 It is easy to write bad things online, because there are no repercussions 1.6 5.0 18.8 | 74.6
Q31 There are no rules online therefore you can do whatever you want 1.0 2.6 129 | 835
Q32 Writing bad things online is not bullying 1.7 2.7 134 | 82.2

Q33 Think about the past 6 months. How do you usually get along with your parents/guardians?

1. I get along just fine (40.6)
3.1 don’t get along so well (9.1)

2. I get along rather well (47.7)
4. 1don’t get along at all (2.5)

Q34 Think about the past 6 months. How do you usually get along with your homeroom teacher?

1. I get along just fine (24.2)
3. I don’t get along so well (9.0)

2. I get along rather well (62.9)
4. 1don’t get along at all (3.8)

Q35 Think about the past 6 months. How do you usually get along with your classmates?

1. I get along just fine (49.2)
3. I don’t get along so well (4.8)
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2. I get along rather well (44.9)
4. 1don’t get along at all (1.1)




During the past 6 months have you experienced any of the following things? (please answer all questions)
Q36 Received a bad grade Yes (86.1) No (13.9)
Q37 Was in a fight with friends or family members 66.1 339
Q38 Broke up with my boyfriend/girlfriend 17.5 82.5
Q39 Changed schools 1.1 98.9
Q40 Have had trouble following the curriculum 44.1 55.9
Q41 Haven't had time to do the things | like 42.1 57.9
Q42 Every day | think school is boring and | can't wait to get out of it 38.4 61.6
Q43 Going to school makes me more stressful 30.6 69.4

Q44 Do you live with your mother?
1. Yes (96.5) 2. No (3.5)

Q45 Do you live with your father?
1. Yes (80.6) 2.No (19.4)

Q46  How are your grades compared to the average?
1. Above average (11.4) 2. Slightly above average (14.7) 3. Around average (33.8)
4. Slightly below average (18.7) 5. Below average (21.4)

Q47 For example, student A was teased and hit by student B. Do you think it is bullying?
1. Yes (49.4) 2. No (50.6)

Q48  For example, student A was teased and hit by three of his/her classmates. Do you think it is
bullying?
1. Yes (93.8) 2.No (6.2)

Q49  Have you had any of the following things done to you? Circle all that apply.

. Tease about one's body or way of speaking (35.6)

. Scribble on one's notebooks or personal belongings (20.5)
. Provoke a fight or blame without pretext (22.7)

. Physically abuse someone (12.9)

. Hide or destroy one's things (18.0)

. Steal one's money or belongings (11.8)

. Exclude or shun someone from circle of friends (18.4)

. None of the above (40.5)

01N DNk W~

Q50  Have you had any of the following things done to you? Circle all that apply.

1. Upload/publish a picture or video online without permission (6.0)

. Classmates or acquaintances spreading messages containing insults or bad rumors about me
(10.2)

. Slander someone online (7.4)

. Send slander or abusive messages/e-mails (3.5)

. Send sexual messages/e-mails (3.7)

. Tamper with or create someone's fake online profile (0.9)

. Abuse or slander someone on phone (1.9)

. Other: (1.1)

. None of the above (go straight to Q58) (77.9)
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Q51 Has it happened during the last six months?
1. Yes (30.9) 2.No (69.1)

Q52 How did you feel when it happened? Circle all that apply.
1. Did not care (29.2) 2. Felt sad (25.6)
4. Felt afraid (14.9)

Q53 Did you tell anyone about what happened? Circle all that apply.

3. Felt angry (39.0)
5. Hard to say (21.5) 6. Other: (5.6)

1 .Friend/-s (49.7) 2. Parent/-s (29.7) 3. Schoolteacher (13.3)
4. Other (6.7) 5. Didn't tell anybody (31.8)
Q54 How many times has it happened up to now? (Count the total number for all the answers you
circled in Q50)
1. 1 time (27.9) 2. 2-3 times (34.7) 3. 4-5 times (16.8)

4. 6-9 times (6.9) 5. 10 or more times (17.9)

Q55 Do you know who did that to you? Circle all that apply.
1. Classmate (56.5)

3. Someone from outside of school (5.7) 4. Someone I know online (4.1)

5. Other (7.8) 6. Don't know (14.5)

Q56 How confident are you about the identity of the perpetrator?
2. Somewhat confident (17.2)
4. Almost no confidence (0.5) 5. No idea whatsoever (10.4)

1. Very confident (67.7)

Q57 How many perpetrators were there?

1. One (24.6) 2.2-3(34.0) 3.4-5(14.1)
6. I don’t know (16.8)

4.6-9 (4.2) 5. Ten or more (6.3)

How strongly do you agree or disagree with the following statements?

2. Student from the same school (39.9)

3. Not really confident (4.2)

z
Q58 | feel pressure to study get good grades 179 | 305 | 32.8 18.9
Q59 Fitting in a group is important to me 30.1 | 463 18.1 5.4
Q60 Being able to "sense the atmosphere™ is important to me 454 | 47.7 4.7 2.1
Q61 Teamwork is important to me 245 | 553 16.4 3.7
Q62 If my friends bully someone I usually join in 0.8 3.6 39.9 | 55.7
Q63 Bullying is part of growing up 3.0 102 | 329 | 539
Q64 It can't be helped that some people will get bullied 3.6 10.5 | 335 | 523
Q65 I'[b izillr;:dbe helped that those who can't "sense the atmosphere" get 28 101 | 376 | 495
Q66 I always concentrate and listen to what the teacher says in class 17.6 | 46.7 | 282 7.6
Q67 It is important for me to be the same as everybody else 129 | 32.1 39.3 15.6
Q68 I don't mind that the popular or the stronger students bully others 1.2 1.6 17.4 | 79.7
Q69 Being individual is important 53.1 | 39.8 5.8 1.4
Q70 Justice is important to me 255 | 485 | 21.9 4.2
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Q71 Human relations are important to me 584 | 355 4.6 1.5

Q72 Class unity is important 453 | 38.5 12.2 4.0

Q73 Bullying is bad 774 | 15.8 3.5 3.3

Q74 Have you done any of the following things? Circle all that apply.

. Tease about one's body or way of speaking (29.3)

. Scribble on one's notebooks or personal belongings (19.8)
. Provoke a fight or blame without pretext (7.4)

. Physically abuse someone (8.2)

. Hide or destroy one's things (11.3)

. Steal one's money or belongings (3.8)

. Exclude or shun someone from circle of friends (17.4)

. None of the above (50.8)

01O DN W~

Q75 Have you done any of the following things? Circle all that apply.

1. Upload/publish a picture or video online without permission (2.3)

. Classmates or acquaintances spreading messages containing insults or bad rumors about me
2.7

. Slander someone online (3.5)

. Send slander or abusive messages/e-mails (0.7)

. Send sexual messages/e-mails (0.9)

. Tamper with or create someone's fake online profile (0.3)

. Abuse or slander someone on phone (0.7)

. Other: (0.2)

. None of the above (go straight to Q58) (92.1)
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Q76 Has it happened during the last six months?
1. Yes (43.1) 2.No (56.9)

Q77 How many times has it happened? (Count the total number for all the answers you circled in
Q50)
1. 1 time (25.0) 2. 2-3 times (36.8) 3.4-5 times (13.2)
4. 6-9 times (1.5) 5. 10 or more times (23.5)

Q78 Who did you target? Circle all that apply.
1. Classmate (58.8) 2. Student from the same school (41.2)
3. Someone from outside of school (14.7) 4. Someone I know online (4.4)
5. Other (11.8)

Q79 Why did you do it? Circle all that apply.
1. I hated the other person (14.7) 2. I was bullied by the other person (14.7)
3. Just having fun (45.6) 4. Because my friend did it (10.3)
5. Because my friend/-s told me to (1.5) 6. Don't know (13.2)
7. Other: (14.7)

Q80 How many friends do you have?

1.3 or less (2.5) 2.4-7 (6.6) 3.8-20 (18.6) 4. More than 20 (72.2)
Q80 How many close friends do you have?

1. Less than one (15.6) 2. Two (19.5) 3. Three (18.2)

4. Four (9.8) 5. More than four (36.9)
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Q81 Do you think the following things are bullying? Circle all that apply.

. Tease about one's body or way of speaking (62.0)

. Scribble on one's notebooks or personal belongings (38.2)

. Provoke a fight or blame without pretext (53.6)

. Physically abuse someone (82.1)

. Hide or destroy one's things (82.3)

. Steal one's money or belongings (85.4)

. Exclude or shun someone from circle of friends (79.2)

. Upload/publish a picture or video online without permission (77.3)
. Spreading messages containing insults or bad rumors among classmates or acquaintances
(85.5)

10. Slander someone online (85.3)

11. Send slander or abusive messages/e-mails (83.9)

12. Send sexual messages/e-mail (72.8)

13. Tamper with someone's or create a fake online profile (72.4)

14. Abuse or slander someone on phone (82.7)

15. None of the above (1.6)

O 00 1N LD A~ W —

F1 Please indicate your gender and write down your age: 1. Male (42.9) 2. Female (57.1) Age:

F2 What grade are you in?

1. Junior high school 1% year (0.0) 4. Senior high school 1% year (43.6)
2. Junior high school 2™ year (0.0) 5. Senior high school 2™ year (36.4)
3. Junior high school 31 year (0.0) 6. Senior high school 34 year (20.0)
F2 What are your future plans after graduating high school?
1. Attend a university (64.4) 2. Attend a college/vocational school (13.1)
3. Getajob (7.9) 4. Other (1.2) 5. Haven’t decided yet (13.4)
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APPENDIX 5: FULL MODEL WITH THE BEST FIT

Summary of estimates for latent variables.

Latent variables Unstandardized  Standardized S.e.  Z-value P
estimate estimate

Benign disinhibition (ODSB)

ODS1* 1.000 0.751

ODS3 1.064 0.874 0.046 25.298 0.000

ODS5 0.934 0.701 0.039 23.753 0.000

Toxic disinhibition (ODST)

ODSs2 1.000 0.819 0.000

ODSs4 1.090 0.893 0.029 37.796 0.000

ODS6 1.104 0.904 0.029 38.600 0.000

Attitudes towards violence (ATTV)

ATTV1 1.000 0.845

ATTV2 0.937 0.791 0.028 33.711 0.000

ATTV3 0.725 0.613 0.026 28.385 0.000

ATTV4 1.081 0.913 0.032 33.700 0.000

ATTV5 0.879 0.757 0.027 33.812 0.000

Low self-control (LSELF)

LSELF1 1.000 0.853

LSELF2 1.077 0.917 0.032 33.157 0.000

LSELF3 0.921 0.829 0.026 37.856  0.000

Parental attachment (PATT)

PATT1 1.000 0.841

PATT2 1.379 0.908 0.022 49.456 0.000

PATT3 1.348 0.883 0.020 51.680 0.000

PATT4 0.795 0.833 0.022 45.406 0.000

PATT5 0.956 0.832 0.022 45527 0.000

PATT6 1.081 0.765 0.020 45.085 0.000

School attachment (SATT)

SATT1 1.000 0.835

SATT2 1.075 0.612 0.028 26.357 0.000

SATT3 0.972 0.898 0.040 27.146 0.000

Peer (friend) attachment (FRATT)

FRATT1 1.000 0.876

FRATT2 1.029 0.901 0.018 56.603 0.000

FRATT3 1.009 0.883 0.017 60.023 0.000

FRATT4 0.957 0.838 0.019 49.732  0.000

FRATTS 0.941 0.824 0.018 53.121 0.000

FRATT6 0.924 0.809 0.017 53.672 0.000

Neighborhood attachment (NHOOD)

NHOOD1 1.000 0.871

NHOOD2 0.984 0.858 0.018 54.504 0.000

NHOOD3 1.060 0.924 0.017 62.878 0.000

NHOOD4 1.062 0.926 0.017 64.069 0.000

NHOOD5 0.824 0.718 0.017 47.142 0.000

*Item numbers correspond to the order they were placed in the questionnaire; N=733.
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Summary of regression coefficients.

Unstandardized Standardized S.e. Z-value P
estimate estimate

Offline deviance ~

Benign online disinhibition -0.039 -0.013 0.224 -0.173 0.863
Toxic online disinhibition 0.279 0.104 0.223 1251 0.211
Attitudes towards violence 0.626 0.241 0.118 5.311 0.000
Low self-control 0.358 0.139 0.105 3.396 0.001
Parental attachment -0.182 -0.070 0.074 -2.479 0.013
School attachment -0.042 -0.016 0.130 -0.324 0.746
Peer (friend) attachment 0.123 0.049 0.104 1.178 0.239
Neighborhood attachment -0.315 -0.125 0.062 -5.067 0.000
Online deviance ~

Benign online disinhibition 0.011 0.008 0.113 0.096 0.923
Toxic online disinhibition 0.432 0.354 0.109 3.968 0.000
Attitudes towards violence 0.363 0.307 0.063 5.764 0.000
Low self-control -0.007 -0.006 0.058 -0.124 0.902
Parental attachment -0.093 -0.079 0.040 -2.343 0.019
School attachment 0.024 0.020 0.076  0.318 0.750
Peer (friend) attachment -0.127 -0.111 0.058 -2.176 0.030
Neighborhood attachment -0.054 -0.047 0.037 -1.476 0.140

N=733.
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APPENDIX 6: FULL MODEL WITH NON-SIGNIFICANT PATHS REMOVED

Summary of estimates for latent variables.

Latent variables Unstandardized  Standardized S.e.  Z-value P
estimate estimate

Toxic disinhibition (ODST)

ODS2* 1.000 0.811 0.000

ODSs4 1.110 0.900 0.038 29.381 0.000

ODS6 1.081 0.876 0.035 30.735 0.000

Attitudes towards violence (ATTV)

ATTV1 1.000 0.831

ATTV2 0.910 0.757 0.036 25.563 0.000

ATTV3 0.606 0.503 0.031 19.507 0.000

ATTV4 1.048 0.871 0.041 25.761 0.000

ATTV5 0.895 0.744 0.034 26.320 0.000

Low self-control (LSELF)

LSELF1 1.000 0.836

LSELF2 1.091 0.912 0.038 28.950 0.000

LSELF3 0.976 0.816 0.029 33.747 0.000

Parental attachment (PATT)

PATT1 1.000 0.830

PATT2 1.095 0.909 0.024 45771 0.000

PATT3 1.057 0.877 0.022 47.897 0.000

PATT4 0.994 0.824 0.024 41949 0.000

PATT5 0.994 0.825 0.024 42.142 0.000

PATT6 0.905 0.751 0.022 41.667 0.000

Peer (friend) attachment (FRATT)

FRATT1 1.000 0.858

FRATT2 1.058 0.908 0.021 49.696 0.000

FRATT3 1.017 0.873 0.019 53.125 0.000

FRATT4 0.927 0.796 0.022 41982 0.000

FRATTS 0.936 0.803 0.020 45.789 0.000

FRATT6 0.922 0.791 0.020 46.750 0.000

Neighborhood attachment (NHOOD)

NHOOD1 1.000 0.868

NHOOD2 0.992 0.860 0.019 52.689 0.000

NHOOD3 1.061 0.921 0.018 60.562 0.000

NHOOD4 1.062 0.921 0.017 61.622 0.000

NHOOD5 0.814 0.706 0.018 44.904 0.000

*Item numbers correspond to the order they were placed in the questionnaire; xz =
2164.528, df=467, p<.001; GFI=.972; CFI=.977; RMSEA=.070; N=733.
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Summary of regression coefficients.

Unstandardized Standardized S.e. Z-value P
estimate estimate

Offline deviance ~

Attitudes towards violence 0.380 0.143 0.081 4.685 0.000
Low self-control 0.367 0.140 0.084 4377 0.001
Parental attachment -0.152 -0.057 0.061 -2.478 0.013
Peer (friend) attachment 0.215 0.084 0.058 3.677 0.000
Neighborhood attachment -0.204 -0.080 0.052 -3.957 0.000
Gender 0.806 0.180 0.147 5.480 0.000
Social desirability -0.310 -0.382 0.030 -10.363 0.000
Academic achievement -0.025 -0.125 0.006 -4.000 0.000
Online deviance ~

Toxic online disinhibition 0.425 0.296 0.049 8598 0.000
Attitudes towards violence 0.233 0.166 0.050 4.632 0.000
Parental attachment -0.126 -0.090 0.033 -3.840 0.000
Gender 0.760 0.321 0.101 7.525 0.000
Social desirability -0.143 -0.335 0.018 -7.949 0.000
Academic achievement -0.022 -0.202 0.005 -4.657 0.000

N=733.
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