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Introduction

During the sixties, in his study of the Weil conjecture concerning the zeta functions of smooth
projective varieties over a finite field, Grothendieck introduced the notion of a Weil cohomology
(which is a cohomology theory on the category of smooth projective varieties over a field, is
equipped with the cycle class maps, and satisfies Poincaré duality and the Künneth formula) and
also described the theory of motives, which is conjecturally universal among Weil cohomology
theories. Deligne and Beilinson independently developed the theory of motives further and
described a conjectural abelian tensor categoryMMk of mixed motives over a field k, in analogy
to the category of mixed Hodge structures.

Even now, the existence of the category MMk of mixed motives remains conjectural. How-
ever, Hanamura [30], Huber [32], Kelly [39], Levine [41], and Voevodsky [52] defined triangulated
tensor categories that have many of the structural properties expected of the derived category
of MMk. Moreover, Levine [41] defined such a triangulated tensor category DM(S) of mixed
motives whose base scheme S is not only the spectrum of a field but also a reduced separated
Noetherian scheme.

The theme of this thesis is realizations of Levine’s motivic triangulated category. This thesis
consists of two parts: We study a construction of the realization of Levine’s motivic category in
Part 1, and study a relation between the realization and the Chern class map in Part 2. Part 1
and Part 2 are based on the papers [46] and [47] respectively.

Part 1: Realization of Levine’s Motives. Levine [41] defined a geometric cohomology
theory on a reduced separated Noetherian scheme S, and constructed the realization functor
on DM(S) for this geometric cohomology theory. Roughly speaking, Levine’s geometric coho-
mology theory is a contravariant functor Γ from the product of the category SmS of smooth
quasi-projective schemes over S and the category Z to a category C of complexes of abelian
sheaves on a Grothendieck site,

Γ: Smop
S × Z→ C,

with a class of cycle classes and with a Künneth map, that satisfies the following conditions:
Γ exhibits the compatibility with direct sums, semi-purity, homotopy invariance, the Gysin
isomorphism, and excision; and that Γ(S) is quasi-isomorphic to the unit object of C.

On the other hand, cohomology theories such as de Rham, étale, etc. possess the canonical
additional structures, and such structures are essential to the study of the arithmetic or geometric
properties of algebraic varieties. Therefore, it is natural to try to construct a realization functor
for a generalized geometric cohomology theory that takes values in a category of complexes in
a tensor category. The first main theorem of this thesis, Theorem 3.5, is in this direction. We
state only the special case of this theorem here, since it is so complicated.

Theorem 0.1 (Corollary 3.8). Let C be an exact tensor category of which there exists the derived
category D+C of bonded below complexes. Let Γ be a geometric cohomology theory on S that takes
values in C. Suppose that the unit object of C is projective. Then, there exists a triangulated
functor RΓ from DM(S) to the pseudo-abelian hull D+C] of the triangulated tensor category
D+C that exhibits the following properties:

(1) The restriction of the functor RΓ to the triangulated tensor subcategory DMsh(S), which
is equivalent to DM(S), is a triangulated pseudo-tensor functor.
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(2) The diagram

Smop
S × Z −−−−→ DMsh(S)

Γ

y RΓ

y
C+C −−−−→ D+C]

commutes up to a canonical isomorphism. Here, the top horizontal arrow sends the pair
(X, j) of a scheme in SmS and an integer to Levine’s motive ZX(j), and the bottom one
is the composite of the canonical functors

C+C → K+C → D+C → D+C].

(3) The functor RΓ is compatible with the class of cycle classes and the Künneth map of the
geometric cohomology theory Γ.

Using the generalization of Theorem 0.1 (Theorem 3.5), we have a realization functor for the
geometric cohomology theory associated with the singular cohomology, the étale cohomology,
and the de Rham cohomology (see Section 4). We remark that Levine already pointed out
the existence of such realization functors and planned their constructions (cf. [40, Chapter V,
Section 2]).

We here mention main results on the study of the conditions under which we can extend a co-
homology theory to a realization functor on Voevodsky’s motivic category (cf. [52]). Huber [33],
[34] constructed the realization functor for a cohomology theory that takes values in an abelian
tensor category and that exhibits descent for open, proper and Galois covers, and homotopy
invariance. Cisinski and Déglise [17] constructed the realization functor for a cohomology the-
ory that takes values in a category of vector spaces and that satisfies milder conditions than ours.

In Part 1, we also study a geometric cohomology theory and a realization functor associated
with the p-adic Hodge cohomology, which is a p-adic analog of the Hodge cohomology.

Let O be a complete discrete valuation ring O of mixed characteristic with finite residue field.
To each smooth scheme X over O, we associate a triple that consists of the following data:

(1) The rigid cohomology of the special fiber of X with the Frobenius automorphism.
(2) The de Rham cohomology of the generic fiber of X with the Hodge filtration.
(3) The map between these cohomology groups, which is called the specialization map.

This triple can be regarded as a p-adic analog of the mixed Hodge structure for the variety X
over O. In fact, if X is projective, then this triple forms a (n admissible) filtered φ-module that
is defined by Fontaine [26]. Combining the studies of these triple, we see that the correspondence
from X to its triple is extended to a geometric cohomology theory ΓpH on SmO.

Because the unit object of the category of filtered φ-modules is not projective, we cannot apply
Theorem 0.1 to this geometric cohomology theory ΓpH . However, by forgetting the Frobenius au-
tomorphisms of this geometric cohomology theory ΓpH , we have another geometric cohomology
theory ΓpH0 that takes values in the exact category pHS0 (defined in Definition 5.1). Because
the unit object of pHS0 is projective, we can apply Theorem 0.1 to this geometric cohomology
theory. We thus have a realization functor on the motivic category DM(SpecO) for ΓpH0 . This
result is the second main theorem of Part 1.

Theorem 0.2 (Theorem 5.19). There exists a triangulated functor RpHS0 from the triangulated
category DM(SpecO) to the derived category D+pHS0 of bounded below complexes of the exact
category pHS0 that exhibits the following properties:

(1) The restriction of the functor RpHS0 to the subcategory DMsh(S) is a triangulated
pseudo-tensor functor.
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(2) The composite

Smop
O × Z→ DM(SpecO)

RpHS0−−−−→ D+pHS0

is canonically isomorphic to the composite of the functor ΓpH0 and the one

C+pHS0 → D+pHS0

.
(3) The functor RpHS0 is compatible with the cycle classes and the Künneth map of ΓpH0.
(4) For any object D of DM(SpecO) and i ∈ Z, the vector spaces H i(RpHS0(D))0 and

H i(RpHS0(D))dR are of finite dimension, and they are zero if i� 0.

It is natural to expect that there should exist a realization functor for the geometric coho-
mology theory ΓpH . However, at present, the author cannot offer any proof of its existence.

The organization of Part 1 is as follows. In Section 1, we review the construction of Levine’s
motivic category DM(S), which we will use in latter sections. In the following section, we
provide the definition of our geometric cohomology theory, which takes values in some tensor
category. In Section 3, by assuming certain conditions, we construct the realization functor
from Levine’s motivic category for any geometric cohomology theory. In Section 4, using the
result in the previous section, we construct the realization functors associated with the Hodge
cohomology theory and with the étale cohomology theory. In the last section of this part, we
construct a geometric cohomology theory associated with the triple of the rigid cohomology, the
de Rham cohomology and the specialization map. We finally prove Theorem 0.2 as an example
of the application of Theorem 0.1.

Part 2: Chern Class Map. Beilinson [5] constructed the higher regulator chBe as the Chern
character to the Deligne-Beilinson cohomology group, and conjectured that this regulator de-
termines the special value of Hasse-Weil L-function of an algebraic variety over Q modulo
Q×. After that, Beilinson and Deligne gave a conjectural motivic interpretation of Beilinson’s
regulator chBe, which states that chBe coincides with the map from the extension group in the
conjectural abelian category of mixed motives to the one in the abelian category of mixed Hodge
structures induced by the Hodge realization (cf. [45, Section 9]). The main objective of this part
is to give such a motivic interpretation for the Hodge realization of Levine’s motivic category
and give its l-adic étale analog.

For a finite extension field k over Q, there exists the Hodge realization functor

RHS : DM(k)→ D+
Hk,R

from Levine’s triangulated category DM(k) of motives over k to the derived category D+
Hk,R of

real mixed Hodge complexes over k (cf. Example 4.1). On the other hand, Levine constructed
the Chern character

chi,jLe : Ki(X)→ HomDM(k)(1,ZX(j)[2j − i])

on the higher K-group Ki(X) for a smooth and quasi-projective scheme over k, where the object
1 is the unit. Furthermore, he proved his own Chern character induces an isomorphism

(Ki(X)⊗Q)(j) ∼= HomDM(k)(1,ZX(j)[2j − i])⊗Q,

where the left is the j-th eigenspace of Ki(X) ⊗ Q with respect to the Adams operators (cf.
Proposition 8.1). The first main result of Part 2 is the following theorem.
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Theorem 0.3. (Corollary 9.13). For a smooth and quasi-projective scheme X over k, and
i, j ∈ Z, the diagram

Ki(X)
(−1)jchi,jLe−−−−−−→ HomDM(k)(1,ZX(j)[2j − i])

chi,jBe

y yRHS

H2j−i
DB (X ⊗Q C,R(j))Gal(C/R)

∼=−−−−→ HomD+
Hk,R

(1,RHS(ZX(j))[2j − i])

commutes, where the bottom arrow is the canonical isomorphism, and the map chi,jBe is Beilinson’s
regulator.

We will prove this theorem along the flow below:

(1) Construct a Chern character for a certain cohomology theory (Section 6).
(2) Prove that Levine’s Chern character coincides with ours for a cohomology theory asso-

ciated with his motivic category DM(k) (Section 8).
(3) Prove that Beilinson’s regulator coincides with our Chern character for the Deligne-

Beilinson cohomology theory up to sign (Section 9).
(4) Prove that naturalities of our Chern character implies Theorem 0.3 (Section 7).

In Section 10, after proving Theorem 0.3, we will prove an l-adic étale analog of this theorem.
We have the l-adic étale realization functor

Rét : DM(k)→ D+
l,k

from Levin’s motivic category to the derived category D+
l,k of bounded below complexes of

continuous Zl[Gk]-modules, where Gk is the absolute Galois group of a field k (cf. Section 4.2).
Soulé [50] constructed the Chern class map

c2j−i,j
So : Ki(A)→ H2j−i

ét (SpecA,Zl(j))

for a commutative ring A with unit. (It is necessary that A is a Dedekind domain if i = 1.) The

associated Chern character chi,jSo is the l-adic étale analog of Beilinson’s regulator. The following
theorem is the second main result of Part 2.

Theorem 0.4. (Corollary 10.2). With notations as above, we assume that X is an affine scheme.
Then, the diagram

Ki(X)⊗Q
(−1)jchi,jLe−−−−−−→ HomDM(k)(1,ZX(j)[2j − i])⊗Q

chi,jSo

y yRét

H2j−i
ét (X,Zl(j))⊗Q ←−−−− HomD+

l,k
(1,Rét(ZX(j))[2j − i])⊗Q

commutes. Here, the bottom arrow is the map that is induced by identifying its domain with

Jannsen’s continuous étale cohomology H2j−i
cont (X,Zl(j)) tensored by Q.

We remark that Ivorra proved a similar result for his l-adic étale realization functor from
Voevodsky’s triangulated motivic category and for Gillet’s Chern character associated with the
l-adic étale cohomology theory (cf. [36, Section 3.3, Proposition 5]).

In Section 11 and 12, we will prove that our Chern character coincides with Asakura-Sato’s
[1], Besser’s [11], Gillet’s [27], and Huber’s [32] up to sign.

In the last section, we will construct another p-adic Hodge realization functor on a full subcat-
egory of mixed Tate motives over a finite extension field that is derived from the p-adic Hodge
theory. Using this p-adic Hodge realization, we will give a motivic interpretation of Besser’s reg-
ulator (Theorem 13.1). This interpretation tells us an another proof of that Besser’s regulator
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sends Huber-Wildeshaus’ motivic polylogarithm class [35] to a special value of Coleman’s p-adic
polylogarithm [19] up to some explicit constant.

We close the introduction with a remark about Theorem 0.3 and 0.4. These theorems have
already been used in papers by several authors. However, the present author could not find any
references where their proofs are given, and thinks that their statements are natural but the
proofs are not obvious. In fact, because we work in the level of dg categories (not only of derived
categories) to construct these Chern characters or regulators, we have to study in the same level
to compare these maps. Especially, to prove these two theorems, we have to work with Levine’s
motivic categories and with the realization functors on them in the level of dg categories. The
author thus believes that giving their proofs is beneficial to researchers around this field.
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Notation and Preliminaries

Throughout the paper, the term ring will refer to a commutative ring with unit. The term
scheme will refer to a Noetherian and separated scheme. We will denote the category of R-
modules by ModR for a ring R, and set Ab = ModZ.

The category of schemes over a scheme S will be denoted by SchS . The category of smooth
and quasi-projective schemes over S will be denoted by SmS . We denote by Smess

S the full
subcategory of SchS whose objects are localizations of schemes in SmS . V will denote a strictly
full subcategory of Smess

S that contains S and is closed under finite products over S and finite
disjoint unions.

For a set S, we will denote ZS the free Z-module generated by S.
For a Gal(C/R)-module M , we will denote its invariant submodule by M∞.
For a simplicial (resp. cosimplicial) object A in an additive category, the associated chain

(resp. cochain) complex will be denoted by A∗ (resp. A∗). For a chain complex A∗, its normal-
ization NA∗ is the cochain complex defined to be (NA∗)

i = A−i.
We will regard Z as the category whose objects consist of all integers and whose morphisms

are the identities.
For a category C, we will denote C(−,−) the set of morphisms in C and denote s.C the category

of simplicial objects in C.
A subcategory C of a category will be called a strictly full subcategory if C is a full subcategory

and is closed under isomorphisms.
For an object X of Smess

S and q ≥ 0, Zq(X) will denote the group of universally integral
relative cycles of X over S (cf. [41, Appendix A, 2.1.2]).

The term tensor category will refer to a linear symmetric monoidal category with unit (cf.
[41, Part II, Chapter I, 1.3.6]). We will denote 1 the unit object of a monoidal category. All
semi-monoidal categories will be strictly associative (cf. [41, Part II, Chapter I, 1.1]). We regard
1 as the unit object of a monoidal category.

An exact category C with a tensor structure will be called an exact tensor category if the
class of short exact sequences in C is closed under the operation of taking tensor products for
all objects.



7

An object C of an exact category C will be called projective if all quasi-isomorphisms from
each complex of C to C admit right inverses.

Let A be an additive category. Then, C+
dgA will denote the dg category of bounded below

complexes in A (cf. [41, Part II, Chapter II, 1.2.2]). If A is a tensor category (in the sense of
[41, Part II, Chapter I, 1.3.6]), then the dg category C+

dgA has a dg tensor structure (cf. [41,

Part II, Chapter II, 1.2.2]) and its homotopy category K+A has a triangulated tensor structure
(cf. [41, Part II, Chapter II, 2.1.6.4]).

Let C be a dg category. Then, Z0C (resp. H0C) will denote the zeroth cocycle (resp. cohomol-
ogy) category of C, (cf. [41, Part II, Chapter II, 1.2.1]) and CbdgC will denote the dg category of

bounded complexes in C (cf. [41, Part II, Chapter II, 1.2.7]). Now, we set KbC = H0CbdgC. If C is

a dg tensor category, then CbdgC (resp. KbC) has a dg tensor (resp. triangulated tensor) structure

(cf. [41, Part II, Chapter II, 1.2.11, 2.1.6.4]). For a dg (resp. dg tensor) functor F : C → C′ of
dg (resp. dg tensor) categories, F can be canonically extended to the triangulated (resp. trian-
gulated tensor) functor KbF : KbC → KbC′ (cf. [41, Part II, Chapter II, 2.1.7]). For an additive
category A, we note that Z0C+

dgA is the usual category C+A of bounded below complexes in A
and that H0C+

dgA is the usual homotopy category K+A of bounded below complexes in A.

Part 1. Realization of Levine’s Motives

1. Levine’s Motivic Category

In this section, we recall the construction of Levine’s motivic category DM(V). In later
sections, we not only will use this construction but also will need to refer to various steps of the
process. For details regarding the discussion presented in this section, we refer to [41, p. 9–19]
and to the references quoted in the paragraphs below.

1.1. Flow of the construction of DM(V). Since the construction of DM(V) is complicated,
we mention that the flow of its construction before recalling.

We firstly construct the categories in the sequence

V → L(V)∗ → A1(V)→ A2(V)→ A3(V)→ A4(V)→ A5(V) ⊃ Amot(V)

from left to right. Next, we have the triangulated tensor category Db
mot(V) by localing the

homotopy category KbAmot(V) of bonded complexes of the dg category Amot(V) with respect
to some multiplicative set of morphisms. Finally, taking the pseudo-abelian hull (see Definition
1.33) of the category Db

mot(V), we obtain Levine’s motivic category DM(V). The construction
is quite technical; however, his conceptualization of this construction is described in [41, p. 7–9].

In parallel with this flow of the construction, we also construct the other categories with the

index sh, such as Ash
2 (V), Ash

3 (V), etc. These categories will be used when we construct the
realization functor in Section 3.

1.2. Construction of L(V)∗. In this section, we will extend the symmetric monoidal category
V to the one L(V)∗. This extension will assist the cycle class maps that will be adjoined latter
(Definition 1.18) in performing their tasks (cf. [41, p. 8]).

Definition 1.1. Let L(V) denote the category defined as follows:

(1) The objects of L(V) are the equivalence classes of pairs (X, f), where X is an object of
V and f : X ′ → X is a morphism in Smess

S such that there exists a smooth morphism
s : X → X ′ that is a section of f ; two pairs (X, f : X ′ → X), (Y, g : Y ′ → Y ) are
equivalent if X = Y and there exists an isomorphism h : X ′ → Y ′ with f = g ◦ h.

(2) For any objects (X, f : X ′ → X) and (Y, g : Y ′ → Y ) in L(V), the set of morphisms from
(X, f) to (Y, g) is the subset of V(X,Y ) that is defined by the following condition: a
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morphism φ : X → Y in V yields a morphism φ : (X, f) → (Y, g) in L(V) if there exists
a flat S-morphism ψ : X ′ → Y ′ with φ ◦ f = ψ ◦ g.

(3) The composition of morphisms is induced from the one in SchS .

Definition 1.2. In the category L(V)op × Z, we denote the object ((X, f), q) by X(q)f . For
each morphism φ : (X, f) → (Y, g) in L(V) and for q ∈ Z, we denote the morphism φ op × idq :
X(q)f → Y (q)g by φ∗.

Let X(q)f and Y (r)g be objects of L(V)op×Z. We define the product of X(q)f and Y (r)g in
L(V)op ×Z as (X ×S Y )(q + r)f×sg. This product provides a symmetric monoidal structure on
L(V)op × Z.

The integer q of an object X(q)f corresponds to the degree of Tate twist or the Adams degree.
The next lemma is essential for constructing Levine’s motivic category and for constructing
realization functors from this category.

Lemma 1.3 ([41, Part II, Chapter I, 2.1.2]). Let C denote the category of symmetric monoidal
categories, of tensor categories, or of dg tensor categories without unit.

(1) (Adjoining morphisms). Let C be an object of C , and let {Xφ | φ ∈ Φ} and {Yφ | φ ∈ Φ}
be sets of objects of C indexed by a set Φ. Then, there exist an object CΦ of C and a
morphism ιΦ : C → CΦ in C that uniquely satisfy the following conditions:
(1) For all φ ∈ Φ, these φ are elements of CΦ(ιΦ(Xφ), ιΦ(Yφ)).
(2) For each morphism F : C → D in C , let Ψ be a subset of the morphisms of D indexed

by Φ such that the ψφ ∈ Ψ are morphisms from F (Xφ) to F (Yφ) for all φ ∈ Φ, i.e.,

Ψ = {ψφ : F (Xφ)→ F (Yφ) | φ ∈ Φ}.
Then, there exists a unique morphism FΨ : CΦ → D in C such that FΨ ◦ ιΦ = F and
FΨ(φ) = ψφ.

(2) (Adjoining relations). Let C be an object of C , and let R = {(fa, ga) | a ∈ A} be a set
of pairs of morphisms of C with the same domain and range indexed by a set A. Then,
there exist an object CR of C and a morphism ιR : C → CR in C that uniquely satisfy the
following conditions:
(1) For all a ∈ A, ιR(fa) = ιR(ga).
(2) For each morphism F : C → D in C that satisfies F (fa) = F (ga) for all a ∈ A, there

exists a unique morphism FR : CR → D in C such that FR ◦ ιR = F .

Definition 1.4. Using Lemma 1.3, we define the symmetric monoidal category L(V)∗ by ad-
joining morphisms and relations to L(V)op × Z as follows:

Let (X, f) and (Y, g) be objects of V, and let i be the natural inclusion X → X
∐
Y . Then,

we adjoin the morphism i∗ : X(q)f → (X
∐
Y )(q)f

∐
g for all q ∈ Z. The relations among

morphisms that are thus imposed are as follows:

(1) Let i : X → X
∐
Y and j : X

∐
Y → X

∐
Y
∐
Z be the natural inclusions. Then,

(j ◦ i)∗ = j∗ ◦ i∗.
(2) Let φi : Xi → Yi, i = 1, 2, and let i : X1 → X1

∐
X2 and j : Y1 → Y1

∐
Y2 be the natural

inclusions. Then, i∗ ◦ φ∗1 = (φ1
∐
φ2)∗ ◦ j∗.

(3) Let i : X → X
∐
∅ be the canonical isomorphism. Then, we have i∗ ◦ i∗ = id.

To be precise, using Lemma 1.3(1) for the case in which

C = L(V)op × Z, Φ = {i∗ | i∗ : X(q)f → (X
∐

Y )(q)f
∐
g},

we obtain the symmetric monoidal category CΦ. Next, using Lemma 1.3(2) for the case in which
C = CΦ and the set R = {(fa, ga)} consists of ((j ◦ i)∗, j∗ ◦ i∗) in (1), (i∗ ◦ φ∗1, (φ1

∐
φ2)∗ ◦ j∗) in

(2), and (i∗ ◦ i∗, id) in (3), we obtain the category CR. Then, we define the category L(V)∗ to
be this category CR.
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1.3. Construction of A1(V). We will extend the symmetric monoidal category L(V)∗ to the
tensor category A1(V).

Definition 1.5. Let C be a category. Then, we define the additive category ZC as follows:

(1) The objects of ZC are the finite direct sums of objects of C.
(2) Let C and C ′ be objects of ZC. If both C and C ′ consist of a single object of C, then we

define ZC(C,C ′) to be the free abelian group generated by the set C(C,C ′). Otherwise,
we define ZC(C,C ′) bilinearly considering the above case.

Remark 1.6. If C is a symmetric monoidal category, then ZC is endowed with a natural tensor
structure.

Definition 1.7. We define the tensor category A1(V) by adjoining the following relations to
ZL(V)∗ by Lemma 1.3(2) (cf. Definition 1.4):

(1) Let ∅ be the empty scheme. For each object L of L(V) of the form ∅(q)f , the canonical
morphism from L to 0 is an isomorphism.

(2) Let (X, f) and (Y, g) be objects of L(V), and let i : X → X
∐
Y and j : Y → X

∐
Y be

the natural inclusions. Then, i∗ ◦ i∗ + j∗ ◦ j∗ is the identity of (X
∐
Y )(q)f

∐
g for each

q ∈ Z.

For each object X(q)f of L(V)∗, we define the object ZX(q)f of A1(V) to be X(q)f , and we
denote ZX(q)idX by ZX(q) and the unit object ZS(0) by 1.

1.4. Construction of A2(V). This section begins with the definition of commutative external
products. This notion arises when we consider the Künneth maps

H•(X)⊗H•(Y ) −→ H•(X × Y )

of cohomology theories H• on the level of cochain complexes.

Definition 1.8 ([41, Part II, Chapter I, 2.4]). Let C be the category of symmetric monoidal
categories without unit, of tensor categories without unit, of dg tensor categories without unit,
or of triangulated tensor categories. Furthermore, let C and D be objects of C . A commutative
external product on C is a pair (F, θ), where F : C → D is a functor in C and θ is a natural
transformation from ⊗D ◦ (F × F ) to F ◦ ⊗C in C such that θ is associative and commutative.

For any commutative external product (F, θ) on C, the natural transformation θ is said to be
a commutative external product of F.

For any tensor category C without unit, the tensor category C⊗,c without unit, the additive
functor icC : C → C⊗,c, and the commutative external product �c

C of icC are defined in [41, Part II,
Chapter I, 2.4.3]. The category C⊗,c is called the category of the universal commutative external
product on C. See [41, Part I, Chapter I, 1.4.3] for a simple explanation of this category C⊗,c.
These satisfy the following properties.

Proposition 1.9 ([41, Part II, Chapter I, 2.4.4]). Let C be a tensor category. Then, the following
properties hold:

(1) The pair (icC : C → C⊗,c,�c
C) is the universal commutative external product on C; i.e., for

each commutative external product (F : C → D, θ) on C, there exists a unique additive
functor G : C⊗,c → D such that G ◦ icC = F and G(�c

C) = θ.
(2) The functor icC : C → C⊗,c is fully faithful and is injective on the objects.

As previously stated in Section 1.1, we must also construct the categories with the index sh.
Now, we prepare the dg tensor category C⊗,sh without unit, which differs from C⊗,c for a tensor
category C without unit. First, however, we define the notion of a homotopy equivalence of dg
categories.
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Definition 1.10. A dg functor F : C → D of dg categories is called a homotopy equivalence if
F is bijective on objects up to isomorphism and if the maps

FC,C′ : C(C,C ′)→ D(F (C), F (C ′))

are quasi-isomorphisms for all objects C and C ′ of C.

For each tensor category C without unit, the dg tensor category C⊗,sh without unit, the

additive functor ishC : C → C⊗,sh, the commutative external product �sh
C of iC , and the dg tensor

functor cC : C⊗,sh → C⊗,c are defined in [41, Part II, Chapter III, 2.1.5, 2.1.6]. They have the
following properties.

Proposition 1.11 ([41, Part II, Chapter III, 2.1.7]). Let C be a tensor category without unit.
Then, the following properties hold:

(1) icC = cC ◦ ishC .

(2) Let C1 and C2 be objects of C. Then, �c
C,C1,C2

= cC(�
sh
C,C1,C2

), where we regard C1 and

C2 as objects of C⊗,c (resp. C⊗,sh) by the functor icC (resp. ishC ).

(3) The dg tensor functor cC : C⊗,sh → C⊗,c is a homotopy equivalence.

Remark 1.12. According to the above proposition, the category C⊗,sh is close to the category C⊗,c.
Furthermore, Lemma 3.3 describes the property on C⊗,sh that corresponds to the universality of
C⊗,c. When we construct the realization functor that is compatible with the tensor structures
in Section 3, the difference between C⊗,c and C⊗,sh is stated in Proposition 3.4.

Definition 1.13. We define the tensor category A2(V) to be the category of the universal

commutative external product on A1(V), and we define the dg tensor category Ash
2 (V) without

unit for (A1(V))⊗,sh, i.e.,

A2(V) = (A1(V))⊗,c, Ash
2 (V) = (A1(V))⊗,sh.

We denote the functor cA1(V) : Ash
2 (V)→ A2(V) by c2.

Remark 1.14. In the remainder of this paper, we regard the category A1(V) as the subcategories

of A2(V) and Ash
2 (V) induced by the functors icA(V) and ishA1(V).

1.5. Construction of A3(V). For ? = ∅ or sh, we construct the dg tensor category A?
3(V)

without unit by adjoining the cycle class maps to the category A?
2(V). We begin by introducing

the category E below.
Let E denote the homotopy one point dg tensor category, and let e denote the generating

object of E. They are defined in [41, Part II, Chapter II, 3.1.11] and satisfy the properties
below.

Proposition 1.15 ([41, Part II, Chapter II, 3.1.12]). E is a dg tensor category without unit.
The object e generates the objects of E through finite direct sums and finite tensor powers.

Proposition 1.16 ([41, Part II, Chapter II, 3.1.13]). Let D be a dg tensor category without
unit, and let d be an object of D such that the following statements hold:

(1) For each n > 0 and each σ ∈ Sn, we have

τσ = idd⊗n in H0(D(d⊗n, d⊗n)),

where τσ is the symmetry automorphism of d⊗n.
(2) For q < 0 and n > 0, Hq(D(d⊗n, d⊗n)) = 0 and Dq(d⊗n, d⊗n) is 2-torsion free.

Then, there exists a dg tensor functor E → D that sends e⊗n to d⊗n for n > 0. In addition,
such a dg tensor functor is unique up to homotopy.
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Definition 1.17. Let (X, f : X ′ → X) be an object of L(V). Then, we define the subgroup
Zq(X)f of Zq(X) that consists of the cycles C in Zq(X) such that f∗(C) is defined, i.e.,

codimX′(f
−1(supp(C))) ≥ q,

where supp(C) is the support of the cycle C.

Definition 1.18. Let ? be ∅ or sh. When ? = ∅, we regard A2(V) as a dg tensor category
without unit, where all morphisms are of degree zero. The dg tensor category A?

2(V)[E] without
unit is defined as the coproduct of A?

2(V) and E as dg tensor categories without unit.
We define the dg tensor category A?

3(V) without unit by adjoining morphisms and relations
to A?

2(V)[E] as follows: For each object (X, f) of L(V) and each q ∈ Z, let C be a cycle in
Zq(X)f . Then, we adjoin the morphism [C]? : e → ZX(q)f of degree 2q. When ? = sh , we set

d[C]sh = 0. If C is the zero element of Zq(X)f , then [C]? is defined to be the zero morphism.

We extend the dg tensor functor c2[E] : Ash
2 (V)[E] → A2(V)[E] to the dg tensor functor

c3 : Ash
3 (V)→ A3(V) by setting c3([C]sh) = [C].

Lemma 1.19. The dg functor c3 is a homotopy equivalence.

Proof. This lemma follows from [41, Part II, Chapter II, 2.2.4, and Chapter III, 3.1.12]. �

1.6. Construction of A4(V). For ? = ∅ or sh, we will enlarge the dg modules of morphisms
in the category A?

3(V) to obtain the dg tensor category A?
4(V) without unit by adjoining the

relations (up to homotopy) that the cycle class maps should satisfy.

Definition 1.20. For ? = ∅ or sh, we define the dg tensor category A?
4(V) without unit by

adjoining morphisms and relations to A?
3(V) as follows:

(1) Let X(q)f be an object of L(V)∗, and let C and D be cycles in Zq(X)f . We adjoin the

morphisms h?
m,n,C,D : e→ ZX(q)f of degree 2q − 1 via the relations

dh?
m,n,C,D = [mC + nD]? − [mC]? − [nD]?

for all m,n ∈ Z.
(2) Let (X, f) and (Y, g) be objects of L(V), let φ : ZX(q)f → ZY (q)g be a morphism

in A1(V), and let C be a non-zero cycle in Zq(X)f . Then, we adjoin the morphism

h?
X,Y,C,φ : e→ ZY (q)g of degree 2q − 1 via the relation dh?

X,Y,C,φ = φ ◦ [C]? − [φ∗C]?.

(3) Let X(q)f and Y (r)g be objects of L(V)∗, and let C and D be cycles of Zq(X)f and
Zr(Y )g, respectively. Then, we adjoin the morphisms

hl,?X,Y,C,D : e⊗ e→ ZX×SY (q + r)f×sg,

hr,?X,Y,C,D : e⊗ e→ ZX×SY (q + r)f×sg

of degree 2(q + r)− 1 via the relations

dhl,?X,Y,C,D = �? ◦ ([C]? ⊗ [D]?)−�? ◦ ([C ×S D]? ⊗ [S]?),

dhr,?X,Y,C,D = �? ◦ ([C]? ⊗ [D]?)−�? ◦ ([S]? ⊗ [C ×S D]?),

where C ×S D ∈ Zq+r(X ×S Y )f×sg is the product of the two cycles C and D (cf.

[41, Appendix A, 2.2.3(i)]) and �? is the commutative external product on A?
1(V) (cf.

Propositions 1.9 and 1.11).

We extend the dg tensor functor c3 : Ash
3 (V) → A3(V) to the dg tensor c4 : Ash

4 (V) → A4(V)
by setting c4(hsh) = h for all morphisms h? that are adjoined to As3(V) above.

Remark 1.21. In the previous definition, we constructed the category A4(V) by adjoining the
desired relations only up to homotopy. Levine also constructed a variant of the category A4(V)
by adjoining to A3(V) the same relations but not up to homotopy in [41, Part I, Chapter I,
1.4.12], and he studied the latter category.
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Lemma 1.22. The dg functor c4 is a homotopy equivalence.

Proof. From the fact that dhsh = 0 for all morphisms hsh adjoined in Definition 1.20, [41, Part
I, Chapter V, 1.3.5], and [41, Part II, Chapter III, 3.1.12], we find that the functor c4 satisfies
the hypothesis of [41, Part II, Chapter II, 2.2.5]. Hence, c4 is a homotopy equivalence. �

1.7. Construction of A5(V). In this section, we construct the dg tensor category A?
5(V) with-

out unit by adjoining the higher homotopies of the cycle class maps to A?
4(V) for ? = ∅ or

sh.

Definition 1.23. Let ? be ∅ or sh, and let k and r be positive integers. We will recursively
define the dg tensor categories A?

5(V)(r) and A?
5(V)(r,k) without unit. Consider A?

5(V)(0) =

A?
4(V). Suppose that we have formed the dg tensor category A?

5(V)(r−1) without unit; we

denote A?
5(V)(r−1) by A?

5(V)(r,0):

A?
5(V)(0) = A?

4(V), A?
5(V)(r,0) = A?

5(V)(r−1).

Suppose further that we have formed the dg tensor category A?
5(V)(r,k−1) without unit; we

define the dg tensor category A?
5(V)(r,k) without unit by adjoining morphisms and relations to

A?
5(V)(r,k−1) as follows:
For each object X(q)f of L(V)∗, let g : e⊗k → ZX(q)f be a non-zero morphism of degree 2q−r

inA?
5(V)(r,k−1) with dg = 0. Then, we adjoin the morphism hg : e⊗k → ZX(q)f of degree 2q−r−1

with dhg = g. We define the dg tensor category A?
5(V)(r) as the direct limit of {A?

5(V)(r,k)}k≥0,

and we define the dg tensor category A?
5(V) as the direct limit of {A?

5(V)(r)}r≥0, i.e.,

A?
5(V)(r) = lim−→

k

A?
5(V)(r,k), A?

5(V) = lim−→
r

A?
5(V)(r).

Similarly, let c
(1,0)
5 be the dg tensor functor c4. Suppose that we have formed the dg tensor

functor c
(r−1)
5 : Ash

5 (V)(r,0) → A5(V)(r,0); we denote c
(r−1)
5 by c

(r,0)
5 :

c
(1,0)
5 = c4, c

(r,0)
5 = c

(r−1)
5 .

Suppose that we have formed the dg tensor functor c
(r,k−1)
5 : Ash

5 (V)(r,k−1) → A5(V)(r,k−1); we

extend the functor c
(r,k−1)
5 to c

(r,k)
5 : Ash

5 (V)(r,k) → A5(V)(r,k) by setting

c
(r,k)
5 (hg) = h

(c
(r,k−1)
5 (g))

for all morphisms hg that are adjoined to Ash
5 (V)(r,k−1) above. We define the dg tensor functor

c5 : Ash
5 (V)→ A5(V) as the direct limit of c

(r,k)
5 with respect to positive integers k and r:

c
(r)
5 = lim−→

k

c
(r,k)
5 , c5 = lim−→

r

c
(r)
5 .

Lemma 1.24. The dg functor c5 is a homotopy equivalence.

Proof. If c
(r,k−1)
5 is a homotopy equivalence, then c

(r,k)
5 is a homotopy equivalence by [41, Part I,

Chapter V, 1.3.5], [41, Part II, Chapter II, 2.2.5], and [41, Part II, Chapter III, 3.1.12]. Hence,
c5 is a homotopy equivalence. �

1.8. Construction of Amot(V).

Definition 1.25. Let ? be ∅ or sh. We define the dg tensor category A?
mot(V) to be the dg tensor

full subcategory of A?
5(V), which is generated by objects of the form ZX(q)f or e⊗k ⊗ ZX(q)f ,

and we define the dg functor cmot : Ash
mot(V)→ Amot(V) as the restriction of c5.

Lemma 1.26. The dg functor cmot is a homotopy equivalence.
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Proof. This lemma follows from [41, Part I, Chapter V, 1.3.5] and [41, Part II, Chapter II, 2.2.5
and Chapter III, 3.1.12]. �

1.9. Construction of DM(V). We first extend the coefficient of A?
mot(V) and consider the

homotopy category of this extended category.

Definition 1.27. For any dg tensor category A and any commutative ring R, the dg tensor
category AR is defined as

Ob(AR) = ObA , AR(X,Y ) = A(X,Y )⊗Z R.

Definition 1.28. Let R be a commutative ring. Then, we define the triangulated tensor cat-
egory Kb

mot(V)R as the zeroth cohomology category of Cbdg(Amot(V)R) and define the tensor

category Kb
motsh as the full image of the functor

Kbcmot : Kb(Ash
mot(V)R)→ Kb

mot(V)R.

Definition 1.29 ([41, Part II, Chapter I, 1.3.7]). A triangulated functor F : A → B between tri-
angulated tensor categories is a triangulated pseudo-tensor functor if there exists a commutative
external product θ of F such that θ is an isomorphism and both F and θ are unital.

Proposition 1.30. Let R be a commutative ring that is flat over Z.

(1) The functor Kbcmot : Kb(Ash
mot(V)R)→ Kb

mot(V)R is an equivalence of triangulated cate-
gories.

(2) The tensor category Kb
motsh(V)R is a full triangulated tensor subcategory of Kb

mot(V)R,

and the functor Kbcmot : Kb(Ash
mot(V)R)→ Kb

motsh(V)R is a pseudo-tensor equivalence of
triangulated tensor categories.

Proof. See [41, Part II, Chapter II, 2.2.2]. �

We define the objects of Cbdg(Amot(V)R) that correspond to local cohomology groups.

Definition 1.31. For any object (X, f : X ′ → X) of L(V) and any closed subscheme W of X,
let j : U → X be the inclusion of the complement of W in X, and let j∗f : U ×X X ′ → U be
the projection. Suppose that the morphisms j : U → X and j∗f : U ×X X ′ → U are in V. We
define the object ZX,W (q)f of Cbdg(Amot(V)R) as

ZX,W (q)f = Cone(j∗ : ZX(q)f → ZU (q)j∗f )[−1].

The next step is to localize the triangulated tensor category Kb
mot(V)R with respect to some

class of morphisms, which should be isomorphisms in the derived category of the expected
abelian category of mixed motives.

Definition 1.32. Let R be a commutative ring that is flat over Z. We assume that V satisfies
the following three conditions:

(a) If X is an object of V and U is an open subscheme of X, then U is an object of V.
(b) If X is an object of V and P is a projective bundle over X, then P is an object of V.
(c) If X is an object of V and Z is a closed subscheme of X, then the blowup of X along Z

is an object of V.

Then, we define the triangulated tensor category Db
mot(V)R to be the localization of Kb

mot(V)R
obtained by inverting the following morphisms, i.e., Db

mot(V)R is the localization of Kb
mot(V)R

with respect to the saturated tensor multiplicative system of morphisms generated by the fol-
lowing morphisms (cf. [41, Part II, Chapter II, 2.3.2, 2.3.4]):
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(1) Homotopy equivalence. Let i : (X, f)→ (Y, g) be a morphism in L(V) such that i : X →
Y is the inclusion of a closed codimension-one subscheme in V, and let Z be a closed
subscheme of Y . We let W denote the inverse image of Z via i. Suppose that Z is
isomorphic to the affine line A1

W over W and that, via this isomorphism, i : W → Z is
the inclusion of 0×W into A1

W . Suppose further that W is an object of Smess
S . Then,

we invert the morphisms i∗ : ZX,W (q)f → ZY,Z(q)g for all q ∈ Z.
(2) Künneth formula. Let X and Y be objects of A1(V). Then, we invert the morphism

induced by the commutative external product

�X,Y : X ⊗ Y → X × Y ,

where × (resp. ⊗) is the tensor product on A1(V) (resp. Kb
mot(V)R).

(3) Gysin isomorphism. Let p : (X, f) → (W, g) be a morphism in L(V). Suppose that
p : X →W is a smooth morphism of relative dimension q with a section i : W → X. We
regard W as a closed subscheme of X via i. Let

α : e⊗ ZW (r − q)g[−2q]→ ZX×SX,W×X (r)f×f

denote the composite

e⊗ ZW (r − q)g[−2q]
[W ]⊗p∗−−−−−→ ZX,W (q)g ⊗ ZX(r − q)f

�−→ ZX×SX,W×X (r)f×f ,

and let ρ denote the morphism

ZX×SX,W×X (r)(f×f)
∐

∆ → ZX×SX,W×X (r)f×f

induced by the following morphism in L(V):

(X ×S X, f × f)→ (X ×S X, (f × f)
∐

∆),

where ∆ is the diagonal morphism X → X ×S X. Then, we invert the morphisms(
α −ρ
0 ∆∗

)
: e⊗ ZW (r − q)g[−2q]⊕ ZX×SX,W×X (r)(f×f)

∐
∆

→ ZX×SX,W×X (r)f×f ⊕ ZX×SX,W×X (r)f×f ,

for all r ∈ Z.
(4) Excision. Let (X, f) be an object of L(V), let W be a closed subscheme of X, and let

j : U → X be the inclusion of an open subscheme of X containing W . Then, for all
q ∈ Z, we invert the morphisms

j∗ : ZX,W (q)→ ZU,W (q).

(5) Unit. We invert the morphism

[S]⊗ id : e⊗ ZS(0)→ ZS(0)⊗ ZS(0).

(6) Moving lemma. For each object (X, f : X ′ → X) of L(V) and each morphism g : Y → X
in V, let φ be the canonical morphism

(X, f : X ′ → X)→ (X, f
∐

g : X ′
∐

Y → X)

in L(V). Then, for all q ∈ Z, we invert the morphisms

φ∗ : ZX(q)f
∐
g → ZX(q)f .

We define the triangulated tensor category Db
motsh(V)R as the full image of Kb

motsh(V)R in

Db
mot(V)R.

Finally, by adjoining projectors toDb
mot(V)R, we obtain Levine’s triangulated categoryDM(V)R

of mixed motives with coefficients in the ring R.



15

Definition 1.33 ([3, 1.2], [41, Part II, Chapter II, 2.4.1]). Let C be an additive category. Then,
the category C] is defined as follows:

(1) The objects of C] are pairs of the form (X, p), where X is an object of C and p is a
morphism in C(X,X) with p2 = p.

(2) A morphism f : (X, p) → (Y, q) in C] is given by a morphism f : X → Y in C such that
f = q ◦ f ◦ p. The composition of morphisms in C] is that induced by the composition in
C.

We can treat C as a full subcategory of C] by sending X to (X, id). The category C] is called the
pseudo-abelian hull (or Karoubi envelope, or idempotent completion) of C.

Proposition 1.34 ([3, 1.5], [41, Part II, Chapter II, 2.4.7]). For each triangulated (resp. trian-
gulated tensor) category T , the pseudo-abelian hull T] of T admits a unique triangulated (resp.
triangulated tensor) category structure such that the inclusion is a triangulated (resp. triangu-
lated tensor) functor. Moreover, each triangulated functor from T to T ′ is canonically extended
to a triangulated functor from T] to T ′] .

Proposition 1.35 ([41, Part II, Chapter II, 2.4.8.2]). Let T be a triangulated (resp. triangulated
tensor) category that contains the countable self-direct sum for each object of T . Then, the
inclusion of T in T] is an equivalence of triangulated (resp. triangulated tensor) categories.

Definition 1.36. Let R be a commutative ring that is flat over Z. Then, we define the triangu-
lated tensor category DM(V)R as the pseudo-abelian hull of Db

mot(V)R. DM(V)R is called the
triangulated motivic category of V with coefficients in R. We denote the category DM(SmS)R
by DM(S)R. If S is the spectrum of a commutative ring A, then we denote DM(SmS)R by
DM(A)R.

Remark 1.37. For any perfect field k that admits the resolution of singularities for all schemes
of finite type over k, Voevodsky [52] defined his own triangulated tensor category of motives
over k. Levine proved that this motivic category defined by Voevodsky and his own DM(k) are
equivalent (cf. [41, Part I, Chapter VI, 2.5.5]).

2. Geometric Cohomology Theory

As mentioned in the Introduction, Levine defined a geometric cohomology theory on V with
values in the category of complexes of abelian sheaves on some Grothendieck site and constructed
the realization functor associated with his geometric cohomology theory. In this section, we
will define a geometric cohomology theory on V with values in some tensor category. Our
geometric cohomology theory is a natural generalization of Levine’s. In fact, upon taking the
Godement resolution and the global sections, Levine’s theory becomes equivalent to ours. This
generalization is important for the constructions of realization functors associated with the mixed
Hodge cohomology theory and the étale cohomology theory (see Section 4).

First, we define a triangulated tensor system, which is a generalization of an exact category
that admits its derived category and on which our geometric cohomology theory takes its values.

Definition 2.1. A triangulated tensor system is a triple of the form (C, T , F ), where C is a
tensor category, T is a triangulated tensor category, and F is a triangulated tensor functor from
K+C to T .

Remark 2.2. For a triangulated tensor system (C, T , F ), we often treat objects or morphisms in
C+C as those in T obtained via the functor F .

Example 2.3. For a weakly idempotent complete exact category C (e.g., C is an abelian category,
cf. [15, Section 7]), let Ac+C denote the full subcategory of the bounded below homotopy
category K+(C) that consists of all acyclic objects. Because C is weakly idempotent complete,
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Ac+C is a thick subcategory of the triangulated category K+C (cf. [15, 10.14]). Then, we
obtain the derived category D+C := K+C/Ac+C of bounded below complexes over C. Now,
the triangulated functor F is defined to be the natural functor K+C → D+C. Assume further
that C is an exact tensor category. Then, the triangulated category D+C has a natural tensor
structure induced by that of C, and F is a triangulated tensor functor (cf. [41, Part II, Chapter
II, 2.3.4]). Hence, the triple (C, D+C, F ) forms a triangulated tensor system.

For simplicity, we denote this triangulated tensor system, which is associated with C, by D+C.

For each object X of Smess
S and a closed subscheme W of X, let ZqW (X) denote the subgroup

of Zq(X) that consists of the cycles in Zq(X) whose supports are contained by W . For each
object X(q)f of L(V)∗, let (X, f)q denote the set of closed subschemes W of X that is the
support of some effective cycle in Zq(X)f . The lemma below will be used in Section 3.

Lemma 2.4 ([41, Part I, Chapter V, 1.2.2]). Let (X, f) and (Y, g) be objects of L(V).

(1) Let φ : (X, f)→ (Y, g) be a morphism in L(V). Then, for all q ≥ 0 and all elements W
of (Y, g)q, the φ−1(W ) are in (X, f)q.

(2) Let q, r ≥ 0. Then, for all W ∈ (X, f)q and all Z ∈ (Y, g)r, the subschemes W ×S Z of
X ×S Y are in (X ×S Y, f × g)q+r.

Let C be an additive category, and let Γ be a functor from Vop × Z to C+C. Now, we define
the concept that corresponds to a local cohomology of Γ. Furthermore, we define the functors
ΓL and Γs as well as the natural transformation Γs → ΓL. We will use them to construct the
realization functor in the next section.

Definition 2.5. Using the above notation, for an object X of V and a closed subscheme W ⊂ X
of codimension q, let j : X \W → X be the inclusion of the complement of W ⊂ X. Then, we
define

ΓW (X, q) = Cone(Γ(j, q) : Γ(X, q)→ Γ(X \W, q))[−1],

and we define the functor Γs : L(V)op × Z→ C+C to be

Γs((X, f), q) =


lim−→

W∈(X,f)q

ΓW (X, q) for q ≥ 0

Γ(X, q) otherwise

if it exists. Furthermore, we define the functor ΓL : L(V)op × Z → C+C to be ΓL(X, f, q) =
Γ(X, q) for all objects X(q)f of L(V)op × Z.

From the definitions of ΓL and Γs, the natural morphisms ΓW (X, q) → Γ(X, q) induce a
natural transformation Γs → ΓL. Let ν be this natural transformation Γs → ΓL.

Remark 2.6. In the remainder of this paper, we denote Γ(f, q) by f∗ for any morphism f in V
if the integer q is clear from the context.

The definition of our geometric cohomology theory is as follows (see [41, Part I, Chapter V,
1.1.6] for the corresponding definition of Levine’s theory).

Definition 2.7. Let (C, T , F ) be a triangulated tensor system with a commutative external
product � of a functor Γ: Vop × Z → C+C. Furthermore, for each object X of V and each
effective cycle C in Zq(X), let clqW,X be a homomorphism from ZqW (X) to T (1,ΓW (X, q)[2q]),
where W is the support of C.

Then, the triple (Γ,�, clqW,X) is said to be a (C, T , F )-valued geometric cohomology theory on
V if it satisfies the following axioms:

(1) Direct sum. For each of the objects X and Y of V and for q ∈ Z, the canonical morphism
Γ(X

∐
Y, q)→ Γ(X, q)⊕ Γ(Y, q) is an isomorphism in C+(C).

(2) Cycle classes. The morphisms clqW,X satisfy the following conditions:
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(a) Let f : X → Y be a morphism in V. If f−1(W ) is contained in the support Z of
some effective cycle in Zq(Y ), then the diagram

ZqW (X)
clqW,X−−−−→ T (1,ΓW (X, q)[2q])

f∗
y yf∗

ZqZ(Y ) −−−−→
clqZ,Y

T (1,ΓZ(Y, q)[2q])

commutes.
(b) Let Z be the support of an effective cycle in Zr(Y ). Then,

clqW,X(C) � clrZ,Y (D) = clq+rW×SZ,X×SY (C ×S D)

for each C ∈ ZqW (X) and each D ∈ ZrZ(Y ), where the morphism

clqW,X(C) � clrZ,Y (D)

is the composite of

1
clqW,X(C)⊗clrZ,Y (D)
−−−−−−−−−−−−→ ΓW (X, q)⊗ ΓZ(Y, r)[2q + 2r] and

ΓW (X, q)⊗ ΓZ(Y, r)
�−→ ΓW×SZ(X ×S Y, q + r)[2q + 2r].

(3) Semi-purity. Let (X, f) be an object of L(V) and q ∈ Z. Then,

T (1,ΓW (X, q)[2q − p]) = 0

for all W ∈ (X, f)q, and p ≥ 1.
(4) Homotopy equivalence. Let i : X → Y be the inclusion of a closed subscheme of codi-

mension one in V. Let Z be a closed subscheme of Y , and let W be the inverse image of
Z via i. Suppose that Z is isomorphic to the affine line A1

W over W and that, via this
isomorphism, i : W → Z is the inclusion of 0×W into A1

W . Suppose further that W is
in Smess

S . Then, i∗ : ΓW (X, q)→ ΓZ(Y, q) is an isomorphism in T for q ∈ Z.
(5) Künneth formula. For all objects X and Y of V and for all q, r ∈ Z, the morphisms

induced by the commutative external product

�q,r
X,Y : Γ(X, q)⊗ Γ(Y, r)→ Γ(X ×S Y, q + r)

are isomorphisms in T .
(6) Gysin isomorphism. Let p : X → W be a smooth morphism in V of relative dimension

q with a section i : W → X. We regard W as a closed subscheme of X via i. Then, the
composite

Γ(W, r)
p∗−→ Γ(X, r)

∪clrW,X(W )
−−−−−−−→ ΓW (X, q + r)[2q]

is an isomorphism in T for each r ∈ Z, where ∪ clrW,X(W ) is the composite

Γ(X, r)
id⊗clqW,X(W )
−−−−−−−−→ Γ(X, r)⊗ ΓW (X, q)[2q]

�−→ ΓX×SW (X ×S X, q + r)[2q]
∆∗−−→ ΓW (X, q + r)[2q].

Here, ∆ is the diagonal morphism X → X ×S X.
(7) Excision. Let X be an object of V, let W be a closed subscheme of X, and let j : U → X

be the inclusion of an open subscheme U of X containing Z. Then, the morphism
j∗ : ΓW (X, q)→ ΓW (U, q) is an isomorphism in T for each q ∈ Z.

(8) Unit. The morphism cl0S,S(S) : 1 → Γ(S, 0) is an isomorphism in T when we regard S

as a cycle in Z0(S).
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Remark 2.8. For a geometric cohomology theory (Γ,�, clqW,X), we will often omit one or more

of the subscripts q, W or X of the cycle class map clqW,X when it or they are clear from the
context.

3. Realization of Levine’s Motivic Category

In this section, the category V will satisfy the conditions (a),(b) and (c) of Definition 1.32.
We will construct a realization functor from the motivic category DM(V) associated with a
given geometric cohomology theory on V that satisfies certain assumptions. The flow of our
construction is similar to that of Levine’s for the realization functor associated with his geometric
cohomology theory (cf. [41, Chapter V, Section 1]). The difference between the two constructions
is primarily derived from the difference in the definitions of the two geometric cohomology
theories. As mentioned at the beginning of Section 2, upon taking the Godement resolution
and the global sections, Levine’s geometric cohomology theory becomes equivalent to ours. This
section begins with the preparations for formulating our first main theorem (Theorem 3.5).

Let ∆ denote the category whose objects are the ordered sets [n] := {0 < · · · < n} for all
n ≥ 0 and whose morphisms are non-decreasing maps. For a category A, we let c.s.A denote
the category of cosimplicial objects of A; i.e., c.s.A is the category of functors from ∆ to A.

Definition 3.1. For an additive category A, the functor ι : C+
dgA → c.s.C+

dgA is defined as

ι(A)([n]) = A for all objects A of A and as ι(f)([n]) = f for all morphisms f of A.
We define the dg functor G as the composite functor

C+
dgA

ι−→ c.s.C+
dgA

cc−→ C+
dgC

+
dgA

Tot−−→ C+
dgA,

where the central arrow cc is defined to represent taking the associated cochain complex (cf. [41,
Part II, Chapter III, 1.2.1]) and Tot is the total complex functor defined in [44, 2.18] (see also
[43, 2.29]).

Lemma 3.2. Using the above notation, the canonical morphism id → G of endofunctors of
C+

dgA is homotopy equivalent.

Proof. For an object M of C+
dgA, the complex cc ◦ ι(M) is (M•, d•), which is defined as

M i =

{
M if i ≥ 0

0 otherwise
, di =

{
idM if i is odd

0 otherwise
: M i →M i+1.

Hence, it is evident that the map M → cc ◦ ι(M) is homotopy equivalent. Upon applying the
total complex functor Tot, we see that M → G(M) is also homotopy equivalent, as Tot is a dg
functor (cf. [43, 2.29], [44, 2.18]). �

Lemma 3.3 ([41, Part II, Chapter III, 2.2.4]). Let A and B be tensor categories without unit,
and let F be an additive functor from A to c.s.B with a commutative external product �. Then, F
can be naturally extended to a dg tensor functor F sh : A⊗,sh → C+

dgB; i.e., the following diagram

A F−−−−→ c.s.B

ish

y ycc

A⊗,sh F sh

−−−−→ C+
dgB

commutes, and F sh is compatible with the external product � of F .

The property of A⊗,sh stated in Lemma 3.3 is similar to the universality of A⊗,c stated in
Lemma 1.9. The primary difference between them is that the extended functor F sh in this
lemma is a dg tensor functor, whereas the extended functor in Lemma 1.9 is only additive. The
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proposition below corresponds to Step 2 of Levine’s construction of the realization functor given
in [41, Part I, Chapter 5, 1.3.1]. Using the lemma above, we will extend the additive functor

G ◦ ΓL to a dg tensor functor from Ash
2 (V) to C+

dgC.

Proposition 3.4. Let C be a tensor category. For a functor Γ: Vop × Z → C+C that admits
the functor Γs (cf. Definition 2.5), let � be a commutative external product of Γ. Assume that
Γ satisfies axiom (1) in Definition 2.7. Then, the additive functors G ◦ ΓL and G ◦ Γs can be

naturally extended to the dg tensor functors Γ2 and Γs,2 from Ash
2 (V) to C, which are compatible

with the commutative external product � of Γ. The natural transformation ν : ΓL → Γs (defined
in Definition 2.5) can also be naturally extended to ν2 : Γ2 → Γs,2:

L(V)op × Z
G◦ΓL−−−−→ C+C L(V)op × Z

G◦Γs−−−−→ C+Cy y y y
Ash

2 (V)
Γ2−−−−→ C+

dgC, Ash
2 (V)

Γs,2−−−−→ C+
dgC.

Proof. First, using Lemma 1.3, we extend the functors ΓL and Γs to the symmetric monoidal
functors ΓL∗ and Γs,L∗ from L(V)∗ to C+

dgC by setting

ΓL∗(i∗) : Γ(X, q)
id⊕0−−−→ Γ(X, q)⊕ Γ(Y, q)

∼=−→ Γ(X
∐

Y, q),

Γs,L∗(i∗) : Γs(X, f, q)
id⊕0−−−→ Γs(X, f, q)⊕ Γs(Y, g, q)

∼=−→ Γ(X
∐

Y, f
∐

g, q)

for each natural inclusion i : X(q)f → (X
∐
Y )(q)f

∐
g in L(V)op × Z using Definition 2.7(1).

To be precise, using Lemma 1.3(1) for C = L(V)op × Z, D = C+
dgC, Φ = {i∗ | i∗ : X(q)f →

(X
∐
Y )(q)f

∐
g}, F = ΓL (resp. Γs), and ψi∗ = ΓL∗(i∗) (resp. Γs,L∗(i∗)), we obtain the sym-

metric monoidal functor FΨ : CΦ → D. Because the morphisms ψi∗ = ΓL∗(i∗) (resp. Γs,L∗(i∗))
satisfy the three relations specified in Definition 1.4, we can apply Lemma 1.3(2) in this case.
Thus, we obtain the symmetric monoidal functor FR : CR = L(V)∗ → C+

dgC, and ΓL∗(i∗) (resp.

Γs,L∗(i∗)) is defined to be FR. We extend the natural transformation ν : Γs → ΓL to the natural
transformation νL : Γs,L → ΓL by setting νL(Γs,L∗(i∗)) = ΓL∗(i∗).

Next, we will extend the functors ΓL∗ and Γs,L∗ to the functors Γ2 and Γs,2 from Ash
2 (V) to

C+
dgC. Let ? be ∅ or s. Because C+

dg(C) is an additive category, we can canonically extend the

symmetric monoidal functor Γ?,L∗ to the tensor functor from ZL(V)∗ to C+
dgC (cf. Definition

1.5). Let Γ?,ZL∗ denote this functor, Γ?,ZL∗ : ZL(V)∗ → C+
dgC.

The commutative external product � of Γ can be naturally extended to that of the functor
Γ?,ZL∗ : ZL(V)∗ → C+

dgC, using Lemma 2.4, for the case of ? = s. By applying Lemma 3.3 to

the pair (ι ◦ Γ?,ZL∗ , ι ◦ �), where ι is the functor defined in Definition 3.1, we obtain the dg

tensor functor (ι ◦ Γ?,ZL∗)
sh : (ZL(V)∗)⊗,sh → C+

dgC
+
dgC. Now, we define the functor Γ?,0 to be

the composite of this functor (ι ◦Γ?,ZL∗)
sh and the total complex functor used in Definition 3.1.

This total complex functor is a tensor functor (cf. [43, 2.29], [44, 2.18]). Similarly, the natural
transformation νL : Γs,L → ΓL extends to the natural transformation Γs,0 → Γ0. Let ν0 be this

natural transformation, Γs,0 → Γ0. We remark that the composite of ZL(V)∗ → (ZL(V)∗)⊗,sh

and Γ?,0 is equal to G ◦ Γ?,ZL∗ by Lemma 3.3.

It follows from the construction of (−)⊗,sh (cf. [41, Part II, Chapter III, 2.1.5]) that Ash
2 (V)

is isomorphic to the dg tensor category obtained by imposing the relations in Definition 1.7 on
(ZL(V))⊗,sh. Upon applying the functor Γ?,0 to these relations, we see that similar relations

hold in C+
dgC. Hence, using Lemma 1.3(2), we can extend the dg tensor functor Γ?,0 to the

dg tensor functor from Ash
2 (V) to C+

dgC. We denote this extended tensor functor by Γ?,2. The

natural transformation ν0 naturally extends the natural transformation ν2 : Γs,2 → Γ2. �
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The following is our first main result, which is a generalization of Levine’s theorem ([41, Part
I, Chapter V, 1.3.1]).

Theorem 3.5. Let (C, T , F ) be a triangulated tensor system, and let R be a commutative ring
that is flat over Z such that the ring C(1, 1) is an R-algebra. Let d be an object of C+C with an
isomorphism d ∼= 1 in D+C that satisfies the assumption in Proposition 1.16. Furthermore, let
(Γ,�, clqW,X) be a (C, T , F )-valued geometric cohomology theory on V that admits the functor Γs
(defined in 2.5). Now, we assume the following two conditions:

(1) The class of the cycle class cl(C) in T (1,Γs(X, f, q)[2q]) belongs to the image of the map
from K+C(d,Γs(X, f, q)[2q]), which is induced by the functor F and by the morphism d ∼= 1, for
each object X(q)f of L(V)∗ and each cycle C in Zq(X)f , where W is the support of C.

(2) The maps

K+C(d,Γs(X, f, q)[2q − p]) −→ T (1,Γs(X, f, q)[2q − p]),

which are induced by F and d ∼= 1, are injective for all objects (X, f) of L(V), p ≥ 0, and q ∈ Z.
Then, the functor Γ can be canonically extended to a triangulated functor

DbΓmot : Db
mot(V)R → T ,

which sends e to d and satisfies the following conditions:

(1) The composite functor F ◦G ◦ Γ is equal to the composite

Vop × Z→ Db
mot(V)R

DbΓmot−−−−−→ T ,

where the left arrow is the natural functor that sends (X, q) to ZX(q).
(2) The functor Db(Γmot) is compatible with the cycle class maps cl via d ∼= 1.
(3) The restriction of DbΓmot to Db

motsh(V)R is a triangulated pseudo-tensor functor (cf. Def-

inition 1.29) from Db
motsh(V)R to T , which is compatible with the commutative external

product � of Γ.

Definition 3.6. The triangulated functor RΓ : DM(V)R → T] is defined to be the pseudo-

abelian hull (cf. Proposition 1.34) of the functor DbΓmot in the above theorem. We call this
functor RΓ the realization functor associated with Γ. In particular, when the embedding of T
in T] is an equivalence (cf. Proposition 1.35), we define the realization functor associated with
Γ to be the composite of RΓ and its quasi-inverse T] → T .

To prove Theorem 3.5, we first prove the proposition below.

Proposition 3.7. Given the same assumptions as in the theorem above and without assuming
that the triple (Γ,�, cl) satisfies axioms (4), (5), (6) and (7) of Definition 2.7, the functor Γ can
be extended to a dg tensor functor

Γmot : Ash
mot(V)⊗R→ C+

dgC,

which sends e to d such that the composite

Kb(Ash
mot(V)⊗R)

H0CbdgΓmot

−−−−−−−→ KbC+
dgC

Tot−−→ K+C F−→ T

is compatible with the triple (Γ,�, cl) via the isomorphism d ∼= 1, where Tot is the total complex
functor (cf. [41, Part II, Chapter II, 1.2.9]).

Proof. We will extend the functor Γ to the functor from Ash
mot(V) step by step along the flow of

the construction of Ash
mot(V) (cf. Section 1.1). First, by Proposition 3.4, we extend the natural

transformation ν : ΓL → Γs to the natural transformation ν2 : Γ2 → Γ2,s of functors from Ash
2 (V)

to C+
dgC.
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Step 1 . The extension to A3(V).
By Proposition 1.16, we choose a dg tensor functor I : E→ C+

dgC that satisfies I(e⊗n) = d⊗n for

all n ≥ 1. Such a functor is unique up to homotopy (cf. loc. cit.). Let Γ?,2[I] : Ash
2 (V)[E]→ C+

dgC
denote the dg tensor functor that is the coproduct of I and Γ?,2. The natural transformation ν2

extends to the natural transformation ν2[I] : Γs,2[I]→ Γ2[I].
Using Lemma 1.3, we extend the dg tensor functor Γ?,2[I] to the dg tensor functor Γ?,3

from Ash
3 (V) to C+

dgC as follows: For each object X(q)f of L(V)∗ and each non-zero cycle C in

Zq(X)f , we choose a morphism γ : d → G ◦ Γs(X, f, q)[2q] in C+
dgC, which represents the cycle

class clqW,X(C) : d → ΓW (X, q)[2q] of C, using assumption (1) of this theorem, where W is the
support of C. Then, we consider the morphism

Γs,3([C]sh) : d→ Γs,2[I](X, f, q) = G ◦ Γs(X, f, q)

of degree 2q for the composite morphism

d
γ−→ Γs(X, f, q)[2q]→ G ◦ Γs(X, f, q)[2q],

where the right arrow is the canonical morphism.
We define the morphism Γ3([C]sh) : d → Γ3[I](X, f, q) of degree 2q to be the composite of

Γs,3([C]sh) and the morphism Γs,2(X, f, q) → Γ2(X, f, q) that is induced by the natural trans-
formation ν2 : Γs,2 → Γ2. The natural transformation ν2[I] is naturally extended to the natural
transformation ν3 : Γs,3 → Γ3.

Step 2 . The extension to A4(V).

We extend the dg tensor functor Γs,3 to the dg tensor functor Γs,4 from Ash
4 (V) to C+

dgC using

Lemma 1.3 as follows: Let X(q)f be an object of L(V)∗, and let C and D be cycles in Zq(X)f .
Then, the morphism

Γs([mC + nD]sh − [mC]sh − [nD]sh) : d→ Γs(X, f, q)[2q]

is zero in T by the additivity of the cycle class maps clqW,X . This morphism is already zero

in K+C by Lemma 3.2 and assumption (2) of this theorem. Then, we choose a morphism
η : d→ Γs(X, f, q) of degree 2q in C+

dgC such that

dη = Γs([mC + nD]sh − [mC]sh − [nD]sh).

Here, we consider the morphism Γs,4(hshm,n,C,D) : d→ Γs,3(X, f, q) for this morphism η. Similarly,

for each morphism h that is adjoined to Ash
3 (V) in Definition 1.20(2) and (3), there exists a

morphism ηh in C+
dgC such that dηh = Γs,3(h), by axioms (2)(a) and (2)(b) of Γ in Definition 2.7

and by the assumptions of this theorem. We choose such a morphism ηh and set Γs,4(h) = ηh.
Then, we obtain the functor Γs,4.

We extend the dg tensor functor Γ3 to that denoted by Γ4 from Ash
4 (V) to C+

dgC, in a manner

similar to that used in the construction of Γ3, by means of the functor Γs,4 and the natural
transformation ν3. We also naturally extend ν3 to the natural transformation ν4 : Γs,4 → Γ4.

Step 3 . The extension to A5(V).

Let ? be ∅ or s. We set Γ
(0)
?,5 = Γ?,4 : Ash

4 (V) → C+
dgC and ν

(0)
5 = ν4 : Γs,4 → Γ4. Let r be a

positive integer. Suppose that we have formed the dg tensor functor Γ
(r−1)
?,5 from Ash

5 (V)(r−1)

to C+
dgC and the natural transformation ν

(r−1)
5 : Γ

(r−1)
s,5 → Γ

(r−1)
5 . We denote Γ

(r−1)
?,5 and ν

(r−1)
5

by Γ
(r,0)
?,5 and ν

(r,0)
5 , respectively. Furthermore, let k be a positive integer, and suppose that we

have formed the dg tensor functor Γ
(r,k−1)
?,5 and the natural transformation ν

(r,k−1)
5 :

Γ
(r,k−1)
?,5 : Ash

5 (V)(r,k−1) → C+
dgC, ν

(r,k−1)
5 : Γ

(r,k−1)
s,5 → Γ

(r,k−1)
5 .
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Then, we extend the dg tensor functor Γ
(r,k−1)
?,5 to the dg tensor functor

Γ
(r,k)
?,5 : Ash

5 (V)(r,k) → C+
dgC

and extend the natural transformation ν
(r,k−1)
5 to the natural transformation

ν
(r,k)
5 : Γ

(r,k)
s,5 → Γ

(r,k)
5

in a manner similar to that used in the previous step:
For each q ∈ Z, each object (X, f) of L(V) and each non-zero morphism g : e⊗k → ZX(q)f of

degree 2q − r in Ash
5 (V)(r,k−1) with dg = 0, the morphism

Γ
(r,k−1)
s,5 (g) : d→ Γs,5(X, f, q)[2q − r] = Γs(X, f, q)[2q − r]

is zero in T because of the semi-purity in Γ (cf. Definition 2.7(3)). By assumption (2) of this
theorem, the map induced by F and d ∼= 1,

K+C(d,Γs(X, f, q)[2q − r])→ T (1,Γs(X, f, q)[2q − r]),

is injective; therefore, the morphism Γ
(r,k−1)
s,5 (g) is also zero in K+C. Hence, there exists a

morphism η : d→ Γs(X, f, q) of degree 2q− r−1 in C+
dgC such that dη = Γ

(r,k−1)
s,5 (g) because the

morphism dΓ
(r,k−1)
s,5 (g) is zero in C+

dgC. We choose such a morphism η and set Γ
(r,k)
s,5 (hg) = η,

where hg is the morphism adjoined to Ash
5 (V)(r,k−1) (cf. Definition 1.23). Using Lemma 1.3, the

assignment hg 7→ η extends the dg tensor functor Γ
(r,k−1)
s,5 to the dg tensor functor Ash

5 (V)(r,k) →
C+

dgC. Now, we denote this extended functor by Γ
(r,k)
s,5 .

We define the dg tensor functor Γ
(r,k)
5 in a manner similar to that used in the previous step,

and we define the dg tensor functor Γ5 : Ash
5 (V) → C+

dgC to be the limit of the direct system of

{Γ(r,k)
5 }k,r with respect to positive integers k and r:

Γ
(r)
5 = lim−→

k

Γ
(r,k)
5 , Γ5 = lim−→

r

Γ
(r)
5 .

Step 4 . The extension to Ash
mot(V).

We define the dg tensor functor Γmot to be the restriction of the functor Γ5 to the dg tensor

subcategory Ash
mot(V). From the construction, it is evident that this functor exhibits the desired

properties. �

Proof of Theorem 3.5. Let Γmot be a dg tensor functor constructed as in the previous proposi-

tion. Then, we define the triangulated tensor functor KbΓsh
mot to be the composite

Kb(Ash
mot(V)⊗R)

H0CbdgΓmot

−−−−−−−→ KbC+
dgC

Tot−−→ K+C.

By Proposition 1.30, the triangulated functor

Kbcmot : Kb(Ash
mot(V)⊗R)→ Kb

mot(V)R := Kb(Amot(V)⊗R)

is an equivalence of triangulated categories; therefore, the functor KbΓsh
mot can be extended to

the triangulated functor

KbΓmot : Kb
mot(V)R → K+C.

It follows from axioms (4)–(8) of Definition 2.7 that the composite

Kb
mot(V)R

KbΓmot−−−−−→ K+C F−→ T
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of the functorsKbΓmot and F : K+C → T factors through the localizationDb
mot(V)R ofKb

mot(V)R.
Let DbΓmot denote this triangulated functor from Db

mot(V)R to T . Thus, the diagram

Kb
mot(V)R

KbΓmot−−−−−→ K+Cy yF
Db

mot(V)R −−−−−→
DbΓmot

T

commutes, where the vertical arrows are the canonical morphisms. The restriction of DbΓmot

to the full image Db
motsh(V)R of Kb

motsh(V)R is a triangulated pseudo-tensor functor.

It follows from Proposition 3.7 and the construction of the functor DbΓmot that it has the
desired properties. This completes the proof of Theorem 3.5. �

Corollary 3.8 (Theorem 0.1). Let C be a weakly idempotent complete exact tensor category
(cf. Example 2.3) whose unit object is projective and that admits arbitrary filtered direct limits
(we do not assume exactness properties for the filtered direct limits.). Let R be a commutative
ring that is flat over Z such that the ring C(1, 1) is an R-algebra. Then, all C-valued geometric
cohomology theories (Γ,�, cl) satisfy the assumptions of Theorem 3.5. In particular, there exists
a triangulated functor

RΓ,] : DM(V)R → D+C]
that is compatible with the cycle class maps cl and exhibits the following two properties:

(1) The composite functor

Vop × Z→ DM(V)R
RΓ,]−−−→ D+C]

is isomorphic to the functor Γ via the functor G (defined in Definition 3.1) and the canonical
functor C+C → D+C → D+C].

(2) The restriction of RΓ,] to the triangulated tensor category Db
motsh(V)R is a triangulated

pseudo-tensor functor that is compatible with the external product � of Γ.
Assume further that the triangulated category D+C equips the countable self-direct sums for

all objects of D+(C). Then, the composite

RΓ : DM(V)R
RΓ,]−−−→ D+C] → D+C

of RΓ,] and a quasi-inverse of D+C → D+C] (cf. Proposition 1.35) exhibits the same properties
listed above.

Proof. Because the unit object 1 of C is projective, the canonical morphisms

K+C(1,M)→ D+C(1,M)

are isomorphisms for all objects M of K+C. Hence, the assumption holds for any geometric
cohomology theory (Γ,�, cl). Assertion (1) follows from Lemma 3.2. The other is trivial. �

4. Examples of Realization

4.1. Hodge realization. (1) The Hodge cohomology theory (cf. [41, Chapter V, 2.3]). For a
Noetherian subring R of R, let C be the dg tensor category C+

H′R
of bounded below enlarged R-

mixed Hodge complexes (cf. [41, Chapter V, 2.3.1]). Furthermore, let T be its derived category
D+
H′R

, and let F be the composite of the total complex functor K+C+
H′R
→ H0C+

H′R
=: K+

H′R
and

the canonical functor K+
H′R
→ D+

H′R
,

F : K+C+
H′R
→ H0C+

H′R
→ D+

H′R
.
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Then, the triple (C, T , F ) forms a triangulated tensor system. We note that the triangulated
tensor category T is canonically equivalent to the bounded below derived category of the abelian
tensor category of polarizable R-mixed Hodge structures (cf. [41, Chapter V, 2.3.3]).

Let V be the category SmC of smooth and quasi-projective schemes over C, and let Γ: Vop×
Z → C+C be the functor RHdg(−) constructed in [41, Chapter V, 2.3.9]. Then, combining the
usual external product � and the usual cycle class maps clqW,X , the functor Γ forms a (C, T , F )-
valued geometric cohomology on V.

Levine constructed the object P ∗ in the category T which is isomorphic to the unit object
such that the map of the represented functors

K+C(P ∗,−)→ T (P ∗,−)

is an isomorphism (cf. [41, Chapter V, 2.3.10.1]). Hence, we have a realization functor associated
with this geometric cohomology theory by means of Theorem 3.5 when d ∼= 1 is P ∗ ∼= 1.

(2) The real Hodge cohomology theory (cf. [41, Chapter V, 2.3.11]). For a Noetherian subring
R of R, let C be the dg tensor category C+∞

H′R
of bounded below enlarged real R-mixed Hodge

complexes (cf. [41, Chapter V, 2.3.11]). Furthermore, T be its derived category D+∞
H′R

, and let

F be the composite of the total complex functor KbC+∞
H′R
→ H0C+∞

H′R
and the canonical functor

H0C+∞
H′R
→ D+∞

H′R
. Then, the triple (C, T , F ) forms a triangulated tensor system.

Let V be the category SmR, and let Γ: Vop × Z → C+C be the functor RHdg∞(−). Then,
there also exist the usual external product � and the usual cycle class maps clqW,X for Γ such

that they form a (C, T , F )-valued geometric cohomology on V. In a method similar to the above
case, we have the realization functor associated with this geometric cohomology theory.

4.2. Étale realization. (1) The l-adic étale cohomology theory (cf. [41, Chapter V, 2.2]). The
base scheme S is smooth and essentially of finite type over a ring R, where R is either an
algebraically closed field, a global field, a local field, a finite field, or a ring of integers in a
global field or in a local field (for simplicity). For a rational prime l which is invertible on S,

let Sh
Z/l∗

ét (S) denote the abelian tensor category of étale sheaves of Z/l∗-modules on S. Let

C be the full dg tensor subcategory of C+
dgSh

Z/l∗

ét (S) whose objects are all normalized Z/l∗-

modules. Furthermore, T is its derived category D+limShZl
ét (S), and let F be the restriction of

the composite functor

KbC+
dgSh

Z/l∗

ét (S)
Tot−−→ K+Sh

Z/l∗

ét (S)→ D+Sh
Z/l∗

ét (S)

to the full subcategory KbC. Then, the triple (C, T , F ) forms a triangulated tensor system.
Let V be the category SmS , and let Γ: Vop×Z→ C+C be the functor which sends any object

(X
p−→ S, j) in V × Z to Rp∗Zét,X,l(j) (cf. [41, Chapter V, 2.2.8]). Then, combining the usual

external product � and the usual cycle class maps clqW,X , the functor Γ forms a (C, T , F )-valued

geometric cohomology on V. By [41, Chapter V, 2.2.8.1], we can apply Theorem 3.5 to this
geometric cohomology theory. We thus have the associated realization functor.

(2) The étale cohomology theory with coefficients in Z/lr. Composing the canonical functor

from Sh
Z/l∗

ét (S) to the category Sh
Z/lr

ét (S) of étale sheaves of Z/lr-modules on S, we have a
geometric cohomology theory attached to the étale cohomology on S with coefficients in Z/lr

and the associated realization functor.

4.3. Mixed absolute Hodge realization. The mixed absolute Hodge cohomology theory (cf.
[41, Chapter V, 2.4]). For a field k of finite type over Q, and a Noetherian subring R of R, let
C be the dg tensor category C+

MAH,k,R of polarizable R-mixed absolute Hodge complexes over
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k, and let T be its derived category D+
MAH,k,R. We define the tensor triangulated functor F to

be the composite

K+C → H0C → T .
of the total complex functor and the canonical functor. Then, the triple (C, T , F ) forms a
triangulated tensor system.

Let V be the category Smk, and let Γ: Vop×Z→ C+C be the functor which sends any object

(X
p−→ S, j) in V × Z to the one RMAH,k(j) defined in [41, Chapter V, 2.4.8 and 2.4.9]. Then,

combining the usual external product � and the usual cycle class maps clqW,X , the functor Γ

forms a (C, T , F )-valued geometric cohomology on V (cf. [41, p. 291]). Furthermore, we can apply
Theorem 3.5 to this geometric cohomology theory (cf. [loc. cit.]). We thus have the associated
realization functor.

5. p-adic Hodge Cohomology

5.1. p-adic Hodge geometric cohomology theory. In this section, let p be a prime number,
and let O be a complete discrete variation ring of mixed characteristic with a residue field k of
characteristic p. Let K denote the quotient field of O, let K0 denote the maximal unramified
extension of Qp in K, and let σ denote the Frobenius automorphism of K0. Let VK denote
the category of K-vector spaces, let V0 denote that of K0-vector spaces with a σ-linear endo-
morphism, and let VdR denote that of K-vector spaces with a separated exhaustive decreasing
filtration. For any field F and scheme X, we denote X ×SpecZ SpecF by XF .

To construct a p-adic Hodge realization functor from DM(O), for each object of SmO, we
first present a functorial (at the level of complexes) construction of a triple of the following:

(1) A complex of the de Rham cohomology of the generic fiber with the Hodge filtration.
(2) A complex of the rigid cohomology of the special fiber with the Frobenius automorphism.
(3) A morphism of complexes from the former to the latter, called the specialization map.

In this construction, it is essential for us to treat a prime filter of X as a point of X for each rigid
analytic space X . This is because the usual points of X are not sufficient to use the Godement
resolution as a canonical resolution of sheaves on X , but the prime filters of X are sufficient.
From this perspective, a functorial construction of a complex of the rigid cohomology is given
by Besser [11], and one for a specialization map on complexes is given by Chiarellotto, Ciccioni
and Mazzari [16]. Our construction of such a triple is based on these studies.

This section begins with the construction of the exact tensor category pHS such that such a
triple belongs to the objects of C+pHS; this category contains the category of filtered Frobenius
modules (cf. [26]) as a full subcategory. Categories similar to C+pHS have previously been
studied by Bannai [4, Section 2] and Chiarellotto et al. [16, Section 2].

Definition 5.1. We define the exact categories pHS and pHS0 as follows:

(1) The objects of pHS are systems of the form M = ((M0, φ),MK , (MdR, F ), cM , sM ),
where (M0, φ) is an object of V0, MK is a K-vector space, (MdR, F ) is an object of VdR,
and c : M0 ⊗K →MK and s : MdR →MK are K-linear maps.

(2) For any two objects M and N of pHS, a morphism in pHS is given by a system
(f0, fK , fdR), where f? : M? → N? is a morphism in V? for each ? = 0,K, or dR such
that the diagram

M0
cM−−−−→ MK

sM←−−−− MdR

f0

y fK

y fdR

y
N0 −−−−→

cN
NK ←−−−−

sN
NdR

commutes.
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(3) A kernel-cokernel pair A
f−→ B

g−→ C in pHS (i.e., f and g are morphisms in pHS,

A = Kerg and C = Cokerf) is a short exact sequence if the pair A?
f?−→ B?

g?−→ C? is a
short exact sequence in V? for each ? = 0,K, or dR.

The exact category pHS0 is obtained by forgetting the σ-linear maps φ.

We will use the category pHS0 in the next section.

Remark 5.2. (1) The exact categories pHS and pHS0 satisfy the assumption regarding C in
Example 2.3 with respect to natural tensor structures. Therefore, D+pHS and D+pHS0 are
triangulated tensor systems. The unit object in this exact category pHS0 is projective; however,
that in pHS is not.

(2) Let M be an object of C+pHS such that M? is acyclic for each ? = 0,K, or dR. Then,
M is acyclic.

Lemma 5.3. Let f : M → N be a morphism in C+pHS.

(1) Suppose that MdR and NdR are strict and that the morphisms H i(fdR) in VdR are strict
for all i ∈ Z. Then, the cone of fdR is also strict.

(2) Suppose further that f? : M? → N? is a quasi-isomorphism of complexes of vector spaces
for each ? = 0,K, or dR. Then, f is a quasi-isomorphism in C+pHS.

Proof. Assertion (1) is proven in [6, 3.1], and the other follows from (1) and Remark 5.2(2). �

Next, we recall the Godement resolution of sheaves, which will be needed later (cf. [41,
Part II, Chapter IV]). For a Grothendieck site X and a commutative ring R, we denote the
category of sheaves of R-modules on X by Sh(X , R). Let P be a conservative family of
points of X (i.e., (1) the functors Sh(X , R) 3 F 7→ Fp ∈ Sh(pt, R) are exact for all points
p of X in P and (2) Fp = 0 for all p ∈ P implies F = 0 for an F ∈ Sh(X , R)). Then,
let G∗R,P : Sh(X , R) → C+Sh(X , R) denote the Godement resolution associated with P , and
let αP : id → G∗R,P denote the augmentation. We extend this functor G∗R,P to the functor

C+Sh(X , R) → C+Sh(X , R) by composing the total complex functor. We again denote this
extended functor by G∗R,P . Then, we can show that the Godement resolution has the following
properties.

Lemma 5.4. (1) For each object F of C+Sh(X , R) and each object X of X , G∗R,PF is acyclic

with respect to the functor Γ(X,−) and the morphism F −→ G∗R,PF induced by the augmentation
αP is a quasi-isomorphism.

(2) Furthermore, let u : Sh(X , R) → Sh(Y , R) be a morphism of Grothendieck topoi, and
let Q be a conservative family of points of Y such that the composite of p and f belongs to
Q for each point p in P . Then, for a morphism f : G → u∗F of complexes of sheaves on Y ,
where F and G are objects of C+Sh(X , R) and C+Sh(Y , R), respectively, there exists a natural
morphism gf : G∗R,QG→ f∗G

∗
R,PF such that gf ◦ αQ = u∗(αP ) ◦ f .

Proof. Assertion (1) follows from [41, Part II, Chapter IV, 2.2]. See [16, 3.1.2] for a proof of the
other. �

Lemma 5.5. We assume that X has a finial object x and that products over x exist. Let F1, F2,
and F3 be objects of C+Sh(X , R), and let µ be a morphism p∗1F1⊗ p∗2F2 → F3 ◦× of complexes
of sheaves on X ×X , where the pi : X ×X → X are the projections to the i-th component.
Then, there exists a morphism of complexes of sheaves of R-modules

G∗R,Pµ : p∗1G
∗
R,PF1 ⊗ p∗2G∗R,PF2 → G∗R,PF3 ◦ ×

that is natural in µ and is compatible with µ via the augmentations

p∗1αP ⊗R p∗2αP : p∗1F1 ⊗R p∗2F2 → p∗1G
∗
R,PF1 ⊗R p∗2G∗R,PF2,
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αP ◦ × : F3 ◦ × → G∗R,PF3 ◦ ×.
If F1 = F2 = F3 and if µ is associated and commutative, then G∗R,Pµ is also associated and
commutative.

Furthermore, let us use the notations used in Lemma 5.4(2), and let us also assume that Y has
a finial object y and that products over y exist. Let fi : Gi → u∗Fi be a morphism in C+Sh(Y , R)
for i = 1, 2, 3, and let ν be a morphism q∗1G1 ⊗ q∗2G2 → G3 ◦ ×, where the qi : Y × Y → Y
are the projections, such that ν is compatible with µ via the morphisms fi. Then, G∗R,Qν is also
compatible with G∗R,Pµ via the morphisms gfi.

Proof. The first half of this assertion is proven in [41, Part II, Chapter IV, 2.3.7], and the
compatibility follows from the constructions of gfi , G

∗
R,Pµ and G∗R,P ν. �

To use the Godement resolution, following [16, Section 3 and 4], we prepare the conservative
families of points of rigid analytic spaces with the rigid analytic site and of schemes with the
Zariski site, respectively. For a rigid analytic space X , let Pt(X ) be the set of points of X that
consists of all prime filters (cf. [51, Section 2]) of X . For an object X of SmK , we let Xan denote
the rigid analytic space associated with X. Furthermore, let Pt(X) denote the set of points of
X that consists of all Zariski points of X with discrete topology. We regard the set Pt(Xan) as
the set of points of X via the canonical morphism Xan → X of sites.

Lemma 5.6. Using the above notations, Pt(X ) (resp. Pt(X)) is a conservative family of points
of X (resp. X). In particular, Pt(X) ∪ Pt(Xan) is a conservative family of points of X.

Proof. See [51, Section 4] after the proof of Theorem 1. �

For simplicity, we will write Gdaz = G∗R,Pt(X)∪Pt(Xan) and Gda = G∗R,Pt(X ) when the sets

Pt(X) ∪ Pt(Xan) and Pt(X ) and the ring R are clear from the context. Now, in this section,
we will begin to construct the desired functor.

Step (1). We present a functorial construction of a complex of the de Rham cohomology. For
details of this cohomology theory, we refer to [22].

Let X be an object of SmK , and let Ω•X denote the de Rham complex of X. For each

compactification X of X with a normal crossing divisor D := X \X, let Ω•X〈D〉 denote the de

Rham complex of X with logarithmic poles along the divisor D. Then, the pair

(Γ(X,Gd2
azΩ
•
X
〈D〉),Γ(X,Gd2

azΩ
•≥n
X
〈D〉))

of complexes forms an object of C+VdR whose cohomology is the de Rham cohomology of X
with the Hodge filtration. Then, we define the object ΓdR(X) of C+VdR to be the direct limit
of the pair

(Γ(X,Gd2
azΩ
•
X
〈D〉),Γ(X,Gd2

azΩ
•≥n
X
〈D〉)

with respect to the direct system that consists of all normal crossing compactifications X of X.

Proposition 5.7 ([32, 7.1.2]). The above correspondence X 7→ ΓdR(X) can be naturally extended
to a functor ΓdR : Smop

K → C+VdR that exhibits the following properties:

• Let X be an object of SmK . Then, ΓdR(X) is a strict complex. The cohomology groups
H i(ΓdR(X)) are of finite dimension for all i ∈ Z and are zero if i� 0.
• The H i(ΓdR(f)) are strict morphisms for all morphisms f of SmK and all i ∈ Z.

Step (2). Next, we present a functorial construction of a complex of the rigid cohomology
with the Frobenius automorphism. This construction is based on [11, Section 4] and is the same
as that in [16, Section 4]. We refer to [8], [9] for the basic notations and properties in the theory
of the rigid cohomology.

A system (X,X,P) is called a rigid triple if X is an object of Smk, X is a compactification
of X, and X → P is a closed immersion into a p-adic formal O-scheme P that is smooth
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in a neighborhood of X. For each rigid triple (X,X,P), let PK denote the generic fiber of
P, and let ]X[P be the tube of X in PK . For each strict neighborhood V of ]X[P in ]X[P ,
Γ(V,Gdaj

†GdaΩ•V ) is a complex of the rigid cohomology of X.
Besser provided a functorial construction of a complex of the rigid cohomology by taking the

limit over the data (X,P) (cf. [11, p. 8–14]). Here, we recall this construction of such a complex.

Definition 5.8 ([11, 4.10, 4.11]). Let X be an object of Smk.

(1) We let PT X be a set of all pairs (f, (Y ,P)), where f : X → Y is a morphism in Smk

and (Y, Y ,P) is a rigid triple.
(2) Let SET 0

X be the category whose objects are all finite subsets (fa, (Y a,Pa))a∈A of PTX
such that fa is the identity for some a ∈ A and whose morphisms are inclusions.

Lemma 5.9 ([11, 4.12]). For each object of A = (fa, (Y a,Pa)a∈A) of SET 0
X , we let XA be the

closure of the image of the map
∐
a∈A fa : X →

∐
a∈A Y a, and we let PA be the formal scheme∐

a∈A Pa. Then, (X,XA,PA) forms a rigid triple. Furthermore, we define

Γrig(X/K)XA,PA = lim−→
V

Γ(V,Gdaj
†GdaΩ•V ),

where V runs over all strict neighborhoods of ]X[P in ]X[P . Then, for each subset B of A, the
canonical projections XA → XB and PA → PB naturally induce a quasi-isomorphism

Γrig(X/K)XB ,PB → Γrig(X/K)XA,PA .

Proposition 5.10 ([11, 4.9, 4.22], [9, 3.1]). The correspondence

X 7→ Γrig(X/K) := lim−→
A∈SET 0

X

Γrig(X/K)XA,PA

can be naturally extended to a functor Γrig,K : Smop
k → C+VK such that the cohomology groups

H i(Γrig,K(X)) are of finite dimension for all objects X of Smk and all i ∈ Z. Moreover, if
K = K0, we can naturally extend Γrig,K0 to a functor Γ0 : Smop

k → C+V0.

Step (3). Finally, we construct a natural transformation sp : ΓdR → Γrig,K that induces the
specialization map on the cohomology theories. To this end, we present another functorial
construction of a complex of the rigid cohomology of the special fiber for each object of SmO.

Let X be an object of SmO. For each compactification X of X, let X̂ denote the formal

completion of X along its special fiber. Then, (Xk, Xk, X̂) forms a rigid triple. Because X

is proper over O, X̂K is canonically isomorphic to X
an
K . Using this isomorphism, Xan

K can be

regarded as a strict neighborhood of the tube ]Xk[X̂
in X̂K . Hence, Γ(Xan

K ,Gdaj
†GdaΩ•Xan

K
) is

a complex of the rigid cohomology of Xk. Then, we define the complex

Γrig(X) = lim−→
X

Γ(Xan
K ,Gdaj

†GdaΩ•Xan
K

),

where X runs over all compactifications of X. In this case, we need not determine a method of

taking a direct limit because there exists a canonical rigid triple (Xk, Xk, X̂) and a canonical

strict neighborhood Xan
K of ]Xk[X̂

in X̂K for each object X of SmO and its compactification X.

By construction, there naturally exists a natural transformation on SmO:

Γrig(−)→ Γrig,K((−)k).

Let X be an object of SmO. For each normal crossing compactification XK
i−→ XK of XK ,

we obtain the canonical morphism

Γ(XK ,Gd2
azΩ
•
XK
〈D〉)→ Γ(XK ,Gd2

azΩ
•
XK

)
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induced by the natural map Ω•
XK
〈D〉 → i∗Ω

•
XK

by Lemma 5.4(2). By taking the limit with

respect to the direct system that consists of all normal crossing compactifications XK of XK ,
we obtain the morphism

ΓdR(XK)→ Γ(XK ,Gd2
azΩ
•
XK

)

of complexes, which is functorial in X.
For each object X of SmO and each compactification X of X, let ε denote the natural

morphism Xan
K → XK of sites. Then, by Lemma 5.4(2), we obtain the composite morphism

Γ(XK ,Gd2
azΩ
•
XK

)→ Γ(Xan
K ,Gd2

aΩ•Xan
K

)→ Γ(Xan
K ,Gdaj

†GdaΩ•Xan),

where each of the arrows is induced by one of following the natural morphisms:

Ω•XK → ε∗Ω
•
Xan , GdaΩ•Xan

K
→ j†GdaΩ•Xan ,

respectively. From the construction, the above composite morphism is functorial in (X,X).
Therefore, by taking the limit that consists of the direct systems of all compactifications X of
X, we obtain the functorial morphism

Γ(XK ,Gd2
azΩ
•
XK

)→ Γrig(X).

We define the morphism sp : ΓdR(XK) → Γrig(Xk/K) as the composite of the above three
morphisms:

ΓdR(XK)→ Γ(XK ,Gd2
azΩ
•
XK

)→ Γrig(X)→ Γrig(Xk/K).

Then, we obtain a functor with the desired properties that is formed by complexes of the triple
consisting of the rigid cohomology, the de Rham cohomology, and the specialization map.

Proposition 5.11. For each integer q, we define Γ0(Xk, q) = Γ0(Xk)⊗K(q) (resp. ΓdR(Xk, q) =
ΓdR(Xk)⊗K(q)), where K(q) is the Tate object of degree q in V0 (resp. VdR) (cf. [16, 2.2.1(i)]).
Then, we can naturally extend the correspondence

(X, q) 7→ (Γ0(Xk, q),Γrig(Xk/K),ΓdR(XK , q), c, sp),

where c is the canonical quasi-isomorphism Γrig(Xk/K0) ⊗K0 K → Γrig(Xk/K) (cf. [11, 4.21]),
to a functor ΓpH : Smop

O × Z→ C+pHS with the following properties:

• Let X be an object of SmO. Then, the object ΓdR(XK) of C+VdR is strict. The all
cohomology groups H i(Γrig(Xk/K)), H i(Γ0(Xk/K0)), and H i(ΓdR(XK/K)) are of finite
dimension for i ∈ Z and are zero if i� 0.
• The morphisms H i(ΓdR(fK)) of VdR are strict for all morphisms f of SmO and for
i ∈ Z.

We remark that the specialization map sp : ΓdR(XK)→ Γrig(Xk/K) is not a quasi-isomorphism
in general, unlike the case of the ordinary Hodge cohomology, because for a proper closed sub-
scheme Z of the special fiber of X, the generic fibers of X and X \ Z are equal, but the special
fibers are distinct.

Next, we will see that the Künneth maps on both cohomology theories can be extended to
the commutative external product of the functor ΓpH .

Proposition 5.12. There exists a canonical commutative external product � of ΓpH that induces
the Künneth maps on both cohomology theories and satisfies axiom (5) of Definition 2.7 (that is,
the axiom called the ‘Künneth formula’).

Proof. Let us consider the diagram

ΓdR(XK) Γ(XK ,Gd2
azΩ
•
XK

) Γrig(X) Γrig(Xk/K) Γrig(Xk/K0)⊗K// // // coo

sp

<<
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of cohomology theories on Smop
O (i.e., functors from Smop

O to C+(pHS)), where X is an object
of SmO. By Lemma 5.5, each cohomology theory in this diagram admits the Künneth map
(cf. [2, 4.1], [10, 3.1], [23, 8.1.24]). Moreover, these Künneth maps induce commutative external
products of these cohomology theories. To demonstrate that these external products can be
naturally extended to the external product � of ΓpH , it is sufficient to show that these external
products are compatible with the maps sp and c. This follows from the second half of Lemma
5.5. This external product � satisfies this axiom because the Künneth formula holds for each
cohomology theory (cf. [2, 4.3], [10, 3.2], [23, 8.2.10]). �

Before we prove that the functor ΓpH with the external product � can be extended to a
pHS-valued geometric cohomology theory, we must consider the derived category D+(pHS) of
the exact tensor category pHS.

Remark 5.13 ([16, p. 545, and 2.2.1(iii)]). For each of the objects M and N of C+pHS, the
complexes Γ0(M,N) and Γ1(M,N) are defined as

Γ0(M,N) = C+
dgVK0(M0, N0)⊕ C+

dgVK(MK , NK)⊕ C+
dgVdR(MdR, NdR),

Γ1(M,N) = C+
dgVK0((M0)σ, N0)⊕ C+

dgVK0(M0, NK)⊕ C+
dgVK(MdR, NK),

where (M0)σ := M0 ⊗σ K0. We define the maps φ1, φ2 : Γ0(M,N)→ Γ1(M.N) as

φ1(f0, fK , fdR) = (f0 ◦ φM , cN ◦ f0, f0 ◦ sM ),

φ2(f0, fK , fdR) = (φN ◦ f0, fK ◦ cM , sN ◦ fdR)

for (f0, fK , fdR) ∈ Γ0(M,N). Furthermore, let ψM,N = φ1 − φ2, and let us define the complex
Γ(M,N) as ConeψM,N [−1]. Then, the following properties hold:

(1) The kernel of ψM,N is equal to C+pHSdg(M,N) as a complex.
(2) When M = 1, the cone of the morphism ψM,N is naturally quasi-isomorphic to the cone

of the map

ψN : N0 ⊕ F 0NdR → N0 ⊕NK

with ψN (n0, ndR) = (n0 − φN (n0), cN (n0)− sN (ndR)), by the canonical isomorphisms

C+
dgVK0((M0)σ, N0) ∼= N0, C

+
dgVdR(MdR, NdR) ∼= F 0NdR.

(3) For any quasi-isomorphism N → L in C+pHS, the canonical map Γ(M,N)→ Γ(M,L) is
a quasi-isomorphism because Γ(M,−) is an exact functor.

Lemma 5.14 ([16, 2.2.2]). For each i ∈ Z, there exists an isomorphism D+pHS(M,N [i]) →
H i(Γ(M,N)) that is functorial in M and N , and the diagram

D+pHS(M,N [i])
∼=−−−−→ H i(Γ(M,N))x x

K+pHS(M,N [i]) H i(KerψM,N )

commutes, where the vertical arrows are the canonical maps.

Lemma 5.15 ([6, 1.11]). Let α be an element of K0. For any objects M and N of C+pHS, we
define the homomorphism ∪α : Γ(1,M)⊗ Γ(1, N)→ Γ(1,M ⊗N) by the formulas

(f0, 0) ∪α (g0, 0) = (f0 ⊗ g0, 0), (0, f1) ∪α (0, g1) = (0, 0),

(f0, 0) ∪α (0, g1) = (0, (−1)deg(f0)(αφ1(f0) + (1− α)φ2(f0))⊗ g1),

and (0, f1) ∪α (g0, 0) = (0, f1 ⊗ (1− α)φ1(g0) + αφ2(g0))
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for (f0, f1) ∈ Γ(1,M) = Γ0(1,M) ⊕ Γ1(1,M)[−1] and (g0, g1) ∈ Γ(1, N). Here, φ1 and φ2 are
the maps defined in Remark 5.13. Then, the map ∪α is functorial in M and N , is independent
of the choice of α up to homotopy equivalence, and is associative if α = 0 or 1. The diagram

Γ(1,M)⊗ Γ(1, N)
∪α−−−−→ Γ(1,M ⊗N)y y

Γ0(1,M)⊗ Γ0(1, N) −−−−→ Γ0(1,M ⊗N)

commutes, where arrows other than ∪α are canonical maps. Moreover, the diagram

D+pHS(1,M)⊗D+pHS(1, N) −−−−→ D+pHS(1,M ⊗N)

∼=
y ∼=

y
H0(Γ(1,M))⊗H0(Γ(1, N))

H0(∪α)−−−−−→ H0(Γ(1,M ⊗N))

also commutes, where the top arrow is the canonical map.

Proof. It is trivial to prove all assertions except the last one. For quasi-isomorphisms M →M ′

and N → N ′, we consider a canonical hexahedron

K(1,M ′ ⊗N ′)

H0(Γ(1,M ′ ⊗N ′))

K(1,M ′)⊗K(1,M ′)

H0(Γ(1,M ′))⊗H0(Γ(1, N ′))

D(1,M ⊗N)

H0(Γ(1,M ⊗N))

D(1,M)⊗D(1,M)

H0(Γ(1,M))⊗H0(Γ(1, N))
�� H0(∪α) //

//

��

��

//

��H0(∪α) //

∼=

66mmmmmmmmmm ∼=

66mmmmmmmmmm

vvmmmmmmmmmm

vvmmmmmmmmmm

where we set K(−,−) = K+pHS(−,−) and D(−,−) = D+pHS(−,−). All subdiagrams ex-
cept for the front square are clearly commutative. Hence, the remaining front square is also
commutative. �

At the end of this section, we prove that the functor ΓpH with the external product � can be
extended to a pHS-valued geometric cohomology theory on SmO using fundamental results of
the rigid cohomology and the de Rham cohomology.

Proposition 5.16 ([16, 1.6.2]). There exist maps

clqW,X,pH : ZqW (X)→ D+pHS(1,ΓpH,W (X, q)[2q])

for all objects X of SmO, as well as closed subschemes W of X of codimension q, such that the
functor ΓpH satisfies axiom (2) of Definition 2.7 (that is, the axiom labeled ‘cycle classes’) with
respect to the class of these maps, clpH , and this cycle class is compatible with that in the rigid
cohomology and that in the de Rham cohomology via the map

D+pHS(1,ΓpH,W (X, q)[2q])→ H2q
rig,Wk

(Xk/K0)⊕ F qH2q
dR,WK

(XK)

induced by Remark 5.13(2) and Lemma 5.14. Moreover, such a class of maps clpH is unique.

Proof. Let M denote ΓpH,W (X, q). Then, by Remark 5.13(2) and Lemma 5.14, we have an exact
sequence

H2q−1(M0)⊕H2q−1(MK)→ D+pHD(1,M [2q])

→ H2q(M0)⊕ F 0H2q(MdR)
ψM−−→ H2q(M0)⊕H2q(MK).
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It follows from [16, 1.6.2] that there exists a map

η : ZqW (X)→ H2q(M0)⊕ F 0H2q(MdR)

such that the following statements hold:

(1) For each cycle C in ZqW (X), let η 0(Ck) be the cycle class of Ck in H2q(M0) and let
η dR(CK) be that of CK in F 0H2q(MdR). Then, η(C)=(η 0(Ck), ηdR(CK)).

(2) ψM ◦ η = 0.

Because the semi-purity in the rigid cohomology [9, 5.7] implies that H2q−1(M0) is zero, the
map η uniquely lifts to a morphism

ZqW (X)→ D+pHS(1,M [2q]).

Now, we define the map clqX,W,pH for ΓpH to be precisely this lifted morphism. These maps clpH

satisfy axiom (2)(a) of Definition 2.7 by [16, 1.6.3]. Because the Künneth maps and the Poincaré
duality pairings are compatible for the rigid and de Rham cohomology theories (cf. [2, 4.3], [10,
3.1]), the above cycle class maps η 0 and η dR satisfy axiom (2)(b) of Definition 2.7. Hence, by
Lemma 5.15, this axiom holds for the class of maps clpH because the specialization maps are
compatible with the Poincaré duality pairings (cf. [2, 6.9]). �

Here, we note that the range D+pHS(1,ΓpH,W (X, q)[2q]) of the cycle class map above is the
rigid syntomic cohomology defined by Besser [11, 6.1], which is a p-adic analog of the Deligne
cohomology.

Proposition 5.17. For an object X of SmO and i, q ∈ Z, there exists a canonical isomorphism

D+pHS(1,ΓpH(X, q)[i]) ∼= H i
syn(X,K(q)),

where the right-hand side is the rigid syntomic cohomology.

Proof. This proposition is true if we replace the triangulated category D+pHS with the one pHD
defined in [16, 2.1.1(ii)] (cf. [16, 5.3.4]). It is clear that the category pHD is a full triangulated
subcategory of D+pHS. �

Theorem 5.18. The triple (ΓpH ,�, clpH) is a pHS-valued geometric cohomology theory on
SmO.

Proof. First, the existence of ΓpH,s (defined in 2.5) follows from the fact that FnΓdR(X) = 0 for
all X in SmK and n > dimX.

Next, we recall that both the rigid cohomology and the de Rham cohomology satisfy axioms
(3), (4), (7), and (8) of Definition 2.7, namely, semi-purity, homotopy equivalence, excision, and
the unit property (cf. [2], [8], [9], [31]).
(a) The Künneth formula in ΓpH is proven in Proposition 5.12.
(b) Semi-purity in ΓpH follows from the semi-purity in both cohomologies.
(c) The direct sum property in ΓpH is evident.
(d) Excision in ΓpH follows from the fact that the excision isomorphisms in both of the coho-
mologies commute with the specialization maps sp. Similarly, because the Gysin maps in each
cohomology commute with the specialization maps sp, homotopy equivalence holds for ΓpH .
(e) The cycle class property in ΓpH is proven in Proposition 5.16.
(f) The unit property in ΓpH follows from the construction of the cycle class map clpH .
(g) Gysin isomorphism in ΓpH follows from the fact that under the assumption of Definition
2.7(6), the diagram
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Γ(X) Γ(X)⊗ ΓW (X, q)[2q] ΓX×SW (X ×S X, q)[2q] ΓW (X, q)[2q]

Γ(W ) Γ(W )⊗ ΓW (X, q)[2q] ΓW×SW (W ×S X, q)[2q] ΓW (X, q)[2q]

Γ(W )⊗ Γ(S) Γ(W )⊗ Γ(W ) Γ(W ×S W ) Γ(W )

Γ(W )⊗ Γ(S) Γ(W ×S S) Γ(W )

id⊗cl(W ) // � // ∆∗ //

id⊗cl(W ) // � // ∆∗ //

id⊗π∗ // � // ∆∗ //

� // ∆∗ //

p∗

OO

p∗⊗id

OO

(p×id)∗

OO

=

OO

id⊗cl(S)

��
id⊗GX,W

OO

GW×X,W×W

OO

GX,W

OO

id⊗π∗
OO

(id×π)∗

OO

=

OO
=

))TTTTTTTTTTTTTTT

commutes and the bottom maps are isomorphisms in D+pHS. In this diagram, ∆ is the diago-
nal morphism, π is the structural morphism of W over S, and GX,W : Γ(W )→ ΓW (X, q)[2q] is
the Gysin isomorphism.

From the above, we see that the triple (ΓpH ,�, clpH) is a pHS-valued geometric cohomology
theory on SmO. �

5.2. Realization associated with p-adic Hodge cohomology. In this section, we will prove
Theorem 0.2. By applying the forgetful functor pHS → pHS0 (i.e., by forgetting the Frobenius
endomorphisms, cf. Definition 5.1) to the pHS-valued geometric cohomology theory constructed
above, we obtain a pHS0-valued cohomology theory (ΓpH0 ,�, clpH0

). Because the unit object of
pHS0 is projective, this geometric cohomology theory can be extended to a realization functor
by Corollary 3.8. Furthermore, because D+pHS0 equips the countable self-direct sums for all
objects, we can obtain a realization functor as follows.

Theorem 5.19 (Theorem 0.2). Let R be a commutative ring that is flat over Z such that the
ring K0 = pHS0(1, 1) is an R-algebra. Then, there exists a triangulated functor

RpHS0 : DM(O)R → D+pHS0

that is compatible with the cycle class maps clpH0
and has the following properties:

(1) The composite

Smop
O × Z→ DM(O)R

RpHS0−−−−→ D+pHS0

is isomorphic to ΓpH via the functor G that is defined in Definition 3.1 and the forgetful functor
pHS → pHS0.

(2) The restriction of RpHS0 to the triangulated tensor subcategory Db
motsh(SmO)R is a tri-

angulated pseudo-tensor functor that is compatible with the external product �.
(3) Let D be an object of DM(O)R.

• For each ? = 0, K, or dR and i ∈ Z, the vector space H i(RpHS0(D)?) is of finite
dimension and is zero if i� 0.
• The map c : H i(RpHS0(D)0)⊗K → H i(RpHS0(D)K) is an isomorphism for each i ∈ Z.

Proof. Assertions (1) and (2) follow from Corollary 3.8 and the construction of RpHS0 . The
last assertion follows from the same corollary, Proposition 5.11, and the following lemma in the
case that T is the strictly full subcategory generated by the image of ΓpH . We note that the
category DM(O) is the pseudo-abelian hull of the full subcategory generated (as a triangulated
category) by the objects ZX(q)[i] for all X in SmO and for i, q ∈ Z. �

Lemma 5.20. For a strictly full subcategory T of D+pHS0, let (D+pHS0)T denote the full
triangulated subcategory of D+pHS0 generated by all objects of T .

(1) If T is closed under the operation of taking cones, then (D+pHS0)T is equal to T .
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(2) If T is closed under the operation of taking direct summands, then the restriction of
D+pHS0 → (D+pHS0)] to (D+pHS0)T is an equivalence (D+pHS0)T → (D+pHS0)T ,]
of triangulated categories.

Proof. Assertions (1) is evident. A quasi-inverse of D+pHS0 → (D+pHS0)] sends an object
(M,p) of (D+pHS0)] to the object M(p) of D+pHS0 that satisfies the properties below (cf. [41,
Part II, Chapter II, 2.4.8.1]):

(1) M(p) is a direct summand of M .
(2) The projector p : M →M is equal to the composite M →M(p)→M of the projection

and the inclusion.

These statements prove assertion (2). �

Remark 5.21. For an object D (resp. a morphism f) of DM(O)R, it is not simple, in general,
to determine whether the object RpHS0(D)dR of C+VdR (resp. the morphism H i(RpHS0(f)dR)
of VdR for i ∈ Z) is strict. However, if D is associated with a simplicial object of SmO, then we
can show that RpHS0(D)dR is strict by Lemma 5.3 and Proposition 5.11.

Part 2. Chern Class Map

6. Chern Class Map and Chern Character

We begin with this section to define an abstract cohomology theory for which we will construct
a Chern class map and a Chern character.

6.1. Definition and examples of abstract cohomology theory.

Definition 6.1. Let V be a full subcategory of SchS that satisfies the following conditions

• The base scheme S and the empty scheme is in V.
• The classifying scheme BGLN,S of GLN,S (cf. [41, Appendex B, 1.1.2]) is a simplicial

scheme in V for each N ∈ Z≥0.
• For a scheme X in V, all open subschemes of X are in V.

(1) A 4-tuple (C,Γ, T , F ), where C is a dg category, Γ = {Γ(j)}j∈Z is a Z-graded functor from

Vop to Z0C, T is a triangulated category, and F is a triangulated functor from KbC to T is
called an abstract cohomology theory on V if the following conditions hold for j ∈ Z:

• Γ(j) preserves arbitrary direct sums.
• The canonical map FΓ(j,X) → FΓ(j, U)∗ in T is an isomorphism for each simplicial

scheme U attached to a finite affine open covering of a scheme X in V.

(2) For an abstract cohomology theory H = (C,Γ, T , F ) on V, we define the H-cohomology
group H i

H(X, j) of a simplicial scheme X in V to be

H i
H(X, j) = lim←−

n

T (FΓ(0, S), FΓ(j,X)∗≤n[i])

for i, j ∈ Z. Here, Γ(j,X)∗≤n is the (stupid) truncation of Γ(j,X)∗ to degree ≤ n for n ≥ 0 (cf.
[41, p. 288]).

Remark 6.2. For a (C, T , F )-valued geometric cohomology theory (Γ,�, cl) on V, the 4-tuple
(C+C,Γ, T , F ) forms an abstract cohomology theory on V. For such an abstract cohomology
theory, the unit object of the tensor category T is isomorphic to FΓ(0, S) via the cycle class
map (cf. Definition 2.7). In this thesis, we use this identification.

Remark 6.3. Let (C,Γ, T , F ) be a geometric cohomology theory. Suppose that C is the dg
category C+

dgA of bounded below complexes on an abelian category A, T is its derived category
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D+A, and F is the composite

KbC+
dgA

Tot−−→ K+A → D+A

of the total complex functor (cf. [41, Part II, Chapter II, 1.2.9]) and the canonical one. Then,
via the total complex functor

Tot: C+C+A → C+A = Z0C,

the functor Γ is canonically extended to a contravariant one from the category s.V of simplicial
objects in V to Z0C without taking truncations,

s.Vop Γ∗−→ C+C+A Tot−−→ C+A.

Suppose further that A is the category ModR of R-modules for a ring R, and that the unite
object R is isomorphic to FΓ(S) in T . Then, under fixing such an isomorphism, the group
H i
H(X, j) is canonically isomorphic to H i(FΓ(j,X)∗),

H i
H(X, j) ∼= D+A(R,FΓ(j,X)[i]) ∼= K+A(R,FΓ(j,X)[i]) = H i(FΓ(j,X)∗).

This identification is often used in the rest of this thesis.

Example 6.4. Levine’s motivic abstract cohomology theory. Let V be a category which satisfies
the conditions (a), (b) and (c) in Definition 1.32. Then, we have an abstract cohomology theory
HLe = (CLe,ΓLe, TLe, FLe) on V associated with Levine’s motivic categories with coefficients in
a ring R as follows:

• The dg category CLe is Amot(V)R (cf. Definition 1.25).
• The functor ΓLe is Vop×Z→ Z0Amot(V)R which sends (X, j) to Levine’s motive ZX(j)

(cf. Definition 1.7).
• The triangulated category TLe is Db

mot(V)R (cf. Definition 1.32).
• The triangulated functor FLe is the canonical one KbAmot(V)R → Db

mot(V)R.

We note that the HLe-cohomology H i
HLe

(X, j) is Levine’s motivic cohomology

H i
Le(X,R(j)) := Db

mot(V)R(ZS(0),ZX(j)[i])

with coefficients in R (cf. [41, Part I, Chapter I, 2.2.7]).

6.2. Construction of Chern class map and Chern character. Following Huber’s method
in [32, Section 18], we next see that, for an abstract cohomology theory H on V, an element c

of
∏
j

lim←−
N

H2j
H (BGLN,S , j) gives us a Chern class map

cj,2j−iH,c : Ki(X)→ H2j−i
H (X, j)

to the H-cohomology group.
We first construct a Hurewicz map. To do this, we use the following lemmas about the

K-group and the homotopy limit.

Lemma 6.5. We set GL = lim−→N
GLN . Then, for a scheme X, there exists a canonical map

Ki(X)→ lim−→
U

πi(Z× holimBGL(OX(U))+),

where U runs over all simplicial schemes attached to a finite affine open covering of X. This
map is an isomorphism if X is regular.

Proof. See [41, Appendix B, 2.1.1.2, 2.1.2]. �
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Lemma 6.6. For a simplicial-cosimplicial abelian group A, there exists a canonical isomorphism

πi(holimA) ∼= H−i(TotNA∗∗)

for i ∈ Z≥0.

Proof. See [41, Appendex B, 2.2.1]. �

We define a Hurewicz map

Ki(X)→ lim−→
U,N

H−i(TotNZV(U,BGLN,S)∗∗)(1)

to be the composite

Ki(X)
6.5−−→ lim−→

U

πi(holimBGL(OX(U))+)

−→ lim−→
U

πi(holim ZBGL(OX(U))+)

6.6−−→ lim−→
U

H−i(Tot (NZBGL(OX(U))+)∗∗)

∼=←− lim−→
U

H−i(TotNZBGL(OX(U))∗∗)

= lim−→
U,N

H−i(TotNZV(U,BGLN,S)∗∗)

where the second map is induced by the map BGL→ ZBGL of simplicial presheaves on X and
the fourth is induced by the weak homotopy equivalence BGL→ BGL+.

We next construct a map

Ki(X)→ lim−→
N,n

T (FΓ(j, BGLN,S)∗≤n, FΓ(j,X)[i])

for j ∈ Z. Let X and Y be truncated simplicial objects in V, i.e., X and Y are simplicial objects
in V which satisfies Xi = Yi = ∅ for i� 0. Then, the functor Γ induces a map

ZV(X,Y )→ C(Γ(j, Y ),Γ(j,X))

of simplicial-cosimplicial complexes of abelian groups. Taking the associated chain-cochain com-
plexes and normalizing them, we have a map

NZV(X,Y )∗∗ → NC(Γ(j, Y ),Γ(j,X))∗∗(2)

of triple cochain complexes. Taking the total complex twice and using the lemma below give us
a map

TotNZV(X,Y )∗∗ → CbdgC(Γ(j, Y )∗,Γ(j,X)∗),(3)

which is natural in X and Y .

Lemma 6.7. Let A• and B• be bounded complexes in a dg category D. Then, there exists a
canonical isomorphism

Tot ◦ Toti (ND(Ai, Bj)i,j∈Z) ∼= CbdgD(A•, B•).

Here, Toti means taking the total complex under fixing the index j.

Proof. It follows from [13, Section 2, Proposition 3], because CbdgD is the minimal strictly full

dg subcategory of the dg category Pre-Tr(D) of twisted complexes in C which is closed under
the operation of taking cones (cf. [41, Part II, Chapter II, 1.2.7]). �
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We compose the Hurewicz map (1)

Ki(X)→ lim−→
U,N

H−i(TotNZV(U,BGLN,S)∗∗)

with the colimit (with respect to n, U and N) of the composite map

H i(TotNZV(U,BGLN,S)∗∗≤n)
(3)−−→ H i(CbdgC(Γ(j, BGLN,S))∗≤n,Γ(j, U)∗)

= KbC(Γ(j, BGLN,S)∗≤n,Γ(j, U)∗[i])

F−→ T (FΓ(j, BGLN,S)∗≤n, FΓ(j, U)∗[i])(4)
∼=←− T (FΓ(j, BGLN,S)∗≤n, FΓ(j,X)[i]),(5)

where the bottom map is induced by the canonical isomorphism FΓ(j,X) → FΓ(j, U)∗. We
thus have a functorial map

Ki(X)⊗ lim←−
N

Hj
H(BGLN,S , k)→ Hj−i

H (X, k)(6)

for j, k ∈ Z. We here name an element of
∏
j

lim←−
N

H2j
H (BGLN,S , j).

Definition 6.8. A universal Chern class for an abstract cohomology theory H is an element

c = (cj)j ∈
∏
j

lim←−
N

H2j
H (BGLN,S , j).

Hence, a universal Chern class c for the abstract cohomology theory H gives us the Chern
class map

cj,2j−iH,c = γ(−⊗ cj) : Ki(X)→ H2j−i
H (X, j).

In the case where i = j = 0, we add the rank function

K0(X)→ Z→ H0
H(X, 0),(7)

where the second map sends 1 to the map Γ(0, S)
Γ(X→S)−−−−−→ Γ(0, X).

We here define the Chern character for an abstract cohomology theory with a universal Chern
class.

Definition 6.9. The Chern character

chi,jH,c : Ki(X)→ H2j−i
H (X, j)⊗Q

for an abstract cohomology theory H with a universal Chern class c is defined as follows:

chi,jH,c =
(−1)j−1

(j − 1)!
cj,2j−iH,c if j > 0.

ch0,0
H,c is the rank function (7), K0(X)→ Z→ H0

H(X, 0)⊗Q. Otherwise, chi,jH,c = 0.

Remark 6.10. We note that the definition of Huber’s Chern character [32, 18.3.12] is not correct.
The map is not multiplicative (see [32, 18.3.11]).

ch = δ0ie+
∑
j≥1

(−1)j−1

(j − 1)!
cij

is the correct definition.
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7. Naturalities of Chern Class Map

7.1. Naturalities. We note that naturalities of our Chern class map.

Proposition 7.1. Let (H, c) be an abstract cohomology theory with a universal Chern class.
Furthermore, let G be a dg functor C → C′ and let G′ be a triangulated functor T → T ′ such
that the diagram

KbC KbG−−−−→ KbC′

F

y yF ′
T G′−−−−→ T ′

commutes up to an isomorphism. Then, we have an abstract cohomology theory H′ = (C′, GΓ, T ′, F ′)
with a universal Chern class G′c. The Chern class map for (H′, G′c) coincides with the composite

Ki(X)
cj,2j−iH,c−−−−→ H2j−i

H (X, j)
G′−→ H2j−i

H′ (X, j).

Proposition 7.2. For a map p : S → T of schemes and a full subcategory W of SchT that
satisfies the conditions on V in Definition 6.1. Assume that the image of W under the base
change map p∗ : SchT → SchS contains the category V. Then, an abstract cohomology theory
(H, c) on V with a universal Chern class gives a one (p∗H, p∗c) on W via p∗ and its Chern class

map cj,2j−ip∗H,p∗c coincides with the composite

Ki(X)→ Ki(p
∗X)

cj,2j−iH,c−−−−→ H2j−i
H (p∗X, j) = H2j−i

p∗H (X, j).

Proposition 7.3. Let (H, c) and (H′, c′) be abstract cohomology theories on V with a universal
Chern class such that C = C′, T = T ′ and F = F ′. Furthermore, let φ be a map

lim←−
n

KbC(Γ(0, S),Γ(−,−)∗≤n[−])→ lim←−
n

KbC(Γ′(0, S),Γ′(−,−)∗≤n[−])

of functors from s.Vop × Z × Z to Ab such that Fφ sends c to c′. Then, the Chern class map
for (H′, c′) coincides with the composite

Ki(X)
cj,2j−iH,c−−−−→ H2j−i

H (X, j)
Fφ−−→ H2j−i

H′ (X, j).

Proof. The map (3) induces a one

δH : H i(TotNZV(U,BGLN,S)∗∗≤n)×HjCbdgC(Γ(0, S),Γ(j, BGLN,S)∗≤n)

→ H i+jCbdg(Γ(0, S),Γ(j, U)∗).

It is enough to show that the diagram

HjCbdgC(Γ(0, S),Γ(j, BGLN,S)∗≤n)
δH(f,−)−−−−−→ H i+jCbdgC(Γ(0, S),Γ(j, U)∗)y y

HjCbdgC(Γ′(0, S),Γ′(j, BGLN,S)∗≤n)
δH′ (f,−)
−−−−−→ H i+jCbdgC(FΓ′(0, S), FΓ′(j, U)∗)

commutes for each element f in H i(TotNZV(U,BGLN,S)∗∗≤n), where the vertical maps are
induced by φ. By Lemma 6.7, this commutativity is equivalent to the one of a corresponding
diagram

HjTot(C(Γ(0, S),Γ(j, BGLN,S))∗≤n) −−−−→ H i+jTot (C(Γ(0, S),Γ(j, U))∗)y y
HjTot (C(Γ′(0, S),Γ′(j, BGLN,S))∗≤n) −−−−→ H i+jTot (C(Γ′(0, S),Γ′(j, U))∗).
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It follows from that the spectral sequence whose Ej,k−i1 is the commutative diagram

HjC(Γ(0, S),Γ(j, Bk−iGLN,S))
Γ(fk)◦−−−−−−→ H i+jC(Γ(0, S),Γ(j, Uk))

φ

y yφ
HjC(Γ′(0, S),Γ′(j, Bk−iGLN,S))

Γ′(fk)◦−−−−−−→ H i+jC(Γ′(0, S),Γ′(j, Uk))

converges to the above one, where (fk)k is an element in ⊕kZV(Uk, Bk−iGLN,S) which represents
f . �

By this proposition, we see that the following properties hold.

Remark 7.4. (1) Our Chern class map is uniquely determined up to homotopy.
(2) Suppose that the maps

KbC(Γ(0, S),Γ(−))
F−→ T (FΓ(0, S), FΓ(−,−)),

KbC(Γ′(0, S),Γ(−))
F−→ T (FΓ′(0, S)C,FΓ(−,−))

of functors from s.Vop × Z to Ab are isomorphisms. Then, the φ is a map

H−H(−,−)→ H−H′(−,−)

of H-cohomology groups on s.V ×Z×Z, and the Chern class map for (H′, φ(c)) coincides with
the composite of the one for (H, c) and the map φ.

7.2. Relation to realization. In this section, we will define a realization functor for an abstract
cohomology theory H and prove that Levine’s motivic Chern class map is compatible with the
one for H via its realization functor.

As mentioned in Section 1, Levine constructed the dg tensor category Ash
mot(V) and the dg

tensor functor Ash
mot(V)→ Amot(V). Db

motsh(V)R is the full image of the composite

Kb(Ash
mot(V)R)→ Kb(Amot(V)R)→ Db

mot(V)R.

We note that the triangulated tensor functor

Db
motsh(V)R → Db

mot(V)R

is an equivalences of triangulated categories, since the functor

Kb(Ash
mot(V)R)→ Kb(Amot(V)R)

is already an equivalence (see Proposition 1.30).

Definition 7.5. Let H be an abstract cohomology theory on V with a universal Chern class
c. Then, we say that the abstract cohomology theory H on V is extended to a (an abstract)
realization functor if there exist a dg functor

Γmot : Ash
mot(V)R → C

and a triangulated functor
RH : Db

motsh(V)R → T
for some ring R that is flat over Z such that the diagram

Vop R(j)sh−−−−→ Z0Ash
mot(V)R −−−−→ Db

motsh(V)R∥∥∥ Γmot

y RH

y
Vop Γ(j)−−−−→ Z0C F−−−−→ T

commutes up to isomorphisms for each j ∈ Z.
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Remark 7.6. By Theorem 3.5, a geometric cohomology theory which satisfies the assumptions
in this theorem is extended to an abstract realization functor.

Remark 7.7. An abstract cohomology theory H on V that is extended to an abstract realization
functor has a canonical universal Chern class. This is the image of Levine’s motivic Chern class

cLe ⊗ 1R ∈
∏
j

lim←−
N

H2j
Le(BGLN,S , R(j))

under the map

H2j
Le(BGLN,S , R(j))→ H2j

H (BGLN,S , j)

induced by the abstract realization functor RH. Here, we fix isomorphisms which make the
diagram in Definition 7.5 commutative.

Remark 7.8. It is natural to define an abstract realization functor (Γmot, RH) whose domains
are the motivic categories with the index sh. In fact, the flow of Levine’s (and thus ours)
construction of a realization functor R on DMR is as follows (cf. the proof of Theorem 3.5, or
[41, Chapter V]):

(1) Construct the dg tensor functor Γmot on the category Ash
mot(V) for a certain cohomology

theory (cf. Proposition 3.7).
(2) Extends to the triangulated tensor functor on Kb

motsh(V)R, and composing a quasi-inverse

of Kb
motsh(V)R → Kb

mot(V)R (cf. Proposition 1.30).

(3) Extends to the triangulated tensor functor RH on Db
motsh(V)R, and taking the pseudo-

abelian hull.

Proposition 7.9. Let H be an abstract cohomology theory on V that is extended to an abstract
realization functor

RH : Db
motsh(V)R → T

in the sense of Definition 7.5 for some ring R that is flat over Z. Then, the composite

Ki(X)
cj,2j−iHLe,cLe

⊗1R
−−−−−−−−→ H2j−i

Le (X,R(j))
RH−−→ H2j−i

H (X, j)

coincides with our Chern class map cj,2j−iH,c for (H, c). Here, (HLe, cLe) is the Levine’s motivic

abstract cohomology theory with the universal Chern class (see Example 6.4 and Remark 7.7),
and c is the universal Chern class for H induced by the abstract realization functor (cf. Remark
7.7). Especially, after tensoring with Q, the same property holds for the Chern characters.

Proof. The 4-tuple consisting of the two categories (Ash
mot(V), Db

motsh(V)) and the two functors

Z : Vop × Z→ Z0Ash
mot(V) and KbAsh

mot(V)→ Db
motsh(V)

forms an abstract cohomology theory. The H-cohomology of this abstract cohomology theory
equals to the Levine’s motivic cohomology via the equivalence (cf. Proposition 1.30). Hence,
Proposition 7.1 tells us that the Chern class map for this abstract cohomology theory with the
universal Chern class cLe coincides with the one for (HLe, cLe). Applying Proposition 7.1 to the
abstract realization functor (Γmot, RH) implies this theorem. �

8. Levine’s Motivic Chern Class Map

As constructed in Section 6, we have a Chern class map

cj,2j−iHLe,cLe
: Ki(X)→ H2j−i

HLe
(X, j) = H2j−i

Le (X,Z(j))

to Levine’s motivic cohomology theory. On the other hand, Levine already constructed a Chern
class map

cj,2j−iLe Ki(X)→ H2j−i
Le (X,Z(j))
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to his motivic cohomology (cf. [41, Part I, Chapter III, 1.4]), and studied this map and the
associated Chern character (cf. [41, Part I, Chapter III, 3.3.6.1]). For example, he proved his
own Chern character induces an isomorphism from the K-theoretical motivic cohomology if the
base scheme S is the spectrum of a field.

Proposition 8.1. Suppose that the base scheme S is the spectrum of a field k. Then, Levine’s
Chern character

chi,jLe : Ki(X)(j) → H2j−i
Le (X,Q(j))

is an isomorphism for a scheme X in V. Here, Ki(X)(j) is the weight j eigenspace of the rational
K-group Ki(X)⊗Q of the Adams operators (cf. [41, Part I, Chapter III, 3.6.3]).

Proof. See [41, Part I, Chapter III, 3.6.12]. �

The aim of this section is to prove the proposition below that says these two Chern class maps
coincide.

Proposition 8.2. Our Chern class map cj,2j−iHLe,cLe
for the abstract cohomology theory HLe with

the universal Chern class cLe coincides with Levine’s motivic Chern class map cj,2j−iLe .

Remark 8.3. By the above proposition, Proposition 7.9 holds if we replace our Chern class map
(resp. Chern character) in this proposition with Levine’s.

In this section, the term sheaf will refer to a Zariski sheaf. If the category V is clear from the
context, we often omit V from Levine’s motivic categories. Via the embedding Z(j), we often
regard Vop as the subcategory of Z0Amot(V)R for j ∈ Z. We here note that the canonical map

H i
Le(X,Z(j))⊗R→ H i

Le(X,R(j))

is an isomorphism.

8.1. Construction. We begin to recall the construction of Levine’s motivic Chern class map.
For details, see [41, Part I, Chapter III, 1.4]. For a scheme X in V, let Zar(X) denote the full
subcategory of open subschemes of X. Then, for j ∈ Z, let Amot(X, j) denote the additive
subcategory of Amot(V) generated by the image of the functors

Z(j)⊗ e⊗− : Zar(X)op × Z≥0 → Amot(V),

where e is the object of Amot(V) (cf. [41, Part I, Chapter I, 1.4.6]). We note that e is canonically
isomorphic to the unit object ZS(0) in the category Db

mot(V)R.

Remark 8.4. The additive subcategory Amot(Zar(X, id)) of Amot(V) constructed in [41, Part I,
Chapter II, 1.5.2] is canonically equivalent to the additive category

∐
j Amot(X, j).

Lemma 8.5. (1) Amot(X, j) is isomorphic to the free additive category on Zar(X)c×Z≥0, where
Zar(X)c is the full subcategory of connected open subschemes of X.

(2) A Zariski presheaf P on X that takes values in an additive category A and that sends
disjoint unions to direct sums is canonically extended to an additive functor Pmot : Amot(X, j)→
A. Especially, an additive functor Q : Amot(X, j)→ A is canonically isomorphic to (Q◦Z(j))mot.

Proof. See [41, Part I, Chapter II, 1.5.2]. The assertion (2) follows from (1). �

Let Z be an object of the category s.V of simplicial objects in V. Then, using Lemma above
and taking the dg category Cbdg of bounded complexes, the map (2)

NZV(−, Z)∗≤n → NAmot(ZZ(j),Z(j))∗≤n

of presheaves on X (for H = HLe) that takes values in CbC+Ab is canonically extended to a
map

Cbdg((NZV(−, Z)∗≤n)mot)→ Cbdg(NAmot(ZZ(j),−)∗≤n)
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of functors from CbdgAmot(X, j) to CbdgC
bC+Ab. Composing the total complex functor twice

CbdgC
bC+Ab

CbdgTot
−−−−→ CbdgC

+Ab
Tot−−→ C+

dgAb

and using Lemma 6.7,

Tot ◦ Toti (NCbmot(ZZ(j)i, Aj)i≤n,j∈Z) ∼= CbdgC
b
mot(ZZ(j)∗, A•),

we have a map

TotCbdg(NZV(−, Z)∗∗≤n)mot → CbdgC
b
mot(ZZ(j)∗≤n,−))

of functors from Cbmot(X, j) to C+
dgAb. Here, we set Cbmot = CbdgAmot and Cbmot(X, j) =

CbdgAmot(X, j). The above functor TotCbdg(NZV(−, Z)∗∗≤n)mot was constructed in [41, p. 120]

and was denoted by Cb(C∗≥−nX (Z; Z)). Composing the total complex functor CbdgC
b
mot → Cbmot

gives us the map

ξn(Z, id) : Cb(C∗≥−nX (Z; Z))→ Cbmot(ZZ(j)∗≤n,−)

of dg functors from Cbmot(X, j) to C+
dgAb which was constructed in [41, p. 120]. Here, we set

Cbmot(X, j) = CbdgAmot(X, j). From construction, we see the following lemma.

Lemma 8.6. As a functor from s.Vop to CbAb,

Cb(C∗≥−nX (Z; Z))(Z(j)∗) = TotNZV(−, Z)∗∗≤n,

and the natural transformation ξn(Z, id) ◦ Z(j) is equal to the map (2)

TotNZV(−, Z)∗∗≤n → Cbmot(ZZ(j)∗≤n,Z(j)∗).

We denote HRZX(j) the category of hyper-resolutions of ZX(j) constructed by Levine. This

is a subcategory of Cbmot(X, j) and exhibits the following properties (cf. [41, Part I, Chapter II,
1.4, 1.5]).

Lemma 8.7. (1) For any object A of HRZX(j), there exists a canonical morphism ε : ZX(j)→ A

in Cbmot(X, j), called the augmentation, such that ε is an isomorphism in Db
mot(V).

(2) Let U be a simplicial object in V associated with a finite open covering of X. Then, the
object ZU (j)∗ of Cbmot(X, j) belongs to HRZX(j) and the canonical map U → X induces the
augmentation ZX(j)→ ZU (j)∗.

Proof. See [41, Part I, Chapter II, 1.4.1, 1.4.2]. �

Lemma 8.8. The image of the category HRZX(j) in the homotopy category KbAmot(V) is right-
filtering. Furthermore, for an object X of V and an object Z of s.V, let S(Z)n denote the
sheafification of the presheaf NZV(−, Z)∗≤n of cochain complexes on X. Then, there exists a
canonical isomorphism

lim−→
A∈HRZX (j)

H i(Cb(C∗≥−nX (Z; Z))(A)) ∼= Hi(X,S(Z)n),

where the right group is the i-th hypercohomology of S(Z)n.

Proof. See [41, Part I, Chapter II, 1.4.3, 1.5.3]. �

For a hyper-resolution A of ZX(j) with the augmentation ε, we have a functorial map

H i(Cb(C∗≥−nX (Z; Z))(A))
ε−1◦ξn(Z)(A)−−−−−−−−→ Db

mot(ZZ(j)∗≤n,ZX(j)[i]).

Taking the colimit over HRZX(j) and using the above lemma, we have a functorial map

Hi(X,S(Z)n)→ Db
mot(ZZ(j)∗≤n,ZX(j)[i]).
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This gives us a functorial map

lim−→
n

Hi(X,S(Z)n)⊗ lim←−
n

Db
mot(1,ZZ(j)∗≤n[k])→ Db

mot(1,ZX(j)[i+ k]).

We now let S(Z) denote the sheafification of the presheaf TotNZV(−, Z)∗ on X. Then, because
the cohomological dimension of X is finite, the canonical map

lim−→
n

Hi(X,S(Z)n)→ Hi(X,S(Z))

is an isomorphism. We thus have a functorial map

Hi(X,S(Z))⊗Hk
Le(Z,Z(j))→ H i+k

Le (X,Z(j)).

The Hurewicz map

Ki(X)→ lim−→
N

H−i(X,S(BGLN,S))(8)

constructed in [41, Appendix B, 2.2.1.3] is the composite

Ki(X) −→ lim−→
U,N

H−i(TotNZV(U,BGLN,S)∗∗) −→ lim−→
N

H−i(X,S(BGLN,S)),

where the first map is the Hurewicz map (1) constructed in the previous section and the other
is the canonical map. Composing this, we have a functorial map

γLe : Ki(X)⊗ lim←−
N

Hk
Le(BGLN,S ,Z(j))→ Hk−i

Le (X,Z(j)).

Finally, the universal Chern class

cLe ∈
∏
j

lim←−
N

H2j
Le(BGLN,S ,Z(j))

for Levine’s motivic cohomology theory (cf. [41, Part I, Chapter III, 1.3.4]) gives us Levine’s
motivic Chern class map

cj,2j−iLe = γLe(−⊗ cLe) : Ki(X)→ H2j−i
Le (X,Z(j)).

8.2. Proof of Theorem 8.2. To prove Theorem 8.2, we will use the two lemmas below.

Lemma 8.9. For a simplicial object Z in V, the canonical map

lim−→
U

H i(TotNZV(U,Z)∗∗≤n)→ lim−→
A∈HRZX (j)

H i(Cb(C∗≥−nX (Z; Z))(A))

induced by Lemma 8.6 and 8.7(2) is equal to the composite

lim−→
U

H i(TotNZV(U,Z)∗∗≤n)→ H−i(X,S(Z)n)

8.8−−→ lim−→
A∈HRZX (j)

H i(Cb(C∗≥−nX (Z; Z))(A))

of the canonical maps.

Proof. It follows from that the diagram

H i(TotNZV(U,Z)∗∗≤n) −−−−→ H−i(X,S(Z)n)y ∥∥∥
H i(Cb(C∗≥−nX (Z; Z))(ZU (j)∗)) −−−−→ H−i(X,S(Z)n)

commutes for the simplicial scheme U attached to a finite affine open covering of X. �
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Lemma 8.10. For a simplicial object Z in V, the diagram

lim−→
U

H i(TotNZV(U,Z)∗∗≤n) −−−−→ lim−→
A∈HRZX (j)

H i(Cb(C∗≥−nX (Z; Z))(A))

(3)

y lim−→ ξn(A)

y
lim−→
U

H i(Cbmot(ZZ(j)∗≤n,ZU (j)∗))
8.7(2)−−−−→ lim−→

A∈HRZX (j)

H i(Cbmot(ZZ(j)∗≤n, A))

(4)+(5)

y lim−→ ε−1
A

y
Db

mot(ZZ(j)∗≤n,ZX(j)[i]) Db
mot(ZZ(j)∗≤n,ZX(j)[i])

commutes, where the top arrow is the map in Lemma above.

Proof. It follows from Lemma 8.6 and 8.7 (2). �

Proof of Theorem 8.2. Lemma 8.9 shows the two Hurewicz maps coincide, i.e., the diagram

Ki(X)
(1)−−−−→ lim−→

U,N

H−i(TotNZV(U,BGLN,S)∗∗≤n)

(8)

y 8.8

y
lim−→
N

H−i(X,S(BGLN,S))
8.9−−−−→ lim−→

N,A∈HRZX (j)

H−i(Cb(C∗≥−nX (BGLN,S ; Z))(A))

commutes. Hence, Lemma 8.10 shows that the map (6)

Ki(X)⊗ lim←−
N

Hk
Le(BGLN,S ,Z(j))→ Hk−i

Le (X,Z(j))

for HLe coincides with the γLe. Then, the motivic universal Chern class cLe defines the same
Chern class maps. �

9. Beilinson’s Regulator

In this section, we first compare Beilinson’s regulator with our Chern character for the Hodge
cohomology theory (in Section 9.1). After that, we study the Chern character for the real Hodge
cohomology theory (in Section 9.2) and for the Hodge cohomology theory over a subfield field
of C (in Section 9.3). We close this section with proving Theorem 0.3 (Corollary 9.13).

9.1. Over C. We will show that our Chern character for the Hodge cohomology theory HHS

in Example 4.1(1) with some universal Chern class cHS is canonically isomorphic to Beilinson’s
regulator (cf. [5]). To state the claim precisely, we recall the Deligne-Beilinson cohomology
theory which is the range of Beilinson’s regulator. We here note that the HHS -cohomology is
the absolute Hodge cohomology (cf. [6, Section 5]).

Let C+
HR denote the dg category of bounded below R-mixed Hodge complexes (cf. [6, Section

3], [41, Chapter V, 2.3.1]). Then, there exists a canonical dg functor C+
H′R
→ C+

HR that induced

an equivalence D+
H′R
→ D+

HR between their derived categories.

Let Γ̃H denote the additive functor Z0C+
HR → C+ModR which preserves arbitrary homotopies

and was constructed in [6, 1.2] (see also [32, 4.2]). We define the functor ΓDB to be the composite

Vop ΓHS−−→ Z0C+
H′R
→ Z0C+

HR
Γ̃H−−→ C+ModR.

The associated cohomology theory (cf. Remark 6.3) is called the Deligne-Beilinson cohomology
theory and is denoted by HDB.
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Remark 9.1. In the derived category, the functor ΓDB is isomorphic to the global sections of
an injective resolution of the Deligne-Beilinson complex ⊕j∈ZRD,Zar(j) in [25, 5.5]. Hence, the
HDB -cohomology is equal to the Deligne-Beilinson cohomology,

H i
HDB

(X, j) = H i
DB (X,R(j)),

by Remark 6.3.

The functor Γ̃H can be canonically extended to a triangulated functor

D+
HR → D+ModR

and there exists a canonical quasi-isomorphism R → Γ̃H1 in C+ModR. Furthermore, the
following lemma holds.

Lemma 9.2. The map

D+
HR(1,−)→ D+ModR(Γ̃H1, Γ̃H−)

of functors on D+ModR induced by Γ̃H is an isomorphism.

Proof. By construction, the map in this lemma coincides with the composite of the isomorphism

D+
HR(1,−) ∼= D+ModR(R, Γ̃H−)

(cf. [32, 4.2.3]) and the one

D+ModR(R, Γ̃H−) ∼= D+ModR(Γ̃H1, Γ̃H−)

induced by the R ∼= Γ̃H1. �

From this, we identify the absolute Hodge cohomology H i
HHS (X, j) with the Deligne-Beilinson

cohomology H i
DB (X,R(j)).

Because the Hodge cohomology theory is extended to a realization functor, this equips a
canonical universal Chern class cHS (see Remark 7.7). On the other hand, the universal Chern
class

cDB ∈
∏
j

lim←−
N

H2j
DB (BGLN,C, R(j))

in the Deligne-Beilinson cohomology was constructed (cf. [48, p. 20]). We here note that they
coincide up to sign.

Lemma 9.3. In the Deligne-Beilinson cohomology

lim←−
N

H2j
DB (BGLN,C, R(j)),

we have the equality cjHS = (−1)jcjDB .

Proof. Both universal Chern classes are constructed by the projective bundle formula. Compar-
ing their definitions implies this lemma. �

In this section, we will prove the following proposition.

Proposition 9.4. Assume that the ring R contains Q. Then, our Chern character

chi,jHHS ,cHS
: Ki(X)→ H2j−i

DB (X,R(j))

for the Hodge cohomology theory HHS with the universal Chern class cHS coincides with Beilin-
son’s regulator multiplied by (−1)j.

To show this proposition, we recall the construction of Beilinson’s regulator following [48,
Section 4].
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Lemma 9.5. Let F be a complex of Zariski sheaves on V. Then, for a simplicial scheme X in
V, the map

V(−, X)→ CAb(F (X),F (−))

of cosimplicial sheaves on V induces an isomorphism

H i(X,F ) ∼= D(V)(NZV(−, X)∗,F [i]),

where D(V) is the derived category of abelian Zariski shaves on V.

Proof. See [48, p. 15, Lemma]. �

Applying this lemma to the case where F is the Godement resolution of the real Deligne-
Beilinson complex of weight j (see Remark 9.1) and X = BGLN,C, we have an isomorphism

H2j(BGLNC,F ) ∼= D(V)(NZV(−, BGLN,C)∗,F [2j]).

For an affine scheme Y = SpecA in V, because

Hi(GLN (A),Z) = H−i(NZV(Y,BGLN,C)∗)

(cf. [41, Part I, Appendix B, 1.1]), we have a map

H2j(BGLN,C,F )→ Ab(Hi(GLN (A),Z), H2j−i(F (Y ))).

Taking the limit with respect to N and composing the Hurewicz map (1), we have a map

lim←−
N

H2j(BGLN,C,F )→ Ab(Ki(Y ), H2j−i(F (Y ))).(9)

Finally, the j-th universal Chern class

cjDB ∈ lim←−
N

H2j(BGLN,C,F )

(cf. [48, p. 20]) gives us Beilinson’s Chern class map

ci,2j−iBe : Ki(Y )→ H2j−i(F (Y )) = H2j−i
DB (Y,R(j)).

In the case i = j = 0, we add the rank function

K0(Y )→ Z
rank−−−→ H0

DB(Y,R(0)).

Furthermore, we define Beilinson’s Chern class map

ci,2j−iBe : Ki(X) −→ H2j−i
DB (X,R(j)).

for a scheme X in V as follows (cf. [48, p. 17]): Jouanolou’s lemma [38, 1.5] tells us that there
exists a torsor Y on X for a vector bundle that is an affine scheme. Then, the map Y → X
induces isomorphisms

Ki(X)
∼=−→ Ki(Y ) and H2j−i

DB (X,R(j))
∼=−→ H2j−i

DB (Y,R(j))

because of the homotopy invariance. Beilinson’s Chern class map for X is defined to be the
composite map

Ki(X)
∼=−→ Ki(Y )

ci,2j−iBe−−−−→ H2j−i
DB (Y,R(j))

∼=←− H2j−i
DB (X,R(j))

that is independent on the choice of such a Y .
The Beilinson regulator is defined to be the associated Chern character (cf. [48, p. 28]).

Lemma 9.6. Our Chern class map for the Deligne-Beilinson cohomology theory HDB with the
universal Chern class cDB coincides with Beilinson’s Chern class map.
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Proof. Let Y be an affine scheme in V. Then, the map (9) canonically induces a map

Ki(Y )⊗ lim←−
N

H2j
DB (BGLN,S , R(j))→ H2j−i

DB (Y,R(j))

which coincides with the map (6) for the cohomology theory associated with the global sections of
F . This follows from the comparison between their constructions and Lemma 9.5. Proposition
7.3 and Remark 9.1 tell us that the above map equals to the map (6) for the Deligne-Beilinson
cohomology theory. Hence, the universal Chern class cDB gives the same Chern class maps. By
functoriality, these maps coincide for each scheme in V. �

Proof of Proposition 9.4. By Proposition 7.1, we have a commutative diagram

Ki(Y ) −−−−→ H2j−i
HHS

(Y, j)

×(−1)j
y yΓ̃H

Ki(Y ) −−−−→ H2j−i
HDB

(Y, j),

where the horizontal arrows are our Chern class maps for (HHS , cHS ) and (HDB , cDB ). This
proposition thus follows from Lemma 9.6. �

The following theorem is the terminus of this section.

Theorem 9.7. Assume that the ring R contains Q. Let RHHS
denote the realization functor

Db
motsh(SmC)R → D+

HR

for the Hodge cohomology theory HHS . Then, the diagram

Ki(X)
(−1)jchi,jLe⊗1R−−−−−−−−−→ H2j−i

Le (X,R(j))

chi,jBe

y RHHS

y
H2j−i

DB (X,R(j)) H2j−i
HHS

(X, j)

commutes for a scheme X in V.

Proof. It follows from Remark 8.3 and Proposition 9.4. �

9.2. Over R. We letH∞HS denote the real Hodge cohomology theory in Example 4.1(2). Because
this cohomology theory is extended to a realization functor, it equips a canonical universal Chern
class c∞HS . In this section, we prove that Beilinson’s regulator coincides with the Chern character
for (H∞HS , c

∞
HS ) up to unit. We here note that theH∞HS -cohomology is the real part of the absolute

Hodge cohomology if 1/2 ∈ R (see Lemma 9.9).
By construction, forgetting the action of Gal(C/R) gives us a commutative diagram

SmR

ΓH∞
HS−−−−→ Z0C+∞

H′R
−−−−→ D+∞

H′Ry y y
SmC

ΓHHS−−−−→ Z0C+
H′R
−−−−→ D+

H′R

of categories, where the left vertical arrow is the base change map and the other verticals
are the forgetful functor (see [41, Chapter V, 2.3]). Proposition 7.1 and 7.2 thus tell us the
commutativity of the diagram below.
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Proposition 9.8. For a scheme X in SmR, the diagram

Ki(X)
c2j−i,jH∞

HS
,c∞

HS−−−−−−→ H2j−i
H∞HS

(X, j)y y
Ki(XC)

c2j−i,jHHS ,cHS−−−−−−→ H2j−i
HHS

(XC, j)

commutes, where the left vertical arrow is the base change map and the right one is induced by
the forgetful functor D+∞

H′R
→ D+

H′R
.

The real absolute Hodge cohomology H2j−i
H∞HS

(X, j) is equals to the real part of the absolute

cohomology, if the ring R contains 1/2.

Lemma 9.9. Assume that the ring R contains 1/2. Then, for a scheme X in SmR, the map

H i
H∞HS

(X, j)→ H i
DB(XC, R(j))

induced by the forgetful functor is injective, and its image is the invariant part under the action
of Gal(C/R). Here, we set XC = X ⊗R C.

Proof. This was proved in [6, Section 7]. �

The corollary below is the goal of this section.

Corollary 9.10. Let RH∞HS
denote the realization functor

Db
motsh(SmR)R → D+∞

HR

for the real Hodge cohomology theory HHS . Then, if the ring R contains Q, the diagram

Ki(X)
(−1)jchi,jLe⊗1R−−−−−−−−−→ H2j−i

Le (X,R(j))
RH∞

HS−−−−→ H2j−i
H∞HS

(X, j)y ∼=
y

Ki(XC)
chi,jBe−−−−→ H2j−i

DB (XC, R(j))∞ H2j−i
HHS

(XC, j)
∞

commutes for a scheme X in SmR, where the left vertical arrow is the base change map. Here,
we denote the invariant submodule of a Gal(C/R)-module M by M∞.

Proof. By Remark 8.3, our Chern class map for the real Hodge cohomology theory is compatible
with Levine’s. On the other hand, Proposition 9.4 tells that our Chern class map for Hodge co-
homology coincides with Beilinson’s. Thus, combing Proposition 9.8, we have the commutativity
of this diagram. �

9.3. Over a subfield of C. We let HMAH denote the mixed absolute Hodge cohomology theory
in Example 4.3. We define the category C+

Hk,R of real R-mixed Hodge complexes on k to be the

full dg subcategory of C+
MAH ,k,R which consists of the objects whose data other than the real

R-mixed Hodge complex on k are 0, i.e., the data (i), (ii), (v), (vi), (vii) and (x) in [41, Chapter
V,2.4.1] are 0. Then, we have a forgetful functor C+

MAH ,k,R → C+
Hk,R . We define s(σ) to be

s(σ) =

{
∞ if σ(k) ⊂ R

∅ otherwise
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for an embedding σ of k in C. Then, picking up the (real) R-mixed Hodge complex on an

embedding σ : k → C gives us a forgetful functor C+
Hk,R → C

+s(σ)
HR . They are extended to

triangulated functors

D+
MAH ,k,R → D+

Hk,R → D
+s(σ)
HR

between their derived categories. Furthermore, the diagram

Smk
ΓMAH−−−−→ Z0C+

MAH ,k,R −−−−→ D+
MAH ,k,R∥∥∥ y y

Smk −−−−→ Z0C+
Hk,R −−−−→ D+

Hk,Ry y y
SmCs(σ)

Γ
Hs(σ)

HS−−−−→ Z0C
+s(σ)
H′R

−−−−→ D
+s(σ)
H′R

commutes by their constructions, where the left vertical arrow is the base change map via σ.
We thus have a map

ρσ : H i
HMAH

(X, j)→ H i

Hs(σ)
HS

(Xσ, j)

of the H-cohomology groups for a scheme X in Smk, where we set Xσ = X ⊗k,σ C (cf. Section
9.1 and 9.2).

Proposition 7.1 and 7.2 tells us the following one.

Proposition 9.11. Let cj,2j−iMAH denote our Chern class map

Ki(X)→ H2j−i
HMAH

(X, j)

induced by the realization functor for the mixed absolute Hodge cohomology theory (cf. Remark
7.7). For a scheme X in Smk and an embedding σ of k in C, the diagram

Ki(X)
cj,2j−iMAH−−−−→ H2j−i

HMAH
(X, j)y yρσ

Ki(X ⊗k,σ Cs(σ))
c2j−i,jH∞

HS
,c∞

HS−−−−−−→ H2j−i
H∞HS

(X ⊗k,σ Cs(σ), j)

commutes, where the left vertical map is the base change map.

Proof. By their constructions, these universal Chern classes coincide via the map ρσ. Hence, we
can apply Proposition 7.1 to this case. �

Lemma 9.12. Assume that k is algebraic over Q. Then, the diagram

Ki(X ⊗Q C)
cj,2j−iBe−−−−→ H2j−i

DB (X ⊗Q C, R(j))

∼=
y y∼=

⊕σKi(Xσ)
⊕σcj,2j−iBe−−−−−−→ ⊕σH2j−i

DB (Xσ, R(j))

of Gal(C/R)-modules commutes, where the direct sums runs through over all embeddings σ of k
in C and the vertical arrows induced by the map Xσ → X ⊗Q C. Here, the action of Gal(C/R)
on ⊕σKi(Xσ) is induced by the actions on the set of embeddings of k and on the group Ki(Xσ)

for σ : k → R→ C, and Gal(C/R) acts on ⊕σH2j−i
DB (Xσ, R(j)) similarly.
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Proof. The maps Xσ → X ⊗Q C give us the isomorphism X ⊗Q C ∼=
∐
σXσ of C-schemes with

an action of Gal(C/R). We thus have the commutativity of this diagram. �

Corollary 9.13. Let k be a finite extension field over Q and let RMAH denote the realization
functor

Db
motsh(Smk)R → D+

MAH ,R

for the mixed absolute cohomology theory HMAH . Assume that the ring R contains Q. Then,
the diagram

Ki(X)
(−1)jchi,jLe⊗1R−−−−−−−−−→ H2j−i

Le (X,R(j))
RMAH−−−−→ H2j−i

HMAH
(X, j)y y⊕σρσ

Ki(XC)∞
chi,jBe−−−−→ H2j−i

DB (XC, R(j))∞
∼=−−−−→

9.12
⊕σH2j−i

DB (Xσ, R(j))s(σ)

commutes for a scheme X in Smk, where the direct sums runs through all infinite places of k
and the left vertical arrow is the base change map. Here, we set XC = X ⊗Q C.

Proof. Combining the diagrams in Proposition 9.11 and Lemma 9.12 via Proposition 9.8, we
have a commutative diagram

Ki(X)
(−1)jcj,2j−iMAH−−−−−−−→ H2j−i

HMAH
(X, j)y y⊕σρσ

⊕σKi(X ⊗k,σ Cs(σ))
⊕σcj,2j−iBe−−−−−−→ ⊕σH2j−i

DB (Xσ, R(j))s(σ)y y
Ki(XC)

cj,2j−iBe−−−−→ H2j−i
DB (XC, R(j)).

Remark 8.3 thus tells us the desired commutativity. �

10. Soulé’s Chern Class Map

In this section, we study on an l-adic analog of the previous section and prove Theorem 0.4.
As already mentioned, we take Soulé’s Chern class as an l-adic analog of Beilinson’s.

Let Hét denote the l-adic étale cohomology theory in Example 4.2. Then, the Hét -cohomology
group is the continuous étale cohomology,

H i
Hét

(X, j) = H i
cont(X,Zl(j)).

As we mentioned, there exists the abstract realization functor for this abstract cohomology
theory Hét. This realization functor canonically gives us a universal Chern class cét (cf. Remark
7.7).

On the other hand, Soulé constructed a Chern class map

cj,2j−1
So Ki(A,Z/l

r)→ H2j−i
ét (SpecA,µ⊗jlr )

with coefficients in Z/lr for a ring A (which is a Dedekind domain when i = 1) (cf. [49, II.2.3]).
Taking the limit with respect to r (cf. [49, IV.3.1]), we have Soulé’s Chern class map

cj,2j−1
So : Ki(A,Zl)→ H2j−i

ét (SpecA,Zl(j))

with coefficients in Zl (cf. [50, Section 1]). We denote the associated Chern character by chi,jSo.
The goal of this section is to prove the following proposition.



51

Proposition 10.1. Let cj,2j−iét denote the Chern class map for the l-adic étale cohomology theory
Hét with cét. Let X be an affine scheme SpecA in V and i be a non-negative integer. If i = 1,
we assume that A is a Dedekind domain. Then, the diagram

Ki(X)
(−1)jcj,2j−iét−−−−−−−→ H2j−i

cont (X,Zl(j))y y
Ki(X,Zl)

cj,2j−iSo−−−−→ H2j−i
ét (X,Zl(j))

commutes, where the vertical arrows are the canonical maps.

Theorem 10.2. With notations as above, Soulé’s Chern class map coincides with the composite

Ki(X)
(−1)jcj,2j−iLe−−−−−−−→ H2j−i

Le (X,Z(j)) −→ H2j−i
cont (X,Zl(j))→ H2j−i

ét (X,Zl(j)),

where the middle map is induced by the realization functor Rét for the l-adic étale cohomology
theory. After tensoring with Q, the same property holds for the Chern characters.

Proof. It follows from the above proposition and Remark 8.3. �

Let Hét,lr denote the étale cohomology theory with coefficients in Z/lr in Example 4.2(2).
Then, the diagram

Vop Γét−−−−→ C+Sh
Z/l∗

ét (S)
Fét−−−−→ D+Sh

Z/l∗

ét (S)∥∥∥ y y
Vop Γét,lr−−−−→ C+Sh

Z/lr

ét (S)
Fét,lr−−−−→ D+Sh

Z/lr

ét (S)

commutes. Hence, the universal Chern class cét for the abstract cohomology theory Hét gives
us a one cét,lr for Hét,lr . Proposition 10.1 can be deduced from the one below.

Proposition 10.3. With notations as above, let cj,2j−iét,lr denote the Chern class map for the

abstract cohomology theory Hét,lr with the universal Chern class cét,lr . Then, the diagram

Ki(X)
(−1)jcj,2j−iét,lr−−−−−−−→ H2j−i

ét (X,µ⊗jlr )y ∥∥∥
Ki(X,Z/l

r)
cj,2j−1
So−−−−→ H2j−i

ét (X,µ⊗jlr )

commutes, the left vertical arrow is the canonical map.

Lemma 10.4. Proposition 10.1 is deduced from Proposition 10.3.

Proof. By Proposition 7.1, the diagram

Ki(X)
cj,2j−iét−−−−→ H2j−i

cont (X,Zl(j))∥∥∥ y
Ki(X)

lim←−r c
j,2j−i
ét,lr−−−−−−−→ H2j−i

ét (X,Zl(j))
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commutes. On the other hand, taking the limit of the diagram in Proposition 10.3, we have a
commutative one

Ki(X)
(−1)j lim←−r c

j,2j−i
ét,lr−−−−−−−−−−−→ H2j−i

ét (X,Zl(j))y ∥∥∥
Ki(X,Zl)

cj,2j−1
So−−−−→ H2j−i

ét (X,Zl(j)).

Combining them tells us the desired commutativity. �

To prove Proposition 10.3, we first recall the construction of Soulé’s Chern class map cj,2j−1
So

with coefficients in Z/ln. For details, see [49, Section 2].
For a ring A, let G denote the general linear group scheme GLN,A of rank N over A. Then,

for the identity map id as a representation of G, there exists the associated Chern class cj(id)

in the equivariant étale cohomology H2j
ét (SpecA,G(A), µ⊗jlr ) for j ≥ 0 (cf. [29, (2.3)]), where G

acts A trivially. For i ∈ Z, using the map

Φ: Hk
ét(SpecA,G(A), µ⊗jlr )→ Ab(Hi(G(A),Z/lr), Hk−i

ét (SpecA,µ⊗jlr ))(10)

constructed in [49, Lemma 1], the Chern class cj(id) gives us a map

Hi(G(A),Z/lr)→ H2j−i
ét (SpecA,µ⊗jlr ).

For i 6= 1, Soulé’s Chern class map

cj,2j−iSo : Ki(A,Z/l
r)→ H2j−i

ét (SpecA,µ⊗jlr )

with coefficients in Z/lr is defined as follows:
We set GL = lim−→N

GLN,A. If i ≥ 2, the map is the composite with the Hurewicz map

πi(BGL(A)+,Z/lr)→ Hi(BGL(A)+,Z/lr) = Hi(GL(A),Z/lr)

with coefficients in Z/lr (cf. [49, II.2.2]).

cj,2jSo is the map which makes the diagram

K0(A) −−−−→ H0(GL(A),Z) −−−−→ H0(GL(A),Z/lr)y yΦ(cj(id))

K0(A)/lrK0(A) K0(A,Z/lr)
cj,2jSo−−−−→ H2j

ét (SpecA,µ⊗jlr )

commutative.
If i = 1, for only a Dedekind ring A, the Chern class map

cj,2j−1
So : K1(A,Z/lr)→ H2j−1

ét (SpecA,µ⊗jlr )

with coefficients in Z/lr was constructed ad hoc (cf. [49, IV.1.3]).

To compare Soulé’s Chern class map cj,2j−iSo with ours, we will use the following lemmas.

Lemma 10.5. With notations as above, the diagram

Ki(SpecA)
(1)−−−−→ Hi(GL(A),Z) −−−−→ Hi(GL(A),Z/lr)∥∥∥ yΦ(cj(id))

Ki(A) −−−−→ Ki(A,Z/l
r)

cj,2j−iSo−−−−→ H2j−i
ét (SpecA,µ⊗jlr )

commutes.

Proof. It follows from their constructions. �



53

Lemma 10.6. The canonical map H2j
ét (BG,µ⊗jlr )→ H2j

ét (SpecA,G(A), µ⊗jlr ) constructed in [27,

p. 221] sends the j-th universal Chern class cjét to the Chern class (−1)jcj(id) above.

Proof. Comparing the constructions of these universal Chern classes implies this lemma. They
were constructed by the projective bundle formulas. �

We have the isomorphism

Hk
ét(BG,µ

⊗j
lr ) ∼= D(V)(NZV(−, BG)∗, Rε∗µ

⊗j
lr [k])

in Lemma 9.5, where Rε∗ is the right derived functor associated with the push-forward to Zariski
sheaves. Via the identification

Hi(G(A),Z) = H−i(NZV(SpecA,BG)∗),

taking the cohomology groups gives us a map

Ψ: Hk
ét(BG,µ

⊗j
lr )→ Ab(Hi(G(A),Z), Hk−i

ét (SpecA,µ⊗jlr )).

Lemma 10.7. For i ∈ Z, the diagram

Hk
ét(BG,µ

⊗j
lr )

Ψ−−−−→ Ab(Hi(G(A),Z), Hk−i
ét (SpecA,µ⊗jlr ))

10.6

y x
Hk

ét(SpecA,G(A), µ⊗jlr )
Φ−−−−→ Ab(Hi(G(A),Z/lr), Hk−i

ét (SpecA,µ⊗jlr ))

commutes, where the right vertical arrow is the canonical map and Φ is the map (10).

Proof. Comparing the construction of the map Φ with that of Ψ tells us this lemma. We note
that, for a ring R,

Hi(G(A), R) = H−i(NZV(SpecA,BG)∗ ⊗R)

(cf. [41, Part I, Appendix B, 1.1]). �

Proof of Proposition 10.3. By Lemma 10.7, the maps Φ and Ψ give us a commutative diagram

Hk
ét(BG,µ

⊗j
lr )⊗Hi(G(A),Z)

Ψ−−−−→ Hk−i
ét (SpecA,µ⊗jlr )y ∥∥∥

Hk
ét(SpecA,G(A), µ⊗jlr )⊗Hi(G(A),Z/lr)

Φ−−−−→ Hk−i
ét (SpecA,µ⊗jlr ).

that is natural in the rank N of the group G = GLN,A. Taking the colimit with respect to N
and using Lemma 10.6, we have a commutative diagram

Hi(GL(A),Z)
Ψ(cjét⊗−)
−−−−−−→ Hj−i

ét (SpecA,µ⊗jlr )y ∥∥∥
Hi(GL(A),Z/lr)

(−1)jΦ(cj(id)⊗−)
−−−−−−−−−−−→ Hj−i

ét (SpecA,µ⊗jlr ).

Composing the Hurewicz map (1), Ki(A)→ Hi(GL(A),Z), makes the top arrow in this diagram

our Chern class map cj,2j−iét,lr . Hence, by Lemma 10.5, we have the desired commutativity. �

We close this section with an application to the category of mixed Tate motives. For a finite
extension field K over Q, let MT (K) denote the category of mixed Tate motives over K (cf.
[40, Section 4]). This is a full admissible abelian tensor subcategory of Db

motsh(SmK)Q. Hence,
restricting the rational l-adic realization functor

Rét,Q : Db
motsh(SmK)Q → D+Sh

Z/l∗

ét (SpecK)Q
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to the subcategory MT (K), we have an exact tensor functor

Rét,Q : MT (K)Q → Sh
Z/l∗

ét (SpecK)Q.

We note that the domain Sh
Z/l∗

ét (SpecK) is canonically equivalent to the abelian tensor category

of continuous Zl[Gal(K/K)]-modules (cf. [32, 9.1]).

Corollary 10.8. Let l be an odd prime and K be a finite extension field of Q. Then, the
canonical extension of the rational l-adic realization functor

Rét,Q : MT (K)Q → Sh
Z/l∗

ét (SpecK)Q

to the Ql-linear category MT (K)Ql
of mixed Tate motives is fully faithful.

Proof. The proof is similar to the Hodge case (see [24, 2.14]). We need that the injectivity of l-
adic realization on Ext1

MT (K)Ql
(Z(0),Z(j)). When j = 1, this follows from [21, 2.4]. Otherwise,

the proposition below and Theorem 10.2 imply this via the identification

K2j−1(K)(j) ∼= H1(SpecK,Q(j)) = Ext1
MT (K)Q

(Z(0),Z(j))

induced by Levine’s Chern class map ch1,j
Le . �

Proposition 10.9. With notations as above, Soulé’s Chern class map

cj,2j−iSo : Ki(K)⊗Ql → H2j−i
ét (SpecK,Ql(j))

is an isomorphism if 2j − i = 1 or 2, and i > 1.

Proof. We have a commutative diagram

K2j−i(OK)⊗Ql −−−−→ H i
ét(SpecOK [1/l],Ql(j))y y

K2j−i(K)⊗Ql −−−−→ H i
ét(SpecK,Ql(j)),

where the horizontal arrows are Soulé’s Chern class maps. The vertical arrows in this diagram
are isomorphisms by the localization sequences. Moreover, Soulé proved that the top Chern
class map is an isomorphism (see [50, Theorem 1]). Hence, the remaining map is also an
isomorphism. �

11. Huber’s Chern Character and Besser’s Regulator

Huber [32] constructed a Chern character to the absolute cohomology of the cohomology
theory which takes values in the category of mixed realizations. Using the method of her
construction, Besser [11] constructed the rigid syntomic regulator as a Chern character which is
a p-adic analog of Beilinson’s regulator. In this section, we compare these maps with our Chern
characters. We first define an abstract cohomology theory associated with Huber’s which takes
values in the category of mixed realizations.

For a field k of finite type over Q, we define the mixed realization cohomology theory HMR
on the category Smk of smooth and quasi-projective schemes as follows:

• (CMR, TMR, FMR) is associated with the abelian category MR defined in [32, 11.1.1]
(cf. Remark 6.3).
• ΓMR is the functor constructed in [32, 11.2].

We note that the difference between C+
MAH ,k,Q and C+

dgMR is a bit (cf. [32, 11.1], [41, p. 285]).
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Proposition 11.1. Let cMR denote the universal Chern class for the mixed realization coho-

mology theory HMR constructed in [32, Section 17]. Then, our Chern class map cj,2j−iMR for the

pair (HMR, cMR) coincides with Huber’s Chern class map cj,2j−iHu defined in [32, 18.2.6] up to
sign. Especially, the associated Chern characters coincides up to sign after tensoring with Q.

Proof. As already mentioned, the construction of our Chern class map is a generalization of
Huber’s. The difference is only the construction of a Hurewicz map

Ki(X)→ lim−→
U

H−i(TotNZV(U,BGL)∗∗)

(see [32, 18.2.4]) and a dg structure on the category CA of complexes in an additive category
A (see [32, 2.2.7]). We remark that their total complex functors are the same (compare [32,
2.2.3] and [41, Part II, Chapter II, 1.2.9]). To construct a Hurewicz map which she used,
the Bousfield-Kan completion Z∞ (cf. [14, Chapter 1, Section 4]) was used instead of the +-
construction. However, the simplicial presheaf BGL+ is canonically weak homotopy equivalent
to Z∞BGL via Z∞BGL

+ (cf. [28, 2.16]). The difference The dg structure becomes equivalent

to the other by multiplying (−1)
∑i−1
n=0 n on the group of maps of degree i, �

In a manner similar to Huber’s construction, Besser constructed a Chern class map to the
rigid syntomic cohomology and defined the rigid syntomic regulator as the associated Chern
character (cf. [11, Section 7]). We note that the H-cohomology of p-adic Hodge cohomology
theory is Besser’s rigid syntomic cohomology (see Proposition 5.17).

Remark 11.2. We note that the definition of the associated Chern character in [11, 7.6] is
incorrect, because such a map is not multiplicative (cf. Remark 6.10). The correct definition is

ch =
∑
j≥1

(−1)j−1

(j − 1)!
cij (+ Rank if i = j = 0).

Proposition 11.3. Besser’s rigid syntomic regulator whose range is the rigid syntomic cohomol-
ogy group H i

syn(X,K(j)) coincides with our Chern character for the p-adic Hodge cohomology
theory in Theorem 5.18 with the universal Chern class cBe constructed in [11, 7.4] up to sign.

Proof. Besser’s regulator is a Chern character that is constructed following the method of Huber.
On the same reason as the proposition above, these maps coincide up to sign. �

12. Gillet’s and Asakura-Sato’s Chern character

We close this paper with comparing our Chern characters with Gillet’s [27] and with Asakura-
Sato’s [1].

For a Z-graded bounded below complex Γ = {Γ (j)}j∈Z of abelian Zariski sheaves on V, we
define an associated abstract cohomology theory HΓ as follows:

• The triple (C, T , F ) is associated with the abelian category Ab of abelian groups (cf.
Remark 6.3).
• The functor Γ(j) : Vop → C+Ab is the composite of the global sections of the Godement

resolution of Γ (j) with the total complex functor,

Vop Γ (j)−−−→ C+ShZ
Zar(X) −→ C+C+ShZ

Zar(X)
H0

−−→ C+C+Ab
Tot−−→ C+Ab.

We assume that this graded complex Γ of sheaves satisfies one of the following conditions:

• Γ is extended to a twisted duality theory on V with d = 2 [27, 1.2].
• Γ is extended to an admissible cohomology theory on V [1, 2.5].
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Then, the assumption gives us the universal Chern classes cΓ in
∏
j lim←−N H

2j(BGLN,S , Γ (j))

(see [27, 2.8] or [1, 4.1]) and the Chern character

chi,jΓ : Ki(X)→ H2j−i(X,Γ (j))⊗Q

(see [27, Section 2] or [1, Section 6]).

Remark 12.1. (1) Suppose that Γ equips structures of a twisted duality theory and an admissible
cohomology theory simultaneously. Then, the associated universal Chern classes cΓ and the

Chern characters chi,jΓ coincide, because the method of Asakura and Sato’s construction is the
same to Gillet’s.

(2) A twisted duality theory is almost an admissible cohomology theory. The bit difference is
the axiom about the existence of a first Chern class map (compare [27, 1.2(xi)] and [1, 2.5(1)],
see also [1, 2.6]).

Proposition 12.2. With notations as above, the Chern character chi,jΓ coincides with our Chern
character for (HΓ , cΓ ).

Proof. For a scheme X in V, they constructed a map

H2j(BGLN,X , Γ (j))→ Ab(Ki(X), H2j−i(X,Γ (j)))

using the notion of the homotopy category of simplicial sheaves (see [27, Section 2], [1, Section
5]). The pull-back of the universal Chern class cΓ thus gives us the Chern class map Ki(X)→
H2j−i(X,Γ (j)). chi,jΓ is the associated Chern character (cf. [27, 2.34], [1, 5.6]). Hence, it is
enough to show that the diagram

H2j(BGLN,X , Γ (j)) −−−−→ Ab(Ki(X), H2j−i(X,Γ (j)))x ∥∥∥
H2j(BGLN,S , Γ (j)) −−−−→ Ab(Ki(X), H2j−i

HΓ (X, j))

commutes. This follows from comparing their constructions. �

By Theorem 3.5, the geometric cohomology theory HΓ associated with a twisted duality the-
ory Γ on V is extended to the realization functor RΓ : Db

motsh(V)→ D+Ab. Hence, Proposition
7.9 implies the proposition below.

Proposition 12.3. The composite

Ki(X)
chi,jLe⊗1
−−−−→ H2j−i

Le (X,Q(j))
RΓ−−→ H2j−i

HΓ (X, j)⊗Q = H2j−i(X,Γ (j))⊗Q

coincides with Gillet’s Chern character chi,jΓ multiplied by (−1)j.

Proof. Let cRΓ denote the universal Chern class associated with the realization functor RΓ (cf.
Remark 7.7). Then, we have an equality

(−1)jcjRΓ = cjΓ in lim←−
N

H2j(BGLN,S , Γ (j))

by construction. Hence, it follows from the above proposition and Theorem 8.3. �

13. A motivic interpretation of Besser’s regulator

We now do not have the realization functor associated with the p-adic Hodge cohomology the-
ory that is constructed in Section 5. However, we can construct another p-adic Hodge realization
functor on a full subcategory of mixed Tate motives by composing the p-adic étale realization
functor with the functor Dcris that sends a crystalline representation to a weakly admissible
filtered φ-module. In this section, we give a motivic interpretation of Besser’s regulator using
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this p-adic Hodge realization functor. We refer to [26] for the basic notations and properties in
the theory of p-adic representation.

Let K be a finite extension of Q and let v be a place of K on the prime number p. Let Kv

denote the completion of K with respect to v and let GKv denote the absolute Galois group
of Kv. Furthermore, let O denote the ring of integers of K. In Section 10, we constructed the
rational p-adic étale realization functor

Rét,Q : MT (K)Q → Sh
Z/l∗

ét (SpecK)Q

on the Q-linear category MT (K)Q of mixed Tate motives over K (see the sentence before
Corollary 10.8). Taking the associated Galois representation, we have a functor

MT (O(v))Q → Repcris(GKv)

to the category Repcris(GKv) of crystalline representations of GKv , where MT (O(v))Q is the full
subcategory of mixed Tate motives which are unramified at v (cf. [53, 4.2]). Composing the
equivalence

Dcris : Repcris(GKv)→MF fKv(φ)

to the category MF fKv(φ) of weakly admissible filtered φ-modules over Kv, we have a p-adic
Hodge realization functor

RpH : MT (O(v))Q
Rét,Q−−−→ Repcris(GKv)

Dcris−−−→MF fKv(φ)

on MT (O(v))Q.
Using this p-adic Hodge realization functor RpH , we can give a motivic interpretation of

Besser’s regulator as follows:

Theorem 13.1. Let X be a smooth and projective scheme over the local ring O(v) such that the
ZXK (k) belongs to the category MT (O(v))Q for some k ∈ Z. Then, for i ≥ 0 and j ∈ Z, the
map

Ki(X)⊗Q→ Ki(XKv)⊗Q→ H2j−i
syn (X ⊗Ov,K(j))

that is induced by the base change map and by the functor RpH becomes equivalent to Besser’s

regulator ri,jBes by multiplying (−1)j, where Ov is the completion of O with respect to the place v.

Proof. Composing the representable functor C+
dgSh

Z/l∗

ét (SpecKv)(1,−) with the p-adic étale co-

homology theory Γ in Example 4.2 (1), we have a twisted duality theory Γét on SmKv in the
sense of Gillet. Then, the corollary 9.10 of [11] means that the diagram

Ki(XKv)⊗Q
chi,jΓét−−−−→ H2j−i

cont (XKv ,Qp(j))x y
Ki(X ⊗Ov)⊗Q

ri,jBes−−−−→ H2j−i
syn (X ⊗Ov,Kv(j))

commutes, where the top horizontal arrow is Gillet’s Chern character and the right vertical
arrow is the canonical map. Since the H-cohomology groups of Γ and Γét are coincide (cf. [41,
Section V, 2.2.8]), our Chern character for them are also by Proposition 7.1. Hence, it follows
from [11, Proposition 9.11] and Corollary 12.3. �

We close this thesis with giving an application of this Theorem. Yamashita [53] studied the
p-adic Hodge realization of Huber-Wildeshaus’ motivic polylogarithm class (that is constructed
in [35]) via the realization functor

RpH : MT (O(v))Q →MF fK(φ).
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Combining his result with this theorem, we have an another proof of the corollary below which
says that Besser’s regulator sends Huber-Wildeshaus’ polylogarithm class to a special value of
Coleman’s p-adic polylogarithm up to non-zero rational number.

Corollary 13.2. Let N be a positive integer that is prime to the prime number p and v be a
place of the N -th cyclotomic field Q(µN ) on p. Let O(v) denote the ring of v-integers in Q(µN )
and Ov denote its completion. Furthermore, let Kv denote the field of fractions of Ov. Then,
for j ≥ 2, the composite

K2j−1(O(v))⊗Q→ K2j−1(Ov)⊗Q
r1,j
Bes−−→ H1(SpecOv,Kv(j))

∼=−→ Kv,

where the third arrow is the canonical isomorphism (cf. [53, p. 718]), sends Huber-Wildeshaus’

motivic polylogarithm class polζ (see [35, 9.4]) to j! `
(p)
j (ζ) for an N -th root of unity ζ. Here,

`
(p)
j (ζ) is the special value of Coleman’s p-adic polylogarithm (see [19, VI])

`
(p)
j (t) =

∑
n≥1,(n,p)=1

tn

nj

at ζ.

Proof. It follows from [53, 4.10 and 4.11] and the theorem above. We remark that the coefficient(
1− 1

pn

)
in [53, 4.11] is incorrect. The correct coefficient is(

1− σ

pn

)
,

where σ is the Frobenius automorphism. �

Remark 13.3. By calculating the regulator explicitly, Besser and De Jeu already proved a result
similar to this corollary that says Besser’s regulator sends the element [ζ]j in K2j−1(O(v))⊗Q
constructed by De Jeu [20] to a special value of p-adic polylogarithm up to some explicit constant
(see [12, Theorem 1.12]). We can prove this corollary using their result. We remark that
they used another identification of H1

syn(SpecOv,Kv(j)) with Kv in their paper (see [12, 4.6]).
Composing the automorphism

σ

pj
− id

of Kv, their identification becomes equivalent to ours (see [53, 4.13]), where σ is the Frobenius
automorphism.
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