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#### Abstract

Precise computation of meson form factors in lattice QCD plays an important role in examining the standard model of particle physics. In this thesis, we study how to obtain a better control of three major systematic errors in the computation of the relevant three point functions to the form factors: finite lattice volume, finite lattice spacing, and violation of the chiral symmetry.

In part I, we focus on the finite volume effects on the pion form factors. Using chiral perturbation theory, we find ratios of correlators, which automatically cancel the dominant finite volume effects come from the zero-momentum mode of pions. We show that a precise extraction of the pion form factors can be carried out even on a rather small lattice size $L \sim 3 \mathrm{fm}$.

In part II, we report on our recent numerical study in JLQCD collaboration about form factors of $D$ meson semileptonic decays. We use the Möbius domain-wall fermions in order to reduce the systematic errors due to violation of chiral symmetry, as well as finite lattice spacing by simulating fine lattices. Our preliminary result for the semileptonic $D$ meson form factors with the cutoff $1 / a \sim 2.4 \mathrm{GeV}$ already shows a good agreement with the experiments.
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## 1. INTRODUCTION

The standard model shows great successes as a fundamental theory of the particle physics. However, it does not explain everything perfectly, especially, the hierarchic mass spectrum (fine tuning problem), and existence of a theory beyond the standard model (BSM) is expected. Recently, the LHC experiments is running to research the BSM, but no definite evidence of the BSM has been reported so far.

Thus, a precise test of the standard model itself is becoming more and more important. Especially, precise analysis of hadron effects from theory side is awaited. Such an analysis however involves the strong interaction effects, which is described by the Quantum Chromodynamics (QCD) in the standard model, and requires non-perturbative calculation.

For such analysis, lattice QCD numerical simulation is an essential tool, since it enables us to calculate the strong interaction effects non-perturbatively from first principle. In fact, many topics of QCD physics, including hadron matrix elements, have been studied and developed by lattice QCD.

However, it should be noted that lattice QCD has inevitable three sources of systematic errors: finite lattice volume, finite lattice spacing, and violation of the chiral symmetry. Studying on these sources, we try to extract an accurate value of physical quantities. In this thesis, we study how to reduce these systematic errors on the meson form factors. In part I, we consider pion form factors, which are sensitive to the finite volume. In part II, we compute the $D$ meson's form factors, which are sensitive to finite lattice spacings and violation of the chiral symmetry. These two parts are based on the following papers:

$$
\begin{gathered}
\text { Part I : [1] H. Fukaya and T. Suzuki, Phys. Rev. D 90, no. 11, } 114508 \text { (2014) } \\
\text { doi:10.1103/PhysRevD. } 90.114508 \text { [arXiv:1409.0327 [hep-lat]] (and also [2]). }
\end{gathered}
$$

Part II : PoS LATTICE 2015 (to be reported).
The latter article is a contribution by JLQCD collaboration to a conference proceedings, reporting on the preliminary results. We will submit a full paper after finalizing the analysis.

The rest of this thesis is organized as follows. Part I contains six sections: Secs. 2-7. First, Sec. 2 is an introduction to Part I. In Sec. 3, we review the $\epsilon$ expansion of chiral perturbation theory (ChPT) and present how to compute the correlators at one-loop level. In Sec. 4, we consider the two-point functions to illustrate our new idea. Then, our main
result for the pseudoscalar-vector-pseudoscalar three-point functions is presented in Sec. 5, including the NLO effects. In Sec. 6, we show how to extract pion vector form factors, and estimate the remaining finite volume effects numerically : we find that it is a few percent level already at $L=3 \mathrm{fm}$ with a size of finite lattice volume $L$. Summary and conclusion of part I are given in Sec. 7 .

Next, Part II contains Secs. 8-12 In Sec. 9, we explain our formula to calculate the form factors from lattice data. In Sec. 10, lattice set up of simulations we have used is summarized. Our numerical results are shown in Sec. 11. There, we determine the $q^{2}$ dependence of the form factors and compute the form factors at $q^{2}=0$. Summary and discussions of Part II are shown in Sec. 12.

Finally, we conclude this thesis in Sec. 13.

## Part I

## Finite volume effects on the pion form

## factors

## 2. INTRODUCTION TO PART I

In Part I, we consider the pion form factor in a finite volume, which is a main source of systematic errors on light hadron dynamics in lattice QCD. In particle physics, the finite volume effects are described by the propagation of the particles wrapping around finite lattice box. Since the pion is the lightest meson in QCD, the dominant part should come from the pion's propagation, $\exp \left(-m_{\pi} L\right)$. In the literature [5], it is often mentioned that $m_{\pi} L$ should be larger than 4 to suppress the finite volume effects to a level of a few percent. This means that a lattice simulation with a simulated pion mass at or below the physical point requires a large lattice size satisfying $L \gtrsim 6 \mathrm{fm}$, which is still a challenging size for current computational resources. Especially, when we use a lattice fermion formulation such as domain-wall or overlap fermions to keep a good chiral symmetry, the available range of $m_{\pi} L$ is limited. Thus, it is important to find a way to control the finite volume effects even in a small lattice volume where $L \gtrsim 6 \mathrm{fm}$ is not satisfied.

Here we concentrate on the electro-magnetic form factor of pions. In contrast to the onepoint and two-point functions [16-21], it is less known how much the finite volume effects affect on the three-point functions, which are relevant for the form factors. Experimentally, this form factor is related to the pion charge radius $\left\langle r^{2}\right\rangle_{V}$ through the relation

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{V}=\left.6 \frac{d F_{V}\left(q^{2}\right)}{d q^{2}}\right|_{q^{2}=0} \tag{1}
\end{equation*}
$$

where $F_{V}\left(q^{2}\right)$ denotes the electro-magnetic form factor at the momentum transfer $q^{2}$. In terms of ChPT, it is related to the low-energy constant $L_{9}$ (or $l_{6}$ in the $S U(2)$ case), which appears at the next-to-leading order (NLO) in the chiral Lagrangian [8, 9].

However, the lattice results for the pion charge radius have showed a sizably lower value than the experimental value $\left\langle r^{2}\right\rangle_{V}=0.452(11) \mathrm{fm}^{2}[10]$ (the recent lattice results are summarised in [11]). It is only recently that consistent values of $\left\langle r^{2}\right\rangle_{V}$ were reported by simula-
tions near the physical point [12-14]. According to ChPT, it is known that the pion charge radius shows a logarithmic divergence as the pion mass goes to zero. Thus, we may recognize that our simulated pion masses are too large to reproduce the logarithmic divergence, unless we directly simulate QCD near the chiral limit $m_{\pi} \rightarrow 0$. Namely, in order to examine the chiral logarithm of the pion charge radius, it is essential to simulate lattice QCD in the very vicinity of the chiral limit. In this region, above condition $m_{\pi} L>4$ is quite severe, and how to control the finite volume effects becomes more important.

We would like to therefore find a way to control the finite volume effects even in a small lattice volume. Here we notice that the naive criterion about $m_{\pi} L$ mentioned above comes from the fact that the pion's zero-momentum mode gives the dominant finite volume effects. The pion's zero-momentum mode can propagate wrapping around the lattice volume and gives a contribution naively estimated as $\exp \left(-m_{\pi} L\right)$. While, such contribution from the excited pion states with an energy $E_{\pi}$ is a much smaller, $e^{-E_{\pi} L}<1.87 \times 10^{-3}$, since their discrete energy satisfy $E_{\pi}>2 \pi / L$ (or equivalently $E_{\pi} L>2 \pi$ ) in a finite volume. We can therefore expect that the finite volume effects can be well controlled by eliminating or reducing the dominant contribution from the pion's zero-momentum mode. If this expectation is true, we can extract a reliable result for physical quantities from lattice simulation on a small volume where $m_{\pi} L>4$ is not satisfied and the finite volume effects is generally large.

In order to find good observables which cancel contributions from the pion's zeromomentum mode, we use the so-called $\epsilon$ expansion of ChPT [6, 7], which treats the pion's zero-momentum mode separately and non-perturbatively. The $\epsilon$ expansion is valid even when the Compton wavelength of pions exceeds a lattice size: $m_{\pi} L<1$. In this case, corrections from the finite volume effects is generally $\sim 100 \%$, and the lattice data is largely contaminated by the finite volume effects. In the previous works, the $\epsilon$ expansion of ChPT was mainly used to extract the low-energy constants [16-21], using a bunch of Bessel functions which appears as a special feature of the $\epsilon$ expansion, and to calculate one or two point functions except for $[22,23]$.

In our work [1], we compute the pseudoscalar-vector-pseudoscalar three point function within the $\epsilon$ expansion of ChPT to extract the electro-magnetic form factors.

We find a way to automatically cancel the dominant part of the finite volume effects. Since the zero-momentum contribution does not depend on space-time, two simple steps are enough to achieve this:

1. inserting non-zero momenta to relevant operators (or taking a subtraction of the correlators at different source points when one or two of the inserted momenta are zero).
2. taking ratios of them.

We also compute the NLO corrections and show that these effects are actually suppressed by $1 / F^{2} L^{2}$, where $F$ denotes the pion decay constant.

Here we would like to emphasize a feature of our new approach. As mentioned above, our strategy is to cancel the dominant finite volume effects which comes from the zero momentum mode of pions and is written in terms of the Bessel functions. This approach is different from that of the previous works where they use Bessel functions to extract the lowenergy constants. In particular, it is important to note that there is essentially no need to use Bessel functions in our method. Moreover, since the dominance of the zero momentum mode of pions is universal, we expect a wide application of our method. It may be useful for higher correlation functions of any operators or for the conventional $p$ regime.

A part of our result has been already applied to numerical works by JLQCD collaboration $[13,14]$ where they simulate QCD at a very small pion mass in a small volume. They reported a higher value for the pion charge radius than the experimental value confirming the strong chiral logarithmic enhancement.

## 3. THE $\epsilon$ EXPANSION OF CHPT

In this section, we introduce the $\epsilon$ expansion of ChPT, and explain how to calculate correlation functions up to one-loop level. First, we show the counting rule of the $\epsilon$ expansion. Second, we give the chiral lagrangian with pseudo-scalar and vector source terms, and provide a general procedure of calculation of correlation functions from a partition function. Finally, we explain the technical details of our calculation in the $\epsilon$ expansion at the end of this section.

## 3-a. The chiral Lagrangian

We consider $N_{f}$-flavor ChPT in an Euclidean finite volume $V=T L^{3}$ with the periodic boundary condition in every direction, where $T$ denotes a size of lattice volume in temporal
direction. The Lagrangian [8, 9] is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{ChPT}}=\frac{F^{2}}{4} \operatorname{Tr}\left[\left(\partial_{\mu} U(x)\right)^{\dagger}\left(\partial_{\mu} U(x)\right)\right]-\frac{\Sigma}{2} \operatorname{Tr}\left[\mathcal{M}^{\dagger} U(x)+U^{\dagger}(x) \mathcal{M}\right]+\cdots, \tag{2}
\end{equation*}
$$

where $U(x)$ denote the chiral field which is an element of the group $S U\left(N_{f}\right) . F$ is the pion decay constant and $\Sigma$ is the chiral condensate both in the chiral limit. The ellipses denote the terms at the higher orders. For simplicity, we set the quark mass matrix $\mathcal{M}$ to be degenerate and diagonal: $\mathcal{M}=\operatorname{diag}(m, m, m, \cdots)$.

As we have mentioned in Sec. 2, we would like to consider the finite volume effects in a small lattice where $m_{\pi} L>4$ is not satisfied. Especially, in the $m_{\pi} L<1$ case, which is the so-called $\epsilon$ regime [6], one has to take special care about the pion's zero-momentum mode. In this extreme regime, the vacuum has non-perturbatively large fluctuations and become the dynamical variables. Namely, one must integrate the pion's zero-momentum mode exactly. Thus, it is useful to separate the zero-momentum mode from the non-zero momentum modes and parametrize the chiral field as

$$
\begin{equation*}
U(x)=U_{0} \exp \left(\frac{i \sqrt{2}}{F} \xi(x)\right), \quad U_{0} \in S U\left(N_{f}\right) \tag{3}
\end{equation*}
$$

where $U_{0}$ denotes the zero-momentum modes. The non-zero momentum mode can be decomposed as $\xi(x)=T^{a} \xi^{a}(x)$ with $S U\left(N_{f}\right)$ generators $T^{a}$ with the normalization of $\operatorname{Tr}\left[T^{a} T^{b}\right]=\frac{1}{2} \delta^{a b}$. Since the zero-modes $U_{0}$ are separated from $\xi(x)$ fields, a constraint

$$
\begin{equation*}
\int d^{4} x \xi(x)=0 \tag{4}
\end{equation*}
$$

must be satisfied to keep from the double-counting of the zero-modes.
Now, we would like to rewrite the chiral Lagrangian Eq. (2) in terms of the $\epsilon$ expansion according to the counting rule given by

$$
\begin{align*}
& \mathcal{O}(1): U_{0} \\
& \mathcal{O}(\epsilon): \partial_{\mu}, \frac{1}{V^{1 / 4}}, m_{\pi}^{1 / 2}, m^{1 / 4}, \xi(x), \tag{5}
\end{align*}
$$

as

$$
\begin{align*}
\mathcal{L}_{\mathrm{ChPT}}= & -\frac{\Sigma}{2} \operatorname{Tr}\left[\mathcal{M}^{\dagger} U_{0}+U_{0}^{\dagger} \mathcal{M}\right]+\frac{1}{2} \operatorname{Tr}\left[\partial_{\mu} \xi \partial_{\mu} \xi\right](x) \\
& +\frac{\Sigma}{2 F^{2}} \operatorname{Tr}\left[\left(\mathcal{M}^{\dagger} U_{0}+U_{0}^{\dagger} \mathcal{M}\right) \xi^{2}\right](x)+\cdots . \tag{6}
\end{align*}
$$

This Lagrangian describes a hybrid system of a matrix $U_{0}$ and bosonic $\xi(x)$ fields with weakly interacting. The counting rule Eq. (5) means that zero-momentum mode $U_{0}$ is treated nonperturbatively and other quantities are treated as perturbative small quantity of $\mathcal{O}(\epsilon)$. In the $\epsilon$ expansion, $1 / V^{1 / 4}$ and $m_{\pi}^{1 / 2}$ are regarded as a same order quantity. This reflects that the $\epsilon$ expansion is valid in a region $m_{\pi} L<1$. Especially, non-zero momentum modes $\xi(x)$ are treated as perturbative quantity with the same order of $1 / V^{1 / 4}$. This can be recognized from the propagator of $\xi$ fields (see Eq. (7)).

It is not difficult to perform the Gaussian integrals for $\xi(x)$ fields. Thus, we use the correlator in quark-line basis,

$$
\begin{equation*}
\left\langle[\xi(x)]_{i j}[\xi(y)]_{k l}\right\rangle_{\xi}=\delta_{i l} \delta_{j k} \bar{\Delta}(x-y)-\delta_{i j} \delta_{k l} \frac{1}{N_{f}} \bar{\Delta}(x-y) \tag{7}
\end{equation*}
$$

where the second term reflects the constraint $\operatorname{Tr} \xi=0$, and

$$
\begin{equation*}
\bar{\Delta}(x) \equiv \frac{1}{V} \sum_{p \neq 0} \frac{e^{i p x}}{p^{2}} \tag{8}
\end{equation*}
$$

describes the propagator of the massless bosons. The index in summation runs over the non-zero 4-momentum $p=2 \pi\left(n_{t} / T, n_{x} / L, n_{y} / L, n_{z} / L\right)$, with integers $n_{\mu}$, except for $p=$ ( $0,0,0,0$ ), which comes from the constraint Eq. (4).

While $\xi(x)$ fields can be treated perturbatively, the zero-momentum mode denoted by $U_{0}$ must be integrated non-perturbatively (we denote it by $\langle\cdots\rangle_{U_{0}}$ defined in Eq. (48)). These matrix integrals gives the expression in term of the Bessel functions [24-26], which is a feature of the $\epsilon$ regime. Historically, this peculiar feature is used for extracting $\Sigma$, the leading LEC's, and $F$, which are more sensitive to the volume than others. However, for the other LEC's at NLO, we should take a different way, or should remove the effects from the finite size. In this study on the vector form factor of pions, which is related to the $L_{9}$ among the LEC's, the zero-momentum mode integration plays a less important role.

## 3-b. Partition function and correltors

In this subsection, we consider the partition function of ChPT in the $\epsilon$ regime and show how to calculate the correlation functions. First, we introduce the relevant source terms to the chiral Lagrangian Eq. (2). Since the Lagrangian is invariant under the chiral rotation,

$$
\begin{equation*}
U(x) \rightarrow g_{L} U(x) g_{R}^{\dagger}, \quad g_{L}, g_{R} \in S U\left(N_{f}\right) \tag{9}
\end{equation*}
$$

the vector or axial vector operators are given through the Noether's theorem for the vectorlike transformation $g_{L}=g_{R}$ and the axial one $g_{L}=g_{R}^{\dagger}$. It is easy to see that adding these operators is equivalent to replacing the derivatives by the "covariant" derivatives:

$$
\begin{equation*}
\partial_{\mu} \rightarrow \nabla_{\mu} U(x) \equiv \partial_{\mu} U(x)-i\left(v_{\mu}(x)+a_{\mu}(x)\right) U(x)+i U(x)\left(v_{\mu}(x)-a_{\mu}(x)\right) \tag{10}
\end{equation*}
$$

where $v_{\mu}(x)$ and $a_{\mu}(x)$ denote the vector and axial-vector sources, respectively. Similarly, since the Lagrangian is invariant under the Parity transformation,

$$
\begin{equation*}
U(x) \rightarrow U^{\dagger}(x), \quad x=(t, x, y, z) \rightarrow x=(t,-x,-y,-z) \tag{11}
\end{equation*}
$$

adding a scalar $U(x)+U^{\dagger}(x)$ and a pseudoscalar $U(x)-U^{\dagger}(x)$ is absorbed in the mass matrix:

$$
\begin{equation*}
\mathcal{M} \rightarrow \mathcal{M}_{J} \equiv \mathcal{M}+s(x)+i p(x) \tag{12}
\end{equation*}
$$

where $s(x)$ and $p(x)$ denote the scalar and pseudoscalar sources, respectively. We set $s(x)=$ $a_{\mu}(x)=0$ in the following, since it is not necessary in our calculations.

Next, let us introduce the NLO terms of the chiral lagrangian. However, some of them are irrelevant to our calculations. In this study, it is enough to consider the terms with the low-energy constants $L_{i}(i=4, \cdots 9)$. Namely, we consider the Lagrangian

$$
\begin{align*}
\mathcal{L}\left(s, p, v_{\mu}, a_{\mu}\right)= & \frac{F^{2}}{4} \operatorname{Tr}\left[\nabla_{\mu} U^{\dagger}(x) \nabla_{\mu} U(x)\right]-\frac{\Sigma}{2} \operatorname{Tr}\left[\mathcal{M}_{J}^{\dagger} U(x)+U^{\dagger}(x) \mathcal{M}_{U}\right] \\
& +L_{4} \frac{2 \Sigma}{F^{2}} \operatorname{Tr}\left[\left(\nabla_{\mu} U(x)\right)^{\dagger} \nabla_{\mu} U(x)\right] \times \operatorname{Tr}\left[\mathcal{M}_{J}^{\dagger} U(x)+U^{\dagger}(x) \mathcal{M}_{J}\right] \\
& +L_{5} \frac{2 \Sigma}{F^{2}} \operatorname{Tr}\left[\left(\nabla_{\mu} U(x)\right)^{\dagger} \nabla_{\mu} U(x)\left(\mathcal{M}_{J}^{\dagger} U(x)+U^{\dagger}(x) \mathcal{M}_{J}\right)\right] \\
& -L_{6}\left(\frac{2 \Sigma}{F^{2}} \operatorname{Tr}\left[\mathcal{M}_{J}^{\dagger} U(x)+U^{\dagger}(x) \mathcal{M}_{J}\right]\right)^{2} \\
& -L_{7}\left(\frac{2 \Sigma}{F^{2}} \operatorname{Tr}\left[\mathcal{M}_{J}^{\dagger} U(x)-U^{\dagger}(x) \mathcal{M}_{J}\right]\right)^{2} \\
& -L_{8}\left(\frac{2 \Sigma}{F^{2}}\right)^{2} \operatorname{Tr}\left[\mathcal{M}_{J}^{\dagger} U(x) \mathcal{M}_{J}^{\dagger} U(x)+U^{\dagger}(x) \mathcal{M}_{J} U^{\dagger}(x) \mathcal{M}_{J}\right] \\
& +i L_{9} \operatorname{Tr}\left[F_{\mu \nu}^{R}(x) \nabla^{\mu} U(x)\left(\nabla^{\nu} U(x)\right)^{\dagger}+F_{\mu \nu}^{L}(x)\left(\nabla^{\mu} U(x)\right)^{\dagger} \nabla^{\nu} U(x)\right] \tag{13}
\end{align*}
$$

where

$$
\begin{align*}
F_{\mu \nu}^{I}(x) & =\partial_{\mu} F_{\nu}^{I}(x)-\partial_{\nu} F_{\mu}^{I}(x)-i\left[F_{\mu}^{I}(x), F_{\nu}^{I}(x)\right], \quad I=R, L, \\
F_{\mu}^{R}(x) & =v_{\mu}(x)+a_{\mu}(x), \quad F_{\mu}^{L}(x)=v_{\mu}(x)-a_{\mu}(x) . \tag{14}
\end{align*}
$$

The calculation of ChPT is performed in the functional integral formalism. The partition function is defined by

$$
\begin{equation*}
\mathcal{Z}\left(s, p, v_{\mu}, a_{\mu}\right)=\int \prod_{x} d U(x) \exp \left[-\int d^{4} x \mathcal{L}\left(s, p, v_{\mu}, a_{\mu}\right)\right], \tag{15}
\end{equation*}
$$

and the correlation functions are computed by differentiating it with respect to the corresponding sources, and take their zero limits. The pseudoscalar two-point function, for example, is given by

$$
\begin{equation*}
\left\langle P^{a}(x) P^{b}(y)\right\rangle=\left.\frac{1}{\mathcal{Z}(0,0,0,0)} \frac{\delta}{\delta p^{a}(x)} \frac{\delta}{\delta p^{b}(y)} \mathcal{Z}\left(s, p, v_{\mu}, a_{\mu}\right)\right|_{s, p, v_{\mu}, a_{\mu}=0} \tag{16}
\end{equation*}
$$

where $p^{a}(x)$ denotes the coefficient of an $S U\left(N_{f}\right)$ generator $T^{a}$, where we decompose the source as $p(x)=T^{a} p^{a}(x)$.

One should note that our non-trivial parametrization of $U(x)$ needs a non-trivial Jacobian in the functional integration measure:

$$
\begin{equation*}
\int \prod_{x} d U(x)=\int d U_{0} \prod_{x} d \xi(x) \mathcal{J}\left(U_{0}, \xi\right) \tag{17}
\end{equation*}
$$

A perturbative calculation $[16,29]$ has shown

$$
\begin{equation*}
\mathcal{J}\left(U_{0}, \xi\right)=\exp \left(-\int d^{4} x \frac{N_{f}}{3 F^{2} V} \operatorname{Tr} \xi^{2}(x)+\mathcal{O}\left(\epsilon^{4}\right)\right) \tag{18}
\end{equation*}
$$

which can be regarded as an additional mass term of the $\xi(x)$ fields at the one-loop level. Note that this additional mass does not vanish even in the $m \rightarrow 0$ limit, which keeps the theory infra-red finite.

Finally, let us consider the $\theta$ vacuum and fixing topology. In the $\epsilon$ regime, we often consider a fixed topological sector, rather than the full QCD vacuum with the vacuum angle $\theta=0$. For this purpose, we encode the non-zero vacuum angle $\theta$ to the mass term [30],

$$
\begin{equation*}
\mathcal{M} \rightarrow \mathcal{M}_{\theta}=\mathcal{M} \exp \left(-i \theta / N_{f}\right), \tag{19}
\end{equation*}
$$

using the axial $U(1)_{A}$ rotation. Then we can perform a Fourier transformation with respect to $\theta$ to obtain the partition function at fixed topology,

$$
\begin{equation*}
\mathcal{Z}^{Q}\left(s, p, v_{\mu}, a_{\mu}\right) \equiv \int_{0}^{2 \pi} \frac{d \theta}{2 \pi}\left[\left.e^{i \theta Q} \mathcal{Z}\left(s, p, v_{\mu}, a_{\mu}\right)\right|_{\mathcal{M}=\mathcal{M}_{\theta}}\right] \tag{20}
\end{equation*}
$$

where $Q$ denotes the topological charge of the original gauge fields. It is known that this $\theta$ integral can be absorbed in the group integration of the zero-momentum mode: redefining the zero-momentum mode,

$$
\begin{equation*}
e^{i \theta / N_{f}} U(x)=\bar{U}_{0} \exp \left(\frac{i \sqrt{2}}{F} \xi(x)\right) \tag{21}
\end{equation*}
$$

where $\overline{U_{0}} \in U\left(N_{f}\right)$, the zero-momentum mode part of the functional integral is modified to

$$
\begin{equation*}
\int \frac{d \theta}{2 \pi} \exp (i \theta Q) \int_{S U\left(N_{f}\right)} d U_{0} F\left(\mathcal{M}^{\dagger} e^{i \theta / N_{f}} U_{0}\right)=\int_{U\left(N_{f}\right)} d \bar{U}_{0}\left(\operatorname{det} \bar{U}_{0}\right)^{Q} F\left(\mathcal{M}^{\dagger} \bar{U}_{0}\right) \tag{22}
\end{equation*}
$$

where we have used the fact that the zero-momentum mode in the Lagrangian always appears as a function of $\mathcal{M}^{\dagger} e^{i \theta / N_{f}} U_{0}$ (and its Hermitian conjugate). Fixing the topology is technically easier since the $U\left(N_{f}\right)$ group integral is simpler than that of $S U\left(N_{f}\right)$. It is also useful for investigating the finite volume physics which is sensitive to the topology of the gauge fields. It is important to note that the fixing topology effect is totally encoded in the pion's zeromomentum mode, and therefore, is automatically eliminated once the effect of the zeromomentum mode is eliminated. Since we will be able to cancel the effect of $U_{0}$ (from the LO contribution), in the following sections, we do not distinguish $U_{0}$ and $\bar{U}_{0}$ unless explicitly stated.

We are now ready for the 1-loop computations. However, we would like to give some useful technical details which simplify the calculations, in the next subsection.

## 3-c. Technical details

Because of the non-trivial parametrization of the chiral field, we have a lot of diagrams to be computed in the $\epsilon$ expansion of ChPT even at NLO. Here we rewrite the Lagrangian using the non-self-contracting (NSC) vertices, and compute some of 1-loop diagrams in advance, as corrections to the chiral Lagrangian. This reduces the number of diagrams and simplify our calculation.

The $n$-point NSC vertex is defined by

$$
\begin{equation*}
\left[\xi^{n}(x)\right]^{N S C} \equiv \xi^{n}(x)-(\text { all possible } \xi \text { contractions }) . \tag{23}
\end{equation*}
$$

and we can absorb the contracted part in the redefinition of the lower dimensional terms in the Lagrangian. Note that $\left\langle\left[\xi^{n}(x)\right]^{N S C}\right\rangle_{\xi}=0$ by definition. For example, a term in the

Lagrangian at NLO can be re-expressed by

$$
\begin{align*}
\frac{1}{6 F^{2}} \operatorname{Tr}\left[\partial_{\mu} \xi \xi \partial_{\mu} \xi \xi-\xi^{2}\left(\partial_{\mu} \xi\right)^{2}\right]= & \frac{1}{6 F^{2}} \operatorname{Tr}\left[\partial_{\mu} \xi \xi \partial_{\mu} \xi \xi-\xi^{2}\left(\partial_{\mu} \xi\right)^{2}\right]^{N S C} \\
& +\frac{1}{2} \operatorname{Tr}\left[\left(\partial_{\mu} \xi\right)^{2}\right] \Delta Z^{\xi}+\frac{1}{2} \operatorname{Tr}\left[\xi^{2}\right] \Delta M^{2} \tag{24}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta M^{2}=-\frac{N_{f}}{3 F^{2}} \partial_{\mu}^{2} \bar{\Delta}(0)=\frac{N_{f}}{3 F^{2} V}, \tag{25}
\end{equation*}
$$

can be absorbed in the re-definition of the mass term, and

$$
\begin{equation*}
\Delta Z^{\xi}=-\frac{N_{f}}{3 F^{2}} \bar{\Delta}(0) \tag{26}
\end{equation*}
$$

can be absorbed in the re-definition of the kinetic term. Here, and in the following, the momentum summations in embeded in $\bar{\Delta}(0)$ etc. are kept unperformed until the very end of the calculation, except for the trivially clear cases like $\partial_{\mu}^{2} \bar{\Delta}(0)=-1 / V, \partial_{\mu} \bar{\Delta}(0)=0$. In this work, we employ the dimensional regularization for the loop integrals.

With the NSC vertices, the action is expanded as

$$
\begin{equation*}
\mathcal{S}_{\mathrm{ChPT}}=\int d^{4} x \mathcal{L}=\mathcal{S}^{\mathrm{LO}}+\mathcal{S}^{\mathrm{NLO}}+\mathcal{S}^{\mathrm{src}}+\cdots \tag{27}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{S}^{\mathrm{LO}} & =-\frac{Z^{\Sigma} \Sigma V}{2} \operatorname{Tr}\left[\mathcal{M}^{\dagger} U_{0}+U_{0}^{\dagger} \mathcal{M}\right]+\int d^{4} x\left\{\frac{1}{2} \operatorname{Tr}\left[\partial_{\mu} \xi \partial^{\mu} \xi\right](x)\right\}\left(Z^{\xi}\right)^{2}  \tag{28}\\
\mathcal{S}^{\mathrm{NLO}} & =\mathcal{S}_{K}^{\mathrm{NLO}}+\mathcal{S}_{M}^{\mathrm{NLO}} \\
\mathcal{S}^{\mathrm{src}} & =\int d^{4} x \operatorname{Tr}\left[p(x) P(x)+v_{\mu}(x) V^{\mu}(x)\right], \tag{29}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{S}_{K}^{\mathrm{NLO}} & \equiv \int d^{4} x \frac{1}{6 F^{2}} \operatorname{Tr}\left[\partial_{\mu} \xi \xi \partial^{\mu} \xi \xi-\xi^{2} \partial_{\mu} \xi \partial^{\mu} \xi\right]^{N S C}(x),  \tag{30}\\
\mathcal{S}_{M}^{\mathrm{NLO}} & \equiv \int d^{4} x \frac{\Sigma}{2 F^{2}} \operatorname{Tr}\left[\left(\mathcal{M}^{\dagger} U_{0}+U_{0}^{\dagger} \mathcal{M}+\frac{N_{f}}{\Sigma V}\right) \xi^{2}\right]^{N S C}(x) \tag{31}
\end{align*}
$$

Note that the linear term in $\xi(x)$ disappears because of the constraint Eq. (4).

Here, the source operators are given by

$$
\begin{align*}
P(x)= & i Z^{P 1} \frac{\Sigma}{2}\left[U_{0}-U_{0}^{\dagger}\right]-Z^{P 2} \frac{\Sigma}{\sqrt{2} F}\left[U_{0} \xi+\xi U_{0}^{\dagger}\right]-Z^{P 3} \frac{i \Sigma}{2 F^{2}}\left[U_{0} \xi^{2}-\xi^{2} U_{0}^{\dagger}\right]^{N S C} \\
& +\frac{i \Sigma}{12 F^{4}} \bar{\Delta}(0)\left[U_{0}-U_{0}^{\dagger}\right] \operatorname{Tr}\left[\xi^{2}\right]^{N S C} \\
& +\frac{\Sigma}{3 \sqrt{2} F^{3}}\left[U_{0} \xi^{3}+\xi^{3} U_{0}^{\dagger}\right]^{N S C}+\frac{i \Sigma}{12 F^{4}}\left[U_{0} \xi^{4}-\xi^{4} U_{0}^{\dagger}\right]^{N S C} \\
& -i L_{4} \frac{4 \Sigma}{F^{4}}\left(\operatorname{Tr}\left[\partial_{\mu} \xi \partial^{\mu} \xi\right]^{N S C}\right) \times\left[U_{0}-U_{0}^{\dagger}\right]-i L_{5} \frac{4 \Sigma}{F^{4}}\left[U_{0} \partial_{\mu} \xi \partial^{\mu} \xi-\partial_{\mu} \xi \partial^{\mu} \xi U_{0}^{\dagger}\right]^{N S C} \\
& +\mathcal{O}\left(\epsilon^{5}\right),  \tag{32}\\
V^{\mu}(x)= & -\frac{F Z^{V 1}}{\sqrt{2}}\left[U_{0} \partial^{\mu} \xi U_{0}^{\dagger}-\partial^{\mu} \xi\right] \\
& +\frac{i Z^{V 2}}{2}\left[U_{0}\left(\partial^{\mu} \xi \xi-\xi \partial^{\mu} \xi\right) U_{0}^{\dagger}+\left(\partial^{\mu} \xi \xi-\xi \partial^{\mu} \xi\right)\right]^{N S C} \\
& +\frac{1}{3 \sqrt{2} F}\left[U_{0}\left(\partial^{\mu} \xi \xi^{2}-2 \xi \partial^{\mu} \xi \xi+\xi^{2} \partial^{\mu} \xi\right) U_{0}^{\dagger}-\left(\partial^{\mu} \xi \xi^{2}-2 \xi \partial^{\mu} \xi \xi+\xi^{2} \partial^{\mu} \xi\right)\right]^{N S C} \\
& -\frac{i}{12 F^{2}}\left[U_{0}\left(\partial^{\mu} \xi \xi^{3}-3 \xi \partial^{\mu} \xi \xi^{2}+3 \xi^{2} \partial^{\mu} \xi \xi-\xi^{3} \partial^{\mu} \xi\right) U_{0}^{\dagger}\right. \\
& \left.+\left(\partial^{\mu} \xi \xi^{3}-3 \xi \partial^{\mu} \xi \xi^{2}+3 \xi^{2} \partial^{\mu} \xi \xi-\xi^{3} \partial^{\mu} \xi\right)\right]^{N S C} \\
& -\frac{2 i L_{9}}{F^{2}} \partial_{\nu}\left[U_{0}\left(\partial^{\nu} \xi \partial^{\mu} \xi-\partial^{\mu} \xi \partial^{\nu} \xi\right) U_{0}^{\dagger}+\left(\partial^{\nu} \xi \partial^{\mu} \xi-\partial^{\mu} \xi \partial^{\nu} \xi\right)\right]^{N S C}+\mathcal{O}\left(\epsilon^{6}\right), \tag{33}
\end{align*}
$$

where

$$
\begin{align*}
Z^{\Sigma} & =1-\frac{N_{f}^{2}-1}{N_{f} F^{2}} \bar{\Delta}(0),  \tag{34}\\
Z^{\xi} & =1-\frac{N_{f}}{6 F^{2}} \bar{\Delta}(0),  \tag{35}\\
Z^{P 1} & =Z^{\Sigma}+\mathcal{O}\left(\epsilon^{4}\right),  \tag{36}\\
Z^{P 2} & =1-\frac{2 N_{f}^{2}-3}{3 N_{f} F^{2}} \bar{\Delta}(0),  \tag{37}\\
Z^{P 3} & =1-\frac{N_{f}}{2 F^{2}} \bar{\Delta}(0)+\frac{1}{N_{f} F^{2}} \bar{\Delta}(0),  \tag{38}\\
Z^{V 1} & =1-\frac{2 N_{f}}{3 F^{2}} \bar{\Delta}(0),  \tag{39}\\
Z^{V 2} & =1-\frac{5 N_{f}}{6 F^{2}} \bar{\Delta}(0) . \tag{40}
\end{align*}
$$

In the above expression, the argument $(x)$ of $\xi(x)$ is omitted for simplicity. In this work, we do not consider contact correlators at the same position, such as $\left\langle P(x) V^{\mu}(x)\right\rangle$. We have, therefore, only collected the terms linear in the sources $p(x)$ and $v_{\mu}(x)$.

Here we note that except for $Z^{V 2}$, we can absorb all the $Z$ factors into the redefinition
of the wave functions ( $\xi$ fields), or the coupling constants, by defining

$$
\begin{align*}
\xi^{\prime}(x) & \equiv Z^{\xi} \xi(x)  \tag{41}\\
\Sigma_{\mathrm{eff}} & \equiv Z^{\Sigma} \Sigma  \tag{42}\\
F_{\mathrm{eff}} & \equiv F\left(1-\frac{N_{f}}{2 F^{2}} \bar{\Delta}(0)\right) \tag{43}
\end{align*}
$$

Therefore, except for the 4-th term in Eq. (32), the vertex corrections of the two-point and three-point correlation functions can be obtained by simply replacing the coefficients of the LO results with the shifted ones $\Sigma_{\text {eff }}$ and $F_{\text {eff }}$, except for multiplying the coefficient of the second term in $V^{\mu}(x)$,

$$
\begin{equation*}
Z^{V 2} /\left(Z^{\xi}\right)^{2}=1-\frac{N_{f}}{2 F^{2}} \bar{\Delta}(0) \tag{44}
\end{equation*}
$$

and the third term in $P(x)$,

$$
\begin{equation*}
Z^{P 3^{\prime}} \equiv \frac{Z^{P 3}}{Z^{\Sigma}\left(Z^{\xi}\right)^{2}}\left(\frac{F_{\mathrm{eff}}}{F}\right)^{2}=1-\frac{N_{f}}{6 F^{2}} \bar{\Delta}(0) \tag{45}
\end{equation*}
$$

With this action, for any operator $O$ (as a function of $\xi$ and $U_{0}$ ) in the $\epsilon$ expansion,

$$
\begin{equation*}
O=O^{\mathrm{LO}}+O^{\mathrm{NLO}}+\cdots, \tag{46}
\end{equation*}
$$

its expectation value is perturbatively evaluated as,

$$
\begin{align*}
\langle O\rangle & \equiv \frac{\int \mathcal{D} U_{0} \mathcal{D} \xi\left[\left(O^{\mathrm{LO}}+O^{\mathrm{NLO}}+\cdots\right) e^{-\mathcal{S}^{\mathrm{LO}}-\mathcal{S}^{\mathrm{NLO}}+\cdots}\right]}{\int \mathcal{D} U_{0} \mathcal{D} \xi\left[e^{-\mathcal{S}^{\mathrm{LO}}-\mathcal{S}^{\mathrm{NLO}}+\cdots}\right]} \\
& =\left\langle\left\langle O^{\mathrm{LO}}\right\rangle_{\xi}\right\rangle_{U_{0}}+\left[\left\langle\left\langle O^{\mathrm{NLO}}\right\rangle_{\xi}\right\rangle_{U_{0}}-\left\langle\left\langle O^{\mathrm{LO}} \mathcal{S}^{\mathrm{NLO}}\right\rangle_{\xi}\right\rangle_{U_{0}}+\left\langle\left\langle O^{\mathrm{LO}}\right\rangle_{\xi}\right\rangle_{U_{0}}\left\langle\left\langle\mathcal{S}^{\mathrm{NLO}}\right\rangle_{\xi}\right\rangle_{U_{0}}\right]+\cdots, \tag{47}
\end{align*}
$$

where we have used the following notations,

$$
\begin{align*}
\left\langle O_{1}\left(U_{0}\right)\right\rangle_{U_{0}} & \equiv \frac{\int \mathcal{D} U_{0} e^{\frac{\Sigma_{\text {eff }} V}{2} \operatorname{Tr}\left[\mathcal{M}^{\dagger} U_{0}+U_{0}^{\dagger} \mathcal{M}\right]} O_{1}\left(U_{0}\right)}{\int \mathcal{D} U_{0} e^{\frac{\Sigma_{\text {eff }} V}{2} \operatorname{Tr}\left[\mathcal{M}^{\dagger} U_{0}+U_{0}^{\dagger} \mathcal{M}\right]}}  \tag{48}\\
\left\langle O_{2}(\xi)\right\rangle_{\xi} & \equiv \frac{\int \mathcal{D} \xi e^{-\int d^{4} x \frac{1}{2} \operatorname{Tr}\left[\xi\left(-\partial_{\mu}^{2}\right) \xi\right](x)} O_{2}(\xi)}{\int \mathcal{D} \xi e^{-\int d^{4} x \frac{1}{2} \operatorname{Tr}\left[\xi\left(-\partial_{\mu}^{2}\right) \xi\right](x)}} \tag{49}
\end{align*}
$$

Note that, due to the use of NSC vertices, we do not need to calculate the fourth term in Eq. (47) since $\left\langle\mathcal{S}^{\mathrm{NLO}}\right\rangle_{\xi}=0$.

In the usual $\theta=0$ vacuum, $\mathcal{D} U_{0}$ denotes a Haar measure on $S U\left(N_{f}\right)$, while it should be replaced by $\mathcal{D} U_{0}\left(\operatorname{det} U_{0}\right)^{Q}$ on $U\left(N_{f}\right)$, for a fixed topological sector as discussed in the previous subsection.

## 4. TWO-POINT FUNCTIONS

As we have mentioned in Sec. 2, the dominant finite volume effects on correlation functions comes from the pion's zero-momentum mode.

It is important that the zero-momentum mode itself does not depend on the spacetime position $x$ and always appears as an $x$-independent constant term or overall constants on $x$-dependent terms. Thus, it is not difficult to remove these zero-momentum mode's contribution from the correlation functions. In this section, we show an easiest example of these removals by taking the two-point pseudoscalar correlation functions.

## 4-a. LO calculation

Let us consider a pseudoscalar operator in the charged pion channel,

$$
\begin{equation*}
P^{1}(x) \equiv \frac{1}{2}\left([P(x)]_{12}+[P(x)]_{21}\right) . \tag{50}
\end{equation*}
$$

From the chiral symmetry, we can see that its two-point function satisfies

$$
\begin{equation*}
2\left\langle P^{1}(x) P^{1}(y)\right\rangle=\left\langle[P(x)]_{12}[P(x)]_{21}\right\rangle=\left\langle[P(x)]_{21}[P(x)]_{12}\right\rangle \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle[P(x)]_{12}[P(y)]_{12}\right\rangle=\left\langle[P(x)]_{21}[P(y)]_{21}\right\rangle=0 . \tag{52}
\end{equation*}
$$

The quark field basis $[P(x)]_{i j}$ is convenient unless we consider the neutral sector of ChPT, since $\left\langle[P(x)]_{i j}[P(y)]_{j i}\right\rangle$ shares the same normalization of the so-called "connected" contribution of the conventional meson correlators in lattice QCD. Therefore, we use $[P(x)]_{i j}$ rather than the original $P^{1}(x)$ in the following analysis.

Now we show the two-point function result up to $\mathcal{O}\left(\epsilon^{2}\right)$,

$$
\begin{equation*}
\left\langle[P(x)]_{12}[P(y)]_{21}\right\rangle=-\frac{\Sigma_{\mathrm{eff}}^{2}}{4}\left\langle\mathcal{A}\left(U_{0}\right)\right\rangle_{U_{0}}+\frac{\Sigma_{\mathrm{eff}}^{2}}{2 F_{\mathrm{eff}}^{2} V}\left\langle\mathcal{B}\left(U_{0}\right)\right\rangle_{U_{0}} \sum_{p \neq 0} \frac{e^{i p(x-y)}}{p^{2}} \tag{53}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{A}\left(U_{0}\right) & =\left[U_{0}-U_{0}^{\dagger}\right]_{12}\left[U_{0}-U_{0}^{\dagger}\right]_{21}+\frac{1}{2}\left(\left[U_{0}-U_{0}^{\dagger}\right]_{12}\right)^{2}+\frac{1}{2}\left(\left[U_{0}-U_{0}^{\dagger}\right]_{21}\right)^{2}  \tag{54}\\
\mathcal{B}\left(U_{0}\right) & =2+\left[U_{0}\right]_{11}\left[U_{0}\right]_{22}+\left[U_{0}^{\dagger}\right]_{11}\left[U_{0}^{\dagger}\right]_{22}-\left(\left[U_{0}\right]_{12}+\left[U_{0}^{\dagger}\right]_{12}\right)\left(\left[U_{0}\right]_{21}+\left[U_{0}^{\dagger}\right]_{21}\right) / N_{f} \tag{55}
\end{align*}
$$

Here $\Sigma_{\text {eff }}$ or $F_{\text {eff }}$ already includes some NLO contributions since we use the resummed Lagrangian with NSC vertices introduced in Sec. 33-c.

The result in Eq. (53) is a known in the literature, and one can evaluate $\left\langle\mathcal{A}\left(U_{0}\right)\right\rangle_{U_{0}}$ and $\left\langle\mathcal{B}\left(U_{0}\right)\right\rangle_{U_{0}}$ by a method shown in, for example, Ref. [19]. In particular, it is a special feature of the $\epsilon$ expansion that the $x$ and $y$ independent constant term appears, and we can use this feature for extracting $\Sigma$. In this study, however, this constant term which is the dominant finite volume effects, will be eliminated in the end of the calculation. Therefore, the second term of of Eq. (53) should be treated as the LO contribution in our calculation, and we need to calculate at one order higher.

## 4-b. NLO calculation

Next, we compute the NLO contribution. Since the contribution to the constant part will be eliminated at the end of our calculation, we simply neglect it here and in the following.

For the third term of Eq. (47), we obtain

$$
\begin{gather*}
\left.-\left\langle\left\langle[P(x)]_{12}[P(y)]_{21}\right]^{\mathrm{LO}} \mathcal{S}^{\mathrm{NLO}}\right\rangle_{\xi}\right\rangle_{U_{0}}=-\left\langle\left\langle\left[[P(x)]_{12}[P(y)]_{21}\right]^{\mathrm{LO}} \mathcal{S}_{M}^{\mathrm{NLO}}\right\rangle_{\xi}\right\rangle_{U_{0}} \\
=\frac{\Sigma_{\text {eff }}^{2}}{2 F_{\text {eff }}^{2} V}\left\langle\mathcal{D}\left(U_{0}\right)\right\rangle_{U_{0}}\left(-M_{12}^{2}\right) \sum_{p \neq 0} \frac{e^{i p(x-y)}}{\left(p^{2}\right)^{2}} \tag{56}
\end{gather*}
$$

with $M_{12}^{2} \equiv\left(m_{1}+m_{2}\right) \Sigma_{\text {eff }} / F^{2}$, and the dimensionless $U_{0}$ integral part is given by

$$
\begin{align*}
\mathcal{D}\left(U_{0}\right)= & \sum_{k=0}^{4} \mathcal{D}^{k}\left(U_{0}\right),  \tag{57}\\
\mathcal{D}^{0}\left(U_{0}\right)= & {\left[U_{0}\right]_{11}+\left[U_{0}\right]_{22}+\left[U_{0}^{\dagger}\right]_{11}+\left[U_{0}^{\dagger}\right]_{22}, }  \tag{58}\\
\mathcal{D}^{1}\left(U_{0}\right)= & \frac{N_{f}}{\mu_{1}+\mu_{2}}\left(2-\left[U_{0}\right]_{11}\left[U_{0}\right]_{22}-\left[U_{0}^{\dagger}\right]_{11}\left[U_{0}^{\dagger}\right]_{22}\right),  \tag{59}\\
\mathcal{D}^{2}\left(U_{0}\right)= & \sum_{i, j} \frac{\delta_{i 1} \delta_{2 j}+\delta_{i 2} \delta_{1 j}}{2}\left[\left[U_{0}\right]_{i i}\left(\frac{\left[U_{0} \mathcal{M}^{\dagger} U_{0}\right]_{j j}-m_{j}}{m_{1}+m_{2}}+\frac{2 N_{f}}{\mu_{1}+\mu_{2}}\left[U_{0}\right]_{j j}\right)+h . c .\right],  \tag{60}\\
\mathcal{D}^{3}\left(U_{0}\right)= & -\sum_{i, j} \frac{\delta_{i 1} \delta_{2 j}+\delta_{i 2} \delta_{1 j}}{N_{f}}\left(\left[U_{0}\right]_{i j}+\left[U_{0}^{\dagger}\right]_{i j}\right) \\
& \times\left[\frac{\left[U_{0} \mathcal{M}^{\dagger} U_{0}\right]_{j i}+\left[U_{0}^{\dagger} \mathcal{M} U_{0}^{\dagger}\right]_{j i}}{m_{1}+m_{2}}+\frac{N_{f}}{\mu_{1}+\mu_{2}}\left(\left[U_{0}\right]_{j i}+\left[U_{0}^{\dagger}\right]_{j i}\right)\right],  \tag{61}\\
N_{f}^{4}\left(U_{0}\right)= & \frac{\left[\left[U_{0}\right]_{12}+\left[U_{0}^{\dagger}\right]_{12}\right)\left(\left[U_{0}\right]_{21}+\left[U_{0}^{\dagger}\right]_{21}\right)}{N_{f}}\left(\frac{1}{N_{f}} \sum_{i}^{N_{f}} \frac{m_{i}\left(\left[U_{0}\right]_{i i}+\left[U_{0}^{\dagger}\right]_{i i}\right)}{m_{1}+m_{2}}+\frac{N_{f}}{\mu_{1}+\mu_{2}}\right) \tag{62}
\end{align*}
$$

with $\mu_{i}=m_{i} \Sigma_{\text {eff }} V$. Here we have shown the result with non-degenerate $N_{f}$-flavor quark masses $m_{i}$ 's, which is the more general set-up than that of in this work. The result with degenerate masses can be obtained by simply setting as $m_{i} \rightarrow m$ in the above formulas. Note that we have neglected trivially vanishing $U_{0}$ integrals like $\left\langle\left[U_{0}\right]_{i j}\right\rangle_{U_{0}}=0$ for $i \neq j$.

The second term of Eq. (47) is given by

$$
\begin{equation*}
\left\langle\left\langle\left[[P(x)]_{12}[P(y)]_{21}\right]^{\mathrm{NLO}}\right\rangle_{\xi}\right\rangle_{U_{0}}=-\frac{\sum_{\mathrm{eff}}^{2}}{4 F_{\mathrm{eff}}^{4} V^{2}}\left\langle\mathcal{C}\left(U_{0}\right)\right\rangle_{U_{0}} \sum_{p_{1} \neq 0} \sum_{p_{2} \neq 0} \frac{e^{i p_{1}(x-y)}}{p_{1}^{2}} \frac{e^{i p_{2}(x-y)}}{p_{2}^{2}} \tag{63}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{C}\left(U_{0}\right)= & \left(\frac{4}{N_{f}}-N_{f}\right)\left(2-\left[U_{0}\right]_{11}\left[U_{0}\right]_{22}-\left[U_{0}^{\dagger}\right]_{11}\left[U_{0}^{\dagger}\right]_{22}\right) \\
& +\left(1+\frac{2}{N_{f}^{2}}\right)\left(\left[U_{0}\right]_{12}-\left[U_{0}^{\dagger}\right]_{12}\right)\left(\left[U_{0}\right]_{21}-\left[U_{0}^{\dagger}\right]_{21}\right) . \tag{64}
\end{align*}
$$

To summarize our results above, we define the "massive" propagator,

$$
\begin{equation*}
\bar{\Delta}\left(x ; M^{2}\right) \equiv \frac{1}{V} \sum_{p \neq 0} \frac{e^{i p x}}{p^{2}+M^{2}}, \tag{65}
\end{equation*}
$$

and using the relation,

$$
\begin{equation*}
\frac{1}{p^{2}}-M^{2} \frac{1}{\left(p^{2}\right)^{2}}=\frac{1}{p^{2}+M^{2}}+\mathcal{O}\left(M^{4}\right) \tag{66}
\end{equation*}
$$

for $M \sim \mathcal{O}\left(\epsilon^{2}\right)$, the correlator can be written in a simple form as

$$
\begin{align*}
\left\langle[P(x)]_{12}[P(y)]_{21}\right\rangle=\text { const. }+ & \frac{\Sigma_{\text {eff }}^{2}}{2 F_{\text {eff }}^{2} V}\left\langle\mathcal{B}\left(U_{0}\right)\right\rangle_{U_{0}}
\end{align*} \sum_{p \neq 0} \frac{e^{i p(x-y)}}{p^{2}+M_{12}^{2} Z_{M}^{2 \mathrm{pt}}} .
$$

where const. represents the constant term which will be eliminated below, and

$$
\begin{equation*}
Z_{M}^{2 \mathrm{pt}}=1+\frac{\left\langle\mathcal{D}\left(U_{0}\right)-\mathcal{B}\left(U_{0}\right)\right\rangle_{U_{0}}}{\left\langle\mathcal{B}\left(U_{0}\right)\right\rangle_{U_{0}}} \tag{68}
\end{equation*}
$$

The above result Eq. (67) is not completely new but have already derived for the degenerate case by Hansen [16] (with the explicit form for the constant term, which depends on the NLO LEC $L_{i}{ }^{\prime}$ 's). The only difference here comes from the resummation of the mass effect using Eq. (65). Although this resummation should cause no essential numerical difference from the original form, the form after performing an integration over $x$ in the spatial direction looks quite different : the resummation gives a formula with cosh function, while the original non-resummed one gives a polynomial.

In the literature, the polynomials in the correlators are often mentioned as a special feature of the $\epsilon$ expansion. However, this is not absolutely true. Let us consider an exactly massless quark theory. Even in this theory, the $\xi$ fields have a finite mass $\sqrt{N_{f} / F^{2} V}$ which comes from the measure term (See Eq. (31)), and this theory describes a hybrid system of massive $\xi$ fields and completely random field $U_{0}$ (having no action). In this extreme case, the propagation of the $\xi$ fields has a form of exponential decay, and the polynomial form in the $\epsilon$ expansion is just an approximation of it. The mass resummation Eq. (65) achieves a smooth connection to the $p$ expansion ${ }^{1}$, which is important in another special limit $m \Sigma V \rightarrow \infty$ with keeping $M_{\pi} L<1$, where the both of $\epsilon$ and $p$ expansions are available. More specifically, the $p$ regime result can be easily reproduced from the $\epsilon$ regime result Eq. (67) by taking the $V \rightarrow \infty$ limit which gives $\left\langle\mathcal{B}\left(U_{0}\right)\right\rangle_{U_{0}} \rightarrow 4,\left\langle\mathcal{A}\left(U_{0}\right)\right\rangle_{U_{0}}=\left\langle\mathcal{C}\left(U_{0}\right)\right\rangle_{U_{0}} \rightarrow 0$, and $Z_{M}^{2 \mathrm{pt}} \rightarrow 1$. For these reasons, it is expected that this resummation Eq. (65) gives a better convergence in the $\epsilon$ expansion as well as a practical advantage of equally treating the zero and non-zero momentum modes.

[^0]The third term of Eq. (67) is peculiar one in the $\epsilon$ regime, which originally comes from a 3 -pion state, consisting of two having non-zero momenta and one having zero momentum. Up to this order, it looks a propagation of massless particles. However, for the same reason discussed above, these propagators should also have masses which comes from higher order corrections, at least, the one from the measure term in Eq. (18). We expect that propagations like this multi particle state cannot reach a long-distance, compared to the single particle propagation. In the following analysis, thus, we simply drop this NLO term and similar terms in the three-point functions. Of course, we cannot justify this dropping the terms in the $\epsilon$ expansion of ChPT, since the expansion in the dimensionful parameters does not know how small the dimensionless quantity is. This truncation may be numerically justified by checking the plateau of the effective mass in lattice QCD simulations [14].

## 4-c. Removing dominant finite volume effects in the $\epsilon$ expansion

We are ready to cancel the dominant finite volume effects which comes from the zeromodes contribution. First, we consider an insertion of spatial momentum to the operators. Namely, we define

$$
\begin{align*}
C_{P P}^{2 \mathrm{pt}}(t ; \mathbf{p}) & \equiv\left\langle\left[P\left(x_{0} ; \mathbf{p}\right)\right]_{12}\left[P\left(y_{0} ;-\mathbf{p}\right)\right]_{21}\right\rangle, \\
{\left[P\left(x_{0} ; \mathbf{p}\right)\right]_{i j} } & \equiv \int d^{3} x e^{-i \mathbf{p} \cdot \mathbf{x}}[P(x)]_{i j}, \tag{69}
\end{align*}
$$

where $x_{0}$ and $y_{0}$ is the temporal element of $x$ and $y$, respectively, $t=x_{0}-y_{0}$, and $\mathbf{p}=2 \pi\left(n_{x}, n_{y}, n_{z}\right) / L$ is the spatial momentum. Then, the unwanted constant part const. automatically vanish for $\mathbf{p} \neq \mathbf{0}$. This should be intuitively recognized, since the higher energy states having momenta are less sensitive to the finite volume. Even in the case $\mathbf{p}=\mathbf{0}$, we can eliminate the constant part by a simple subtraction with respect to time: $\Delta_{t}[P(t ; \mathbf{p})]_{i j} \equiv[P(t ; \mathbf{p})]_{i j}-\left[P\left(t_{\text {ref }} ; \mathbf{p}\right)\right]_{i j}$ where $t_{\text {ref }}$ is a reference time-slice.

Second, we take a ratio of the correlators wih different momenta. For example, by setting as $y_{0}=0$ and $x_{0}=t$, we have

$$
\begin{align*}
R^{2 \mathrm{pt}}(t ; \mathbf{p}) & \equiv \frac{\left\langle[P(t ; \mathbf{p})]_{12}[P(0 ;-\mathbf{p})]_{21}\right\rangle}{\left\langle\Delta_{t}[P(t ; \mathbf{0})]_{12}[P(0 ; \mathbf{0})]_{21}\right\rangle} \\
& =\frac{E^{2 \mathrm{pt}}(\mathbf{0}) \sinh \left(E^{2 \mathrm{pt}}(\mathbf{0}) T / 2\right)}{E^{2 \mathrm{pt}}(\mathbf{p}) \sinh \left(E^{2 \mathrm{pt}}(\mathbf{p}) T / 2\right)} \times \frac{\cosh \left(E^{2 \mathrm{pt}}(\mathbf{p})(t-T / 2)\right)}{\cosh \left(E^{2 \mathrm{pt}}(\mathbf{0})(t-T / 2)\right)-\cosh \left(E^{2 \mathrm{pt}}(\mathbf{0})\left(t_{\mathrm{ref}}-T / 2\right)\right)}, \tag{70}
\end{align*}
$$

where

$$
\begin{equation*}
E^{2 \mathrm{pt}}(\mathbf{p}) \equiv \sqrt{M_{12}^{2} Z_{M}^{2 \mathrm{pt}}+\mathbf{p}^{2}} \tag{71}
\end{equation*}
$$

The ratio $R^{2 \mathrm{pt}}(t ; \mathbf{p})$ does not depend on $\left\langle\mathcal{A}\left(U_{0}\right)\right\rangle_{U_{0}}$ or $\left\langle\mathcal{B}\left(U_{0}\right)\right\rangle_{U_{0}}$ anymore. This expression is exactly same as the same ratio in the $p$ expansion, except the mass correction factor $Z_{M}^{2 \mathrm{pt}}$. Namely, the features of the $\epsilon$ regime in the two-point correlator have been minimized. It is also important that $R^{2 \mathrm{pt}}(t ; \mathbf{p})$ is finite even in the $E^{2 \mathrm{pt}}(\mathbf{0}) \rightarrow 0$ limit.

Since the above ratio $R^{2 \mathrm{pt}}(t ; \mathbf{p})$ does not depend on LEC's of ChPT, it is not phenomenologically interesting. However, it provides a good test for lattice QCD to check the validity of the above arguments. JLQCD collaboration [14] checked the difference between the ratio $R^{2 \mathrm{pt}}(t ; \mathbf{p})$ and the numerical data in the both cases with $M_{12} \sqrt{Z_{M}^{2 \mathrm{pt}}}=0$ and 100 MeV , and found a fairly good agreement. This means that the NLO corrections in $\sqrt{Z_{M}^{2 \mathrm{pt}}}$ and the third term of Eq. (67) we have neglected are actually small.

Since the facts that the pion's zero-momentum mode is the $x$-independent and gives the dominant finite volume effects are universal and true in any correlation functions at any sizes of the volume, our method is expected to have wide applications. Namely, by inserting momenta to the correlators and taking ratios of them, we can generally construct a less sensitive quantity to the volume than the original ones. We will see this argument is true for the three-point functions in the next section.

## 5. THREE-POINT FUNCTION

In this section, we calculate the pseudoscalar-vector-pseudoscalar three-point function in a finite volume in the $\epsilon$ expansion of ChPT, from which the vector pion form factor can be extracted. However, the pion form factor itself is not described within ChPT alone. In numerical studies [27, 28] show that the results include large contribution from the vector meson, which cannot be explained by ChPT. Even in such a case, since the propagations of the heavier hadrons, including the vector mesons, do not reach far away, we still expect to be able to treat the correction from the finite volume effects within ChPT. Thus, in this section, we calculate the three-point functions and the finite volume effects on it within the $\epsilon$ expansion of ChPT.

## 5-a. Three-point functions and form factors

First, we briefly review a relation between the three-point functions and the pion form factors. The vector form factor $F_{V}$ is defined by

$$
\begin{equation*}
\left\langle\pi^{a}\left(p_{2}\right)\right| V_{\mu}^{b}(x)\left|\pi^{c}\left(p_{1}\right)\right\rangle=i \epsilon^{a b c}\left(p_{1}+p_{2}\right)_{\mu} F_{V}(t), \tag{72}
\end{equation*}
$$

where $\left|\pi^{a}(p)\right\rangle$ denotes the on-shell pion state with momentum $p$ and $t=\left(p_{1}-p_{2}\right)^{2}$ is the momentum transfer. $V_{\mu}^{b}(x)$ is the coefficient of an $S U(2)$ generator $\tau^{b}$ in the vector operator.

For lattice QCD calculations, to take $b=3$ component is convenient:

$$
\begin{equation*}
V_{\mu}^{3}(x)=\frac{1}{2} \bar{u} \gamma_{\mu} u(x)-\frac{1}{2} \bar{d} \gamma_{\mu} d(x) . \tag{73}
\end{equation*}
$$

Using a conventional notation

$$
\begin{equation*}
\left|\pi^{1}(p)\right\rangle=\frac{\left|\pi^{+}(p)\right\rangle+\left|\pi^{-}(p)\right\rangle}{\sqrt{2}}, \quad\left|\pi^{2}(p)\right\rangle=\frac{\left|\pi^{+}(p)\right\rangle-\left|\pi^{-}(p)\right\rangle}{\sqrt{2} i}, \tag{74}
\end{equation*}
$$

with $\left|\pi^{ \pm}(p)\right\rangle$ denotes the charged pion state, and iso-spin symmetry (with assuming $m_{u}=$ $\left.m_{d}=m\right)$,

$$
\begin{equation*}
\left\langle\pi^{+}\left(p_{2}\right)\right| V_{\mu}^{3}(x)\left|\pi^{+}\left(p_{1}\right)\right\rangle=-\left\langle\pi^{-}\left(p_{2}\right)\right| V_{\mu}^{3}(x)\left|\pi^{-}\left(p_{1}\right)\right\rangle, \tag{75}
\end{equation*}
$$

as well as the electric charge conservation,

$$
\begin{equation*}
\left\langle\pi^{+}\left(p_{2}\right)\right| V_{\mu}^{3}(x)\left|\pi^{-}\left(p_{1}\right)\right\rangle=\left\langle\pi^{-}\left(p_{2}\right)\right| V_{\mu}^{3}(x)\left|\pi^{+}\left(p_{1}\right)\right\rangle=0, \tag{76}
\end{equation*}
$$

one can obtain a simpler formula,

$$
\begin{equation*}
\left\langle\pi^{+}\left(p_{2}\right)\right| V_{\mu}^{3}(x)\left|\pi^{+}\left(p_{1}\right)\right\rangle=\left(p_{1}+p_{2}\right)_{\mu} F_{V}(t) . \tag{77}
\end{equation*}
$$

For the isospin zero current,

$$
\begin{equation*}
V_{\mu}^{0}(x)=\bar{u} \gamma_{\mu} u(x)+\bar{d} \gamma_{\mu} d(x), \tag{78}
\end{equation*}
$$

it is also important to note that its form factor is zero:

$$
\begin{equation*}
\left\langle\pi^{a}\left(p_{2}\right)\right| V_{\mu}^{0}(x)\left|\pi^{b}\left(p_{1}\right)\right\rangle=0 \quad \text { for any } a, b, \tag{79}
\end{equation*}
$$

since the Baryon charge of the pions is zero. In ChPT, this situation is more directly shown by $V_{\mu}^{0}(x)=\operatorname{Tr} V_{\mu}(x)=0$ in Eq. (33). Namely, there exists no corresponding current within ChPT. Therefore, for the electro-magnetic current,

$$
\begin{equation*}
J_{\mu}^{E M} \equiv V_{\mu}^{3}(x)+\frac{1}{6} V_{\mu}^{0}(x)=\frac{2}{3} \bar{u} \gamma_{\mu} u(x)-\frac{1}{3} \bar{d} \gamma_{\mu} d(x), \tag{80}
\end{equation*}
$$

one can show an identity,

$$
\begin{equation*}
\left\langle\pi^{+}\left(p_{2}\right)\right| V_{\mu}^{3}(x)\left|\pi^{+}\left(p_{1}\right)\right\rangle=\left\langle\pi^{+}\left(p_{2}\right)\right| J_{\mu}^{E M}(x)\left|\pi^{+}\left(p_{1}\right)\right\rangle . \tag{81}
\end{equation*}
$$

Namely, for the pions, it is not necessary to distinguish the vector form factor from the electro-magnetic form factor.

In the literature, a calculation of the finite volume effects on the hadronic matrix elements is often performed by replacing the quantum loop momentum integrations by a discrete momentum summation. In such a calculation, it is implied that one can still apply the same LSZ reduction formula in the $V \rightarrow \infty$ limit, to relate the form factor to the three-point function,

$$
\begin{align*}
& \int d^{4} x e^{i p_{2} x} \int d^{4} z e^{-i p_{1} z}\left\langle[P(x)]_{12} V_{\mu}^{3}(y)[P(z)]_{21}\right\rangle \\
&=\frac{\langle 0|[P(0)]_{12}\left|\pi^{+}\left(p_{2}\right)\right\rangle\left\langle\pi^{+}\left(p_{1}\right)\right|[P(0)]_{21}|0\rangle}{\left(p_{1}^{2}+m_{\pi}^{2}\right)\left(p_{2}^{2}+m_{\pi}^{2}\right)}\left\langle\pi^{+}\left(p_{2}\right)\right| V_{\mu}^{3}(y)\left|\pi^{+}\left(p_{1}\right)\right\rangle . \tag{82}
\end{align*}
$$

However, in a finite volume, this relation is non-trivial, and finite volume correction to the reduction formula itself should be considered. In this work, we study the finite volume correction within ChPT to

$$
\begin{equation*}
\left\langle[P(x)]_{12}\left[V_{\mu}(y)\right]_{i i}[P(z)]_{21}\right\rangle, \tag{83}
\end{equation*}
$$

with a general flavor index $i$. We will soon see that $\left\langle[P(x)]_{12}\left[V_{\mu}(y)\right]_{i i}[P(z)]_{21}\right\rangle=\left(\delta_{i 1}-\right.$ $\left.\delta_{i 2}\right)\left\langle[P(x)]_{12} V_{\mu}^{3}(y)[P(z)]_{21}\right\rangle$. We then perform its Fourier transformation with non-zero momenta, and show how to disentangle the pion form factor from the correlators.

## 5-b. LO contribution

In the following, we assume $t=x_{0}-y_{0}>0, t^{\prime}=y_{0}-z_{0}>0$. And further, we also assume $t, t^{\prime}, t+t^{\prime}<T / 2$ to suppress the effect which comes from modes wrapping around our periodic lattice.

The LO contribution to the three-point function can be easily computed in the same way
as the two-point function above,

$$
\begin{align*}
\left\langle[P(x)]_{12}\left[V_{\mu}(y)\right]_{i i}[P(z)]_{21}\right\rangle= & \left(\delta_{i 2}-\delta_{i 1}\right)\left(\frac{Z^{V 2}}{\left(Z^{\xi}\right)^{2}}\right) \frac{i \sum_{\text {eff }}^{2}}{4 F_{\text {eff }}^{2} V^{2}}\left\langle\mathcal{E}\left(U_{0}\right)\right\rangle_{U_{0}} \\
& \times \sum_{p_{1} \neq 0} \sum_{p_{2} \neq 0} \frac{-i p_{1}^{\mu}-i p_{2}^{\mu}}{p_{1}^{2} p_{2}^{2}} e^{i p_{1}(x-y)} e^{i p_{2}(y-z)}, \tag{84}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{E}\left(U_{0}\right)= & \left(2+2\left[U_{0}\right]_{11}\left[U_{0}\right]_{22}+2\left[U_{0}^{\dagger}\right]_{11}\left[U_{0}^{\dagger}\right]_{22}\right. \\
& \left.+\left[U_{0}\right]_{11}\left[U_{0}^{\dagger}\right]_{11}+\left[U_{0}\right]_{22}\left[U_{0}^{\dagger}\right]_{22}-\left[U_{0}\right]_{12}\left[U_{0}^{\dagger}\right]_{21}-\left[U_{0}\right]_{21}\left[U_{0}^{\dagger}\right]_{12}\right) . \tag{85}
\end{align*}
$$

Here, we have just neglected the $t$ and $t^{\prime}$ independent terms since they will automatically cancel in the end of our calculation.

We have also neglected contributions from $\xi$ 's connected in unusual orders, like $x-z-y$ or $z-x-y$, including the long propagation between $x$ and $z$, which is expected to be exponentially suppressed. This expectation is not correct for the zero-momentum contribution at LO. However, as we have mentioned in the previous section, we can expect that the NLO corrections give a "mass" to the correlators and long-range correlation is suppressed compared to the main result. One can numerically check this expectation by looking whether unexpected $|x-z|$ dependence is detected or not.

## 5-c. NLO contribution

Next, we calculate the NLO corrections to the three-point function. As we saw in the two-point function, the contribution from $\mathcal{S}_{M}^{\mathrm{NLO}}$ can be absorbed to the mass as corrections: together with the LO contribution, one can obtain

$$
\begin{align*}
& \left.\left\langle\left\langle[P(x)]_{12}\left[V_{\mu}(y)\right]_{i i}[P(z)]_{21}\right]^{\mathrm{LO}}\left(1-\mathcal{S}_{M}^{\mathrm{NLO}}\right)\right\rangle_{\xi}\right\rangle_{U_{0}} \\
& \quad=\left(\delta_{i 2}-\delta_{i 1}\right) \frac{i \Sigma_{\text {eff }}^{2}}{4 F_{\text {eff }}^{2} V^{2}}\left\langle\mathcal{E}\left(U_{0}\right)\right\rangle_{U_{0}} \sum_{p_{1} \neq 0} \sum_{p_{2} \neq 0} \frac{-i p_{1}^{\mu}-i p_{2}^{\mu}}{\left(p_{1}^{2}+M_{12}^{2} Z_{M}^{3 \mathrm{pt}}\right)\left(p_{2}^{2}+M_{12}^{2} Z_{M}^{3 \mathrm{pt}}\right)} e^{i p_{1}(x-y)} e^{i p_{2}(y-z)}, \tag{86}
\end{align*}
$$

where

$$
\begin{equation*}
Z_{M}^{3 \mathrm{pt}}=1+\frac{N_{f}}{M_{12}^{2} F^{2} V}+\frac{\left\langle\mathcal{G}\left(U_{0}\right)+\mathcal{H}\left(U_{0}\right)\right\rangle_{U_{0}}}{\left\langle\mathcal{E}\left(U_{0}\right)\right\rangle_{U_{0}}} \tag{87}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{G}\left(U_{0}\right) \equiv \frac{1}{4}\left[\left\{\left(\left[U_{0}\right]_{22}+\left[U_{0}^{\dagger}\right]_{22}-2\right)\left(2+\left[U_{0}\right]_{11}\left[U_{0}\right]_{22}+\left[U_{0}^{\dagger}\right]_{11}\left[U_{0}^{\dagger}\right]_{22}\right)\right.\right. \\
&+8\left(\left[U_{0}\right]_{22}+\left[U_{0}^{\dagger}\right]_{22}\right) \\
&-6\left[U_{0}\right]_{11}\left[U_{0}\right]_{22}-6\left[U_{0}^{\dagger}\right]_{11}\left[U_{0}^{\dagger}\right]_{22}-4\left[U_{0}\right]_{22}\left[U_{0}^{\dagger}\right]_{22} \\
&-\left(\left[U_{0}\right]_{22}+\left[U_{0}^{\dagger}\right]_{22}-4\right)\left(\left[U_{0}\right]_{12}\left[U_{0}^{\dagger}\right]_{21}+\left[U_{0}^{\dagger}\right]_{12}\left[U_{0}\right]_{21}\right) \\
&-\left(\left[U_{0}\right]_{12}\left[U_{0}\right]_{21}\left[U_{0}\right]_{22}+\left[U_{0}^{\dagger}\right]_{12}\left[U_{0}^{\dagger}\right]_{21}\left[U_{0}^{\dagger}\right]_{22}\right) \\
&\left.+2\left(\left[U_{0}\right]_{11}+\left[U_{0}^{\dagger}\right]_{11}-2\right)\left(1+\left[U_{0}\right]_{22}\left[U_{0}^{\dagger}\right]_{22}\right)\right\} \\
&+\left(\left[U_{0}\right]_{11}+\left[U_{0}^{\dagger}\right]_{22}\right)\left(\left[U_{0} \mathcal{M}^{\dagger} U_{0}\right]_{22} / m-1\right) \\
&+\left(\left[U_{0}^{\dagger}\right]_{11}+\left[U_{0}\right]_{22}\right)\left(\left[U_{0}^{\dagger} \mathcal{M} U_{0}^{\dagger}\right]_{22} / m-1\right) \\
&+2\left[U_{0}\right]_{22}\left(\left[U_{0} \mathcal{M}^{\dagger} U_{0}\right]_{11} / m-1\right)+2\left[U_{0}^{\dagger}\right]_{22}\left(\left[U_{0}^{\dagger} \mathcal{M} U_{0}^{\dagger}\right]_{11} / m-1\right) \\
&-\left(\left[U_{0}\right]_{12}\left[U_{0}^{\dagger}\right]_{21}\left[U_{0}^{\dagger}\right]_{22}+\left[U_{0}^{\dagger}\right]_{12}\left[U_{0}\right]_{21}\left[U_{0}\right]_{22}\right) \\
&\left.-\left(\left[U_{0}^{\dagger}\right]_{21}\left[U_{0} \mathcal{M}^{\dagger} U_{0}\right]_{12} / m+\left[U_{0}\right]_{21}\left[U_{0}^{\dagger} \mathcal{M} U_{0}^{\dagger}\right]_{12} / m\right)\right]  \tag{88}\\
& \mathcal{H}\left(U_{0}\right) \equiv-\frac{1}{2 N_{f}} {\left[\left(\left[U_{0}\right]_{12}+\left[U_{0}^{\dagger}\right]_{12}\right)\left(\left[U_{0} \mathcal{M}^{\dagger} U_{0}\right]_{21} / m+\left[U_{0}^{\dagger} \mathcal{M} U_{0}^{\dagger}\right]_{21} / m\right)\right] . } \tag{89}
\end{align*}
$$

For the operator, we have a correction from the $L_{9}$ term:

$$
\begin{align*}
& \left\langle\left\langle\left[[P(x)]_{12}\left[V_{\mu}(y)\right]_{i i}[P(x)]_{21}\right]^{L_{9}}\right\rangle_{\xi}\right\rangle_{U_{0}}= \\
& \\
& \quad\left(\delta_{i 2}-\delta_{i 1}\right) \frac{i \Sigma_{\text {eff }}^{2}}{4 F_{\text {eff }}^{2} V^{2}}\left\langle\mathcal{E}\left(U_{0}\right)\right\rangle_{U_{0}}\left(-\frac{2 L_{9}}{F_{\text {eff }}^{2}}\right)  \tag{90}\\
& \quad \times \sum_{p_{1} \neq 0} \sum_{p_{2} \neq 0} \frac{i\left[p_{2} \cdot\left(p_{1}-p_{2}\right)\right]\left(p_{1}\right)_{\mu}-i\left[p_{1} \cdot\left(p_{1}-p_{2}\right)\right]\left(p_{2}\right)_{\mu}}{p_{1}^{2} p_{2}^{2}} e^{i p_{1}(x-y)} e^{i p_{2}(y-z)} .
\end{align*}
$$

The correction from $\mathcal{S}_{K}^{\mathrm{NLO}}$ term is written as

$$
\begin{align*}
&\left.-\left\langle\left\langle[P(x)]_{12}\left[V_{\mu}(y)\right]_{i i}[P(z)]_{21}\right]^{\mathrm{LO}} \mathcal{S}_{K}^{\mathrm{NLO}}\right\rangle_{\xi}\right\rangle_{U_{0}}= \\
&\left(\delta_{i 2}-\delta_{i 1}\right) \frac{i \sum_{\text {eff }}^{2}}{4 F_{\text {eff }}^{2} V^{2}}\left\langle\mathcal{E}\left(U_{0}\right)\right\rangle_{U_{0}} \\
& \times\left(-\frac{N_{f}}{2 F_{\text {eff }}^{2}}\right) \sum_{p_{1} \neq 0} \sum_{p_{2} \neq 0} \frac{-i\left(p_{1}+p_{2}\right)^{\nu} I_{\mu \nu}\left(-p_{1}^{0}+p_{2}^{0},-\mathbf{p}_{1}+\mathbf{p}_{2}\right)}{p_{1}^{2} p_{2}^{2}} e^{i p_{1}(x-y)} e^{i p_{2}(y-z)}, \tag{91}
\end{align*}
$$

where

$$
\begin{equation*}
I_{\mu \nu}\left(q_{0}, \mathbf{q}\right) \equiv \frac{1}{V} \sum_{p \neq 0, q} \frac{p^{\mu}\left(q^{\nu}-2 p^{\nu}\right)}{p^{2}(q-p)^{2}} \quad\left(q^{2}=q_{0}^{2}+\mathbf{q}^{2}\right) \tag{92}
\end{equation*}
$$

We summarize all the above results for the $\mu=0$ case, inserting momenta $\mathbf{p}_{f}$ and $\mathbf{p}_{i}$. Using the notations $E^{3 \mathrm{pt}}(\mathbf{p}) \equiv \sqrt{M_{12}^{2} Z_{M}^{3 \mathrm{pt}}+\mathbf{p}^{2}}$, and

$$
\begin{equation*}
c(\mathbf{p}, t)=\frac{\cosh \left[E^{3 \mathrm{pt}}(\mathbf{p})(t-T / 2)\right]}{2 E^{3 \mathrm{pt}}(\mathbf{p}) \sinh \left[E^{3 \mathrm{pt}}(\mathbf{p}) T / 2\right]}, \quad s(\mathbf{p}, t)=\frac{\sinh \left[E^{3 \mathrm{pt}}(\mathbf{p})(t-T / 2)\right]}{2 E^{3 \mathrm{pt}}(\mathbf{p}) \sinh \left[E^{3 \mathrm{pt}}(\mathbf{p}) T / 2\right]}, \tag{93}
\end{equation*}
$$

one can express the result as

$$
\begin{align*}
C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{p}_{f}, \mathbf{p}_{i}\right) \equiv & \left\langle\left[P\left(x_{0},-\mathbf{p}_{f}\right)\right]_{12} V_{0}^{3}\left(y_{0}, \mathbf{q}\right)\left[P\left(z_{0}, \mathbf{p}_{i}\right)\right]_{21}\right\rangle \\
= & -\frac{L^{3} \sum_{\mathrm{eff}}^{2}}{4 F_{\mathrm{eff}}^{2}}\left\langle\mathcal{E}\left(U_{0}\right)\right\rangle_{U_{0}} \delta_{\mathbf{q}_{\mathbf{p}} f}-\mathbf{p}_{i} Z_{k} F_{V}\left(q_{0}, \mathbf{q}\right) \\
& \times\left[i E^{3 \mathrm{pt}}\left(\mathbf{p}_{i}\right) c\left(\mathbf{p}_{f}, t\right) s\left(\mathbf{p}_{i}, t^{\prime}\right)+i E^{3 \mathrm{pt}}\left(\mathbf{p}_{f}\right) s\left(\mathbf{p}_{f}, t\right) c\left(\mathbf{p}_{i}, t^{\prime}\right)\right] . \tag{94}
\end{align*}
$$

Here, as mentioned in the above, we have omitted the two-pion-like propagations, and the long-distance correlators depend on $x_{0}-z_{0}=t+t^{\prime}$, since they are expected to be exponentially small.

The vector form factor $F_{V}\left(q_{0}, \mathbf{q}\right)$ is obtained as

$$
\begin{equation*}
F_{V}\left(q_{0}, \mathbf{q}\right)=\frac{Z^{V 2}}{\left(Z^{\xi}\right)^{2}}-\frac{2 L_{9}}{F_{\mathrm{eff}}^{2}} q^{2}-\frac{N_{f}}{2 F_{\mathrm{eff}}^{2}}\left(l\left(q_{0}, \mathbf{q}\right)-l_{00}\right) \tag{95}
\end{equation*}
$$

where $l\left(q_{0}, \mathbf{q}\right)$ is a part of $I_{0 \nu}\left(q_{0}, \mathbf{q}\right)$ which is proportional to $\delta_{0 \nu}$. We don't have to include another part proportional to $q_{0} q_{\nu}$ since it is contracted with a perpendicular vector $\bar{q}^{\nu}$ to $q_{\mu}$. Namely, $l\left(q_{0}, \mathbf{q}\right)$ is given by

$$
\begin{equation*}
l\left(q_{0}, \mathbf{q}\right)=I_{0 \nu}\left(q_{0}, \mathbf{q}\right) \bar{q}^{\nu} / \bar{q}_{0} \tag{96}
\end{equation*}
$$

More details are shown in Appendix B.
Note in the above formula, the (finite) renormalization factor

$$
\begin{equation*}
Z_{k}=1-\frac{N_{f}}{2 F_{\mathrm{eff}}^{2}} l_{00}, \quad l_{00} \equiv-\frac{1}{4 \pi^{2}} \sum_{b \neq 0} \frac{1}{\left|b_{\mu}\right|^{2}}\left(1-\frac{2\left(b_{0}\right)^{2}}{\left|b_{\mu}\right|^{2}}\right), \tag{97}
\end{equation*}
$$

where the summation is taken over the vector $b_{\mu}=\left(n_{0} T, n_{1} L, n_{2} L, n_{3} L\right)$, is introduced so that $F_{V}(0, \mathbf{0})=1$ is maintained even in a finite volume. Therefore, only the finite volume effects come from the non-zero modes are contained in $F_{V}\left(q_{0}, \mathbf{q}\right)$. This remaining finite volume effects are expected to be perturbatively small, and we will discuss the details of this in the next section.

Finally, let us discuss the renormalization of the above formula Eq. (95). Since the finite volume effects are free from UV divergences, to consider the $V \rightarrow \infty$ limit of $F_{V}\left(q_{0}, \mathbf{q}\right)$ is
sufficient. The quadratic divergence in $Z^{V 2} /\left(Z^{\xi}\right)^{2}$ precisely cancels with that in $l\left(q_{0}, \mathbf{q}\right)$. Therefore, we only need a renormalization of the logarithmic divergence of $l\left(q_{0}, \mathbf{q}\right)$ by the re-definition of $L_{9}$.

Employing the dimensional regularization, we can evaluate its logarithmic divergence as

$$
\begin{align*}
\lim _{V \rightarrow \infty} l\left(q_{0}, \mathbf{q}\right) & =\frac{\bar{q}^{\nu}}{\bar{q}_{0}} \int \frac{d^{d} p}{(2 \pi)^{d}} \frac{-2 p_{0} p_{\nu}}{p^{2}(p-q)^{2}} \\
& =\frac{1}{16 \pi^{2}}\left\{\frac{q^{2}}{6}\left(\frac{2}{\epsilon}+1-\gamma_{E}+\ln 4 \pi-\ln \mu_{\text {sub }}^{2}\right)-\frac{q^{2}}{6} \ln \frac{q^{2}}{\mu_{\text {sub }}^{2}}+\frac{5}{18} q^{2}\right\}, \tag{98}
\end{align*}
$$

where $\epsilon=4-d, \gamma_{E}=0.57721 \cdots$ is the Euler's constant, and $\mu_{\text {sub }}$ denotes the subtraction scale. This divergence can be absorbed in the renormalization of $L_{9}$ :

$$
\begin{equation*}
L_{9}^{r}\left(\mu_{s u b}\right) \equiv L_{9}-\frac{N_{f}}{12} \times \frac{1}{16 \pi^{2}}\left(-\frac{1}{\epsilon}-\frac{1}{2}\left(-\gamma_{E}+\ln 4 \pi+1-\ln \mu_{s u b}^{2}\right)\right) \tag{99}
\end{equation*}
$$

and one obetains the vector form factor in the infinite volume limit,

$$
\begin{equation*}
F_{V}^{\infty}\left(q_{0}, \mathbf{q}\right)=1-\frac{2 L_{9}^{r}\left(\mu_{s u b}\right)}{F_{\mathrm{eff}}^{2}} q^{2}-\frac{N_{f}}{2 F_{\mathrm{eff}}^{2}} \frac{1}{16 \pi^{2}}\left[-\frac{1}{6} q^{2} \ln \frac{q^{2}}{\mu_{s u b}^{2}}+\frac{5}{18} q^{2}\right] \tag{100}
\end{equation*}
$$

which agrees with the known (massless limit of) result within ChPT. Lattice and experimental results for this are, for example, $10^{3} \times L_{9}^{r}=3.08(23)(51)[35]$, and 5.93(43)[34], respectively (we do not need these values for the following analysis). We should note that $F_{V}^{\infty}\left(q_{0}, \mathbf{q}\right)$ cannot be expected to describe the lattice data well, since the physics beyond ChPT is omitted in our calculation within the ChPT. Nevertheless, we can still expect that the finite volume correction: $F_{V}\left(q_{0}, \mathbf{q}\right)-F_{V}^{\infty}\left(q_{0}, \mathbf{q}\right)$ is well described within ChPT, which will be discussed in the next section.

## 6. EXTRACTION OF THE VECTOR FORM FACTOR OF PION

In this section, we explain how to eliminate the leading contribution of the zeromomentum pion mode from the correlator, and how to extract the vector form factor of the pions. Although, there still exists finite volume effects from non-zero momentum modes' contribution, they are sub-leading one expected to be small. We perform the one-loop calculation of the non-zero momentum modes, and numerical estimation which shows that this remaining finite volume effects are actually a small perturbation.

## 6-a. Removing dominant finite volume effects from the pion zero mode

In the previous section, the $t$-independent or $t^{\prime}$-independent terms have been neglected. In the final form Eq. (94), if both of $\mathbf{p}_{i}$ and $\mathbf{p}_{f}$ are non-zero, these neglected terms are actually dropped automatically. However, even if these momenta are zero, we can also eliminate them by taking subtraction of the correlators at different time-slices, $\Delta_{t} f(t) \equiv f(t)-f\left(t_{\text {ref }}\right)$, $\Delta_{t^{\prime}} f\left(t^{\prime}\right) \equiv f\left(t^{\prime}\right)-f\left(t_{\mathrm{ref}}^{\prime}\right)$, with $t_{\mathrm{ref}}$ and $t_{\mathrm{ref}}^{\prime}$, respectively. We used similar procedure in the two-point correlators.

To suppress the contribution of pion modes wrapping around our periodic lattice, we should take $t_{\text {ref }}+t_{\text {ref }}^{\prime}<T / 2$, and then, $t_{\text {ref }}=t_{\text {ref }}^{\prime} \sim T / 4$ would be optimal. In the following, we set as $t_{\text {ref }}^{\prime}=t_{\text {ref }}$, for simplicity.

Noting the above time-slice subtraction and $F_{V}(0, \mathbf{0})=1$, it is useful for extracting the vector pion form factor to define the ratios as

$$
\begin{align*}
R_{1}\left(t, t^{\prime} ; \mathbf{p}_{f}, \mathbf{p}_{i}\right) & \equiv \frac{C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{p}_{f}, \mathbf{p}_{i}\right)}{\Delta_{t} \Delta_{t^{\prime}} C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{0}\right)} \\
& =F_{V}\left(q_{0}, \mathbf{q}\right) \times \frac{E^{3 \mathrm{pt}}\left(\mathbf{p}_{i}\right) c\left(\mathbf{p}_{f}, t\right) s\left(\mathbf{p}_{i}, t^{\prime}\right)+E^{3 \mathrm{pt}}\left(\mathbf{p}_{f}\right) s\left(\mathbf{p}_{f}, t\right) c\left(\mathbf{p}_{i}, t^{\prime}\right)}{E^{3 \mathrm{pt}}(\mathbf{0}) \Delta_{t} c(\mathbf{0}, t) \Delta_{t^{\prime}} s\left(\mathbf{0}, t^{\prime}\right)+E^{3 \mathrm{pt}}(\mathbf{0}) \Delta_{t} s(\mathbf{0}, t) \Delta_{t^{\prime}} c\left(\mathbf{0}, t^{\prime}\right)}, \\
R_{2}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{p}_{i}\right) & \equiv \frac{\Delta_{t} C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{p}_{i}\right)}{\Delta_{t} \Delta_{t^{\prime}} C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{0}\right)} \\
& =F_{V}\left(q_{0}, \mathbf{q}\right) \times \frac{E^{3 \mathrm{pt}}\left(\mathbf{p}_{i}\right) \Delta_{t} c(\mathbf{0}, t) s\left(\mathbf{p}_{i}, t^{\prime}\right)+E^{3 \mathrm{pt}}(\mathbf{0}) \Delta_{t} s(\mathbf{0}, t) c\left(\mathbf{p}_{i}, t^{\prime}\right)}{E^{3 \mathrm{pt}}(\mathbf{0}) \Delta_{t} c(\mathbf{0}, t) \Delta_{t^{\prime}} s\left(\mathbf{0}, t^{\prime}\right)+E^{3 \mathrm{pt}}(\mathbf{0}) \Delta_{t} s(\mathbf{0}, t) \Delta_{t^{\prime}} c\left(\mathbf{0}, t^{\prime}\right)} . \tag{101}
\end{align*}
$$

It is important that we can determine the $t$ and $t^{\prime}$ dependences uniquely once $M_{12} \sqrt{Z_{M}^{3 \mathrm{pt}}}$ is given. Therefore, one can extract $F_{V}\left(q_{0}, \mathbf{q}\right)$ by performing a one-parameter fit, taking $M_{12} \sqrt{Z_{M}^{3 \mathrm{pt}}}$ as a free parameter.

In the numerical lattice analysis, one could also try taking further ratios with two-point
functions. Namely,

$$
\begin{align*}
R_{1}^{\prime}\left(t, t^{\prime} ; \mathbf{p}_{f}, \mathbf{p}_{i}\right) \equiv & \frac{C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{p}_{f}, \mathbf{p}_{i}\right)}{\Delta_{t} \Delta_{t^{\prime}} C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{0}\right)} \\
& \times\left(\frac{-\Delta_{t} C_{P P}^{2 \mathrm{pt}}(t, \mathbf{0}) \Delta_{t^{\prime}} \partial_{t^{\prime}} C_{P P}^{2 \mathrm{pt}}\left(t^{\prime}, \mathbf{0}\right)-\Delta_{t} \partial_{t} C_{P P}^{2 \mathrm{pt}}(t, \mathbf{0}) \Delta_{t^{\prime}} C_{P P}^{2 \mathrm{pt}}\left(t^{\prime}, \mathbf{0}\right)}{\left(E^{2 \mathrm{pt}}\left(\mathbf{p}_{i}\right)+E^{2 \mathrm{pt}}\left(\mathbf{p}_{f}\right)\right) C_{P P}^{2 \mathrm{p}}\left(t, \mathbf{p}_{i}\right) C_{P P}^{2 \mathrm{pt}}\left(t^{\prime}, \mathbf{p}_{f}\right)}\right), \\
R_{2}^{\prime}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{p}_{i}\right) \equiv & \frac{\Delta_{t} C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{p}_{i}\right)}{\Delta_{t} \Delta_{t^{\prime}} C^{P V_{0} P}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{0}\right)} \\
& \times\left(\frac{-\Delta_{t} C_{P P}^{2 \mathrm{pt}}(t, \mathbf{0}) \Delta_{t^{\prime}} \partial_{t^{\prime}} C_{P P}^{2 \mathrm{pt}}\left(t^{\prime}, \mathbf{0}\right)-\Delta_{t} \partial_{t} C_{P P}^{2 \mathrm{pt}}(t, \mathbf{0}) \Delta_{t^{\prime}} C_{P P}^{2 \mathrm{pt}}\left(t^{\prime}, \mathbf{0}\right)}{C_{P P}^{2 \mathrm{p}}\left(t^{\prime}, \mathbf{p}_{i}\right)\left[-\Delta_{t} \partial_{t} C_{P P}^{2 \mathrm{pt}}(t, \mathbf{0})+E\left(\mathbf{p}_{i}\right) \Delta_{t} C_{P P}^{2 \mathrm{pt}}(t, \mathbf{0})\right]}\right) . \tag{102}
\end{align*}
$$

Note that $E^{2 \mathrm{pt}}(\mathbf{p})=E^{3 \mathrm{pt}}(\mathbf{p})$ at LO. At NLO, their expressions are different, since the zeromode integrals are different. However, they are numerically very similar to each other with reasonable set-ups of the lattice simulation parameters. In particular, their chiral limit and infinite volume limit are same, as seen in Figure 1. Therefore, these ratios $R_{1}^{\prime}\left(t, t^{\prime} ; \mathbf{p}_{f}, \mathbf{p}_{i}\right)$, and $R_{2}^{\prime}\left(t, t^{\prime} ; \mathbf{0}, \mathbf{p}_{i}\right)$ should almost cancel the $t$ and $t^{\prime}$ dependences, and can directly give the values of $F_{V}\left(q_{0}, \mathbf{q}\right)$.

JLQCD collaboration [14] has employed the latter ratios and found a good plateau for it, extracting a pion charge radius, which is consistent with the experiment.

It should be noted that except for $Z_{M}^{3 \mathrm{pt}}$, which is essentially irrelevant to above ratios, we don't need any zero-mode integrals which could give a complicated combination of Bessel functions. The remaining finite volume effect in $F_{V}\left(q_{0}, \mathbf{q}\right)$ is a perturbatively small correction from the non-zero modes only, and we numerically confirm this expectation in the next subsection.

## 6-b. Remaining Finite Volume Effects from non-zero modes

Since the dominant finite volume effect from the zero-mode has been eliminated already, the remaining finite volume effect in $F_{V}\left(q_{0}, \mathbf{q}\right)$ is contribution from the non-zero momentum modes, which is expected to be small. In this subsection, we calculate this remaining finite volume effect to the pion one-loop and check this expectation numerically.

All we need to evaluate is

$$
\begin{equation*}
I_{\mu \nu}\left(q_{0}, \mathbf{q}\right)=\frac{1}{V} \sum_{p \neq 0, q} \frac{-2 p_{\mu} p_{\nu}}{p^{2}(p-q)^{2}} \tag{103}
\end{equation*}
$$



FIG. 1: Numerical estimates for the pion mass squared $M_{\pi}^{2} Z_{M}^{2 p t}$ and $M_{\pi}^{2} Z_{M}^{3 p t}$ (top panel) and their ratio $Z_{M}^{2 p t} / Z_{M}^{3 p t}$ (bottom). Here, we use $L=T / 2=2 \mathrm{fm}$, and $F_{\text {eff }}=92.2 \mathrm{MeV}$ as inputs.

Here and in the following, the terms proportional to $q_{\nu}$ are dropped, which cannot contribute to the final result, since we contract it with a perpendicular 4-momentum vector to $q_{\mu}$.

We can decompose it as

$$
\begin{equation*}
I_{\mu \nu}\left(q_{0}, \mathbf{q}\right)=\sum_{b_{\mu}=n_{\mu} L_{\mu}} I_{\mu \nu}^{b}\left(q_{0}, \mathbf{q}\right), \tag{104}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{\mu \nu}^{b}\left(q_{0}, \mathbf{q}\right) \equiv \int \frac{d^{4} p}{(2 \pi)^{4}} e^{i p b} \frac{-2 p_{\mu} p_{\nu}}{p^{2}(p-q)^{2}} \tag{105}
\end{equation*}
$$

Since $I^{b=0}\left(q_{0}, \mathbf{q}\right)$ is the infinite volume limit of $I_{\mu \nu}\left(q_{0}, \mathbf{q}\right)$, we can write the finite volume
correction as

$$
\begin{equation*}
\Delta I_{\mu \nu}\left(q_{0}, \mathbf{q}\right)=\sum_{b \neq 0} I_{\mu \nu}^{b}\left(q_{0}, \mathbf{q}\right) . \tag{106}
\end{equation*}
$$

In the standard way, each contribution $I_{\mu \nu}^{b}\left(q_{0}, \mathbf{q}\right)$ can be computed as

$$
\begin{align*}
I_{\mu \nu}^{b}\left(q_{0}, \mathbf{q}\right) & =2 \frac{\partial}{\partial b^{\mu}} \frac{\partial}{\partial b^{\nu}} \int_{0}^{1} d x e^{i x b q} \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{i p b}}{\left(p^{2}+\Delta\right)^{2}} \\
& =-\frac{1}{4 \pi^{2}} \int_{0}^{1} d x e^{i x b q}\left[\frac{\delta_{\mu \nu}}{\left|b_{\mu}\right|} \sqrt{\Delta} K_{1}\left(\sqrt{\Delta}\left|b_{\mu}\right|\right)-\frac{b_{\mu} b_{\nu}}{\left|b_{\mu}\right|^{2}} \Delta K_{2}\left(\sqrt{\Delta}\left|b_{\mu}\right|\right)\right], \tag{107}
\end{align*}
$$

with $\Delta=x(1-x) q^{2}$, and the $i$-th modified Bessel function $K_{i}(z)$. Here, we have dropped a term proportional to $q_{\mu} b_{\nu}$, since it is proportional to $q_{\nu}$ after performing the summation over $b_{\nu}$.

In the case of $b_{0}=0$, the above form is numerically evaluated in straight forward way. While $b_{0} \neq 0$ case, we need a special care since analytical continuation of the results with respect to $q_{0}$ is necessary. Here we make use of the following inequality

$$
\begin{equation*}
\left|\int_{0}^{1} d x e^{i \alpha} f(x)\right|<\left|\int_{0}^{1} d x\right| e^{i \alpha}|f(x)|=\left|\int_{0}^{1} d x f(x)\right|, \tag{108}
\end{equation*}
$$

in Eq. (107). Namely the oscillating factor $\exp \left(i x b_{0} q_{0}\right)$ is neglected. Then there is no subtlety within the analytic continuation of $q_{0}$ since the Bessel functions go to zero in the limit $\left|q_{0}\right| \rightarrow \infty$ with any complex phase. Note here that the real part of $\sqrt{\Delta}$ is always positive. We think that this over-estimation does not affect the result very much, since the size of temporal direction is usually larger than that of the spacial direction by a factor of 2 or 3 , and therefore, the contribution from $b_{0} \neq 0$ is much smaller from the beginning.

Taking $\mu=0$ direction the remaining finite volume correction in $F_{V}\left(q_{0}, \mathbf{q}\right)$ can be computed as

$$
\begin{align*}
\Delta F_{V}\left(q_{0}, \mathbf{q}\right) & \equiv F_{V}\left(q_{0}, \mathbf{q}\right)-F_{V}^{\infty}\left(q_{0}, \mathbf{q}\right) \\
& =-\frac{N_{f}}{2 F_{\mathrm{eff}}^{2}}\left(\Delta l\left(q_{0}, \mathbf{q}\right)-l_{00}\right), \tag{109}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta l\left(q_{0}, \mathbf{q}\right)=-\frac{1}{4 \pi^{2}} \sum_{b_{\mu}} \int_{0}^{1} d x e^{i x \mathbf{b} \cdot \mathbf{q}}\left[\frac{\sqrt{\Delta}}{\left|b_{\mu}\right|} K_{1}\left(\sqrt{\Delta}\left|b_{\mu}\right|\right)-\frac{b_{0}^{2}}{\left|b_{\mu}\right|^{2}} \Delta K_{2}\left(\sqrt{\Delta}\left|b_{\mu}\right|\right)\right] . \tag{110}
\end{equation*}
$$

Note that $\Delta l(0, \mathbf{0})=l_{00}$.
Our numerical estimates for $\Delta F_{V}\left(q_{0}, \mathbf{q}\right)$ at $L=T / 2=2,3,4 \mathrm{fm}$ are presented in Fig. 2. Here, we denote $q^{0}=i\left(\sqrt{\mathbf{p}_{f}^{2}+M_{\pi}^{2}}-\sqrt{\mathbf{p}_{i}^{2}+M_{\pi}^{2}}\right)$, assuming the dispersion relation of the pion energy, $\mathbf{q}=\mathbf{p}_{f}-\mathbf{p}_{i}$, and choose $M_{\pi}=135 \mathrm{MeV}, F_{\text {eff }}=92.2 \mathrm{MeV}$, as inputs. The zig-zag behavior may be due to the lack of the rotational symmetry on the lattice. Since $F_{V}^{\infty}\left(q^{2}\right)$ is an $\mathcal{O}(1)$ quantity, our result shows the remaining finite volume effects is around a few $\%$ already at $L=3 \mathrm{fm}$, even when $m_{\pi} L<1$. Strictly speaking, this statement is correct for small $q^{2}$ region, since ChPT is not valid for large $q^{2}$ region. However, the important region is small $q^{2}$ region where the finite volume effects are generally large and our analysis is valid, and there, the finite volume effects are suppressed to a few percent level. Thus, we can conclude that our method does control the finite volume effects.


FIG. 2: Numerical estimates for $\Delta F_{V}$.

## 7. SUMMARY AND DISCUSSION OF PART I

In Part I, we have studied finite volume effects on the electro-magnetic pion form factor in the $\epsilon$ regime. The pseudoscalar-vector-pseudoscalar three point function has been calculated in the $\epsilon$ expansion of chiral perturbation theory to the next-to-leading order.

The dominant finite volume effects, which come from the zero-mode of the pions can
be removed by two simple manipulations: by inserting non-zero momentum to relevant operators (or making a subtraction at different time correlators) and taking a appropriate ratio of them. After these manipulations, one can safely extract the electro-magnetic pion form factor for which the remaining finite volume correction from the non-zero modes is suppressed to a few percent level already at $L=3 \mathrm{fm}$ even in the $\epsilon$ regime (see Figure 2).

It is important to note that our analysis has been done without using any special features of the $\epsilon$ expansion, and the dominance of the zero-mode contribution is expected to be a common feature of finite volume effects in any regime of QCD. Therefore, our method can be useful for simulations in the $p$ regime, including the ones with twisted boundary conditions $[36,37]$. We also expect a wide application to other quantities like form factors of heavier hadrons.

## Part II

## Computation of form factors of $D$ meson with chiral fermions

## 8. INTRODUCTION TO PART II

Next, we consider the form factors of $D$ meson semileptonic decays. The previous lattice works for $D$ meson semileptonic decays [38-41] all use a lattice fermion formulation which violates the chiral symmetry. However, this violation could give a sizable discretization effects and be a source of a systematic error. JLQCD collaboration employs with the Möbius domain-wall fermion, which preserves a good chiral symmetry on lattice, and perform simulations with fine lattice spacing $\sim 0.08 \mathrm{fm}$. Since we simulate with finer lattice spacing $\sim 0.04 \mathrm{fm}$, it can be expected that errors from a finite lattice spacing will be better controlled.

As we have mentioned in Sec. 1, it is important to precisely test the standard model of particle physics. In particular, the Cabibbo-Kobayashi-Maskawa matrix [3, 4] is important to check since physics beyond the standard model are most likely to appear. In the standard model, flavor can change, at tree level, only through charged currents interactions. This is the consequence of the unitarity of the CKM matrix. Therefore, we can test the standard model by checking how well the CKM matrix satisfies the unitarity relation. It is therefore important to precisely determine a value of the CKM matrix elements.

Among the CKM matrix elements, the elements $\left|V_{c s}\right|$ and $\left|V_{c d}\right|$ can be determined from the semileptonic weak decays of the $D$ meson, $D \rightarrow \pi \ell \nu$, where $\ell$ and $\nu$ denote a lepton and its neutrino, respectively. From the standard model analysis, the differential decay rate of the $D \rightarrow \pi \ell \nu$ in the rest frame of the $D$ meson reads,

$$
\begin{equation*}
\frac{\Gamma(D \rightarrow \pi \ell \nu)}{d q^{2}}=\frac{G_{F}^{2}\left|\mathbf{p}_{\pi}\right|^{3}}{24 \pi^{3}}\left|V_{c d}\right|^{2}\left|f_{+}^{D \rightarrow \pi}\left(q^{2}\right)\right|^{2} \tag{111}
\end{equation*}
$$

where $q^{2}=\left(p_{D}-p_{\pi}\right)^{2}$ is the momentum transfer, $G_{F}$ is the Fermi constant, and $\mathbf{p}_{\pi}$ is the three momentum of the daughter pion $(\pi)$. Here we have neglected the term proportional to the lepton mass squared. Note that, the same relation holds also for $D \rightarrow K$ if one replace
$\pi$ and $\left|V_{c d}\right|$ by $K$ and $\left|V_{c s}\right|$, respectively. In the past decade, these decay processes have been precisely measured and determined its dependence on $q^{2}$ by several experiments [44-46].

However, experiments don't give us the CKM matrix elements $V_{c d}$ itself but give $\left|V_{c d}\right|^{2}\left|f_{+}^{D \rightarrow \pi}\left(q^{2}\right)\right|^{2}$ as a function of $q^{2}$. The form factor $f_{+}^{D \rightarrow \pi}\left(q^{2}\right)$ can be obtained from lattice QCD calculation, and we can determine the CKM matrix elements by combining experimental results with lattice QCD analysis.

Currently, the most precise lattice results for $f_{+}(0)$ is given by the HPQCD Collaboration [38, 39]. Combining these results with the corresponding experimental results from the Heavy Flavor Averaging Group [42], the CKM matrix elements can be determined as

$$
\begin{equation*}
\left|V_{c d}\right|=0.214(9)_{\mathrm{LQCD}}(3)_{\operatorname{expt}}, \quad\left|V_{c s}\right|=0.977(14)_{\mathrm{LQCD}}(7)_{\mathrm{expt}} \tag{112}
\end{equation*}
$$

Note that lattice QCD results have the errors of several times larger than that of experiments and give the limit of accuracy of $\left|V_{c d}\right|$ and $\left|V_{c s}\right|$ determined from semileptonic decays. Thus, lattice QCD is required to compute the CKM matrix elements within errors of a level at the experimental errors.

To do that, lattice QCD must precisely calculate the form factor $f_{+}^{D \rightarrow \pi}\left(q^{2}\right)$. It appears together with another form factor $f_{-}^{D \rightarrow \pi}\left(q^{2}\right)$ or $f_{0}^{D \rightarrow \pi}\left(q^{2}\right)$ as a coefficient in a standard decomposition of the $D \rightarrow \pi$ (or $K$ ) hadronic matrix element,

$$
\begin{align*}
\left\langle\pi\left(p_{\pi}\right)\right| V_{\mu}\left|D\left(p_{D}\right)\right\rangle & =f_{+}^{D \rightarrow \pi}\left(q^{2}\right)\left(p_{D}+p_{\pi}\right)_{\mu}+f_{-}^{D \rightarrow \pi}\left(q^{2}\right)\left(p_{D}-p_{\pi}\right)_{\mu} \\
& =f_{+}^{D \rightarrow \pi}\left(q^{2}\right)\left[p_{D}+p_{\pi}-\frac{m_{D}^{2}-m_{\pi}^{2}}{q^{2}} q\right]_{\mu}+f_{0}^{D \rightarrow \pi}\left(q^{2}\right) \frac{m_{D}^{2}-m_{\pi}^{2}}{q^{2}} q_{\mu} \tag{113}
\end{align*}
$$

with $V_{\mu}=\bar{c} \gamma_{\mu} d$. The form factors can be extracted by combining the matrix elements of spatial component with that of temporal component (see later). Note that two form factors in second line obey the kinematical condition $f_{+}(0)=f_{0}(0)$.

In this part, we compute the $D \rightarrow \pi$ and $D \rightarrow K$ form factors from lattice QCD simulation employed with Möbius domain-wall fermion for both heavy and light quarks by JLQCD Collaboration.

## 9. METHOD

In this section, we explain our method to calculate the form factors from lattice simulations. Although the form factors can be extracted from the hadronic matrix elements, it
is the correlation functions that lattice simulations directly compute. Thus, we first show how the hadronic matrix elements can be related to the correlation functions. Then, we will present a way to calculate the form factors from the correlation functions.

The three- and two- point correlation functions are calculated as

$$
\begin{align*}
& C_{\mu}^{D \rightarrow \pi}\left(\Delta t, \Delta t^{\prime} ; \mathbf{p}_{D}, \mathbf{p}_{\pi}\right) \equiv \frac{1}{V} \sum_{\mathbf{x}, t} \sum_{\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}}\left\langle\mathcal{O}_{\pi}\left(\mathbf{x}^{\prime \prime}, t+\Delta t+\Delta t^{\prime}\right) V_{\mu}\left(\mathbf{x}^{\prime}, t+\Delta t\right) \mathcal{O}_{D}^{\dagger}(\mathbf{x}, t)\right\rangle \\
& \times e^{-i \mathbf{p}_{D}\left(\mathbf{x}^{\prime \prime}-\mathbf{x}^{\prime}\right)} e^{-i \mathbf{p}_{\pi}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)},  \tag{114}\\
& C^{D(\pi)}\left(\Delta t ; \mathbf{p}_{D(\pi)}\right) \equiv \frac{1}{V} \sum_{\mathbf{x}, t} \sum_{\mathbf{x}^{\prime}}\left\langle\mathcal{O}_{D(\pi)}\left(\mathbf{x}^{\prime}, t+\Delta t\right) \mathcal{O}_{D(\pi)}^{\dagger}(\mathbf{x}, t)\right\rangle e^{-i \mathbf{p}_{D(\pi)}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)} \tag{115}
\end{align*}
$$

with the meson interpolating operator $\mathcal{O}(\mathbf{x}, t)=\sum_{\mathbf{x}^{\prime}} \phi\left(\mathbf{x}^{\prime}\right) \bar{q}\left(\mathbf{x}+\mathbf{x}^{\prime}, t\right) \gamma_{5} q(\mathbf{x}, t)$ where $\phi\left(\mathbf{x}^{\prime}\right)$ represents the Gaussian smearing operator: $(1-(\alpha / N) \Delta)^{N}$ with the Laplacian $\Delta, \alpha=5.0$ and $N=50$. For large $\Delta t$ and $\Delta t^{\prime}$, asymptotic behaviors of above correlation functions are written as

$$
\begin{gather*}
C_{\mu}^{D \rightarrow \pi}\left(\Delta t, \Delta t^{\prime} ; \mathbf{p}_{D}, \mathbf{p}_{\pi}\right) \xrightarrow{\text { large } \Delta t, \Delta t^{\prime}}\left\langle\pi\left(p_{\pi}\right)\right| V_{\mu}\left|D\left(p_{D}\right)\right\rangle \frac{Z_{D}\left(p_{D}\right)^{*} Z_{\pi}\left(p_{\pi}\right)}{4 E_{D} E_{\pi}} e^{-E_{D} \Delta t} e^{-E_{\pi} \Delta t^{\prime}}  \tag{116}\\
C^{D(\pi)}\left(\Delta t ; \mathbf{p}_{D(\pi)}\right) \xrightarrow{\text { large } \Delta t} \xrightarrow{\left|Z_{D(\pi)}\left(p_{D(\pi)}\right)\right|^{2}}  \tag{117}\\
2 E_{D(\pi)}
\end{gather*} e^{-E_{D(\pi)} \Delta t},
$$

where $E_{D(\pi)}=\sqrt{m_{D(\pi)}^{2}+\mathbf{p}_{D(\pi)}^{2}}$ denotes the energy of $D$ or $\pi$ meson, for which we assume the dispersion relation. The factor $Z_{D(\pi)}\left(p_{D(\pi)}\right)=\left\langle D(\pi)(t=0) \mid D(\pi)\left(p_{D(\pi)}\right)\right\rangle$ represents an overlap with state at $t=0$, which will automatically cancel in our extraction of the form factors. It is important to note that our desired hadronic matrix element appears in Eq. (116), and the other kinematical factors are almost identical to Eq. (117). In the literature, one can find some ratios of the two- and three- functions (see [43] for example), which cancel the kinematical factors and give the hadronic matrix element.

In this study, however, we first consider a quantity given by dividing the correlation function by its exponential factor and extract its asymptotic behavior at large separations. We define

$$
\begin{align*}
A_{\mu}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right) & \left.\equiv \frac{C_{\mu}^{D \rightarrow \pi}\left(\Delta t, \Delta t^{\prime} ; \mathbf{p}_{D}, \mathbf{p}_{\pi}\right)}{\exp \left(-E_{D} \Delta t-E_{\pi} \Delta t^{\prime}\right)}\right|_{\text {large } \Delta t, \Delta t^{\prime}}  \tag{118}\\
B^{D(\pi)}\left(\mathbf{p}_{D(\pi)}\right) & \left.\equiv \frac{C^{D(\pi)}\left(\Delta t ; \mathbf{p}_{D(\pi)}\right)}{\exp \left(-E_{D(\pi)} \Delta t\right)}\right|_{\text {large } \Delta t} \tag{119}
\end{align*}
$$

Note that these factors have no time dependence for sufficiently large $\Delta t$ or $\Delta t^{\prime}$. Considering the asymptotic behavior in Eqs. (116) and (117), the desired hadronic matrix elements can be computed as

$$
\begin{equation*}
R_{\mu}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right) \equiv 2 Z_{V} \sqrt{E_{D} E_{\pi}} \sqrt{\frac{\left|A_{\mu}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)\right|^{2}}{B^{D}\left(\mathbf{p}_{D}\right) B^{\pi}\left(\mathbf{p}_{\pi}\right)}}=\langle\pi| V_{\mu}|D\rangle, \tag{120}
\end{equation*}
$$

where $Z_{V}$ is the renormalization factor of the vector current, whose value is calculated non-perturbatively in [47] as $Z_{V}=0.951(4)$ at $\beta=4.17$.

In this procedure to extract the hadronic matrix elements, we see plateaus of the r.h.s. of Eqs. (118) and (119) at large separations and perform the constant fit. Since we use information of some data points in this step, this method have a statistical advantage compared to the other methods where one or two data points are used. We expect that this can help to improve accuracy.

We are now ready to extract the form factors. For $q^{2}<q_{\max }^{2}=\left(m_{D}-m_{\pi}\right)^{2}$, we can compute the form factors through the following relations of these R's:

$$
\begin{align*}
& f_{+}^{D \rightarrow \pi}\left(q^{2}\right)=\frac{\left(E_{D}-E_{\pi}\right) R_{k}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)-\left(p_{D}-p_{\pi}\right)^{k} R_{4}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)}{2 E_{D} p_{\pi}^{k}-2 E_{\pi} p_{D}^{k}},  \tag{121}\\
& f_{-}^{D \rightarrow \pi}\left(q^{2}\right)=\frac{\left(E_{D}+E_{\pi}\right) R_{k}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)-\left(p_{D}+p_{\pi}\right)^{k} R_{4}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)}{2 E_{\pi} p_{D}^{k}-2 E_{D} p_{\pi}^{k}},  \tag{122}\\
& f_{0}^{D \rightarrow \pi}\left(q^{2}\right)=f_{+}^{D \rightarrow \pi}\left(q^{2}\right)+f_{-}^{D \rightarrow \pi}\left(q^{2}\right) \frac{q^{2}}{\left(m_{D}^{2}-m_{\pi}^{2}\right)} \tag{123}
\end{align*}
$$

where $k$ denotes the $k$-th spatial component. At $q^{2}=q_{\max }^{2}$, one can access only to $f_{0}\left(q_{\max }^{2}\right)$, which can be given by

$$
\begin{equation*}
\frac{R_{4}^{D \rightarrow \pi}(\mathbf{0}, \mathbf{0})}{m_{D}+m_{\pi}}=f_{0}^{D \rightarrow \pi}\left(q_{\max }^{2}\right) . \tag{124}
\end{equation*}
$$

Note that all the relations in this section hold for the $D \rightarrow K$ case by replacing $\pi$ by $K$.

## 10. LATTICE SET UP

We use the 2+1-flavor gauge ensembles generated with the Symanzik gauge action and the Möbius domain-wall fermion action with three times stout smearing of the link variables. In this work, we use the lattice of size $L^{3} \times T\left(\times L_{s}\right)=32^{3} \times 64(\times 12)$ at $\beta=4.17$, of which the lattice cut-off is estimated to be $2.453(4) \mathrm{GeV}$ using the Wilson flow.

| $\beta$ | $a^{-1}[\mathrm{GeV}]$ | $(L / a)^{3} \times T / a$ | $a m_{s}$ | $a m_{u d}$ |
| :---: | :---: | :---: | :---: | :---: |
| 4.17 | $2.453(4)$ | $32^{3} \times 64$ | 0.030 | 0.007 |
| 4.17 | $2.453(4)$ | $32^{3} \times 64$ | 0.030 | 0.012 |
| 4.17 | $2.453(4)$ | $32^{3} \times 64$ | 0.030 | 0.019 |
| 4.17 | $2.453(4)$ | $32^{3} \times 64$ | 0.040 | 0.0035 |
| 4.17 | $2.453(4)$ | $32^{3} \times 64$ | 0.040 | 0.007 |
| 4.17 | $2.453(4)$ | $32^{3} \times 64$ | 0.040 | 0.012 |
| 4.17 | $2.453(4)$ | $32^{3} \times 64$ | 0.040 | 0.019 |
| 4.17 | $2.453(4)$ | $48^{3} \times 96$ | 0.040 | 0.0035 |
| 4.35 | $3.610(9)$ | $48^{3} \times 96$ | 0.018 | 0.0042 |
| 4.35 | $3.610(9)$ | $48^{3} \times 96$ | 0.018 | 0.0080 |
| 4.35 | $3.610(9)$ | $48^{3} \times 96$ | 0.018 | 0.0120 |
| 4.35 | $3.610(9)$ | $48^{3} \times 96$ | 0.025 | 0.0042 |
| 4.35 | $3.610(9)$ | $48^{3} \times 96$ | 0.025 | 0.0080 |
| 4.35 | $3.610(9)$ | $48^{3} \times 96$ | 0.025 | 0.0120 |
| 4.47 | $4.496(9)$ | $64^{3} \times 128$ | 0.015 | 0.0030 |

TABLE I: All simulation parameters used in lattice simulations by JLQCD collaboration. Parameters which we use in this analysis are written in red color.

The simulation parameters are summarized in Table 10. Among these parameters, parameters in red are used in this analysis. We use three values of the up and down quark masses, $a m_{u d}=0.007,0.012$ and 0.019 . The strange quark mass is set to be $a m_{s}=0.04$ for all $m_{u d}$. The corresponding pion mass is 308 , 399 , and 498 MeV , respectively. On each ensemble, 100 configurations are sampled from 10,000 HMC trajectories and 2-8 different source points are taken to improve statistics. We estimate the error by the jackknife method with bin-size 4.

The same ensembles are also used for a calculation of the charmed meson decay constants $f_{D}$ and $f_{D_{s}}$ [48]. We found that the discretization effect is not significant for these quantified by comparing the results with those on finer lattices at $\beta=4.35$ and 4.47.

## 11. NUMERICAL RESULTS

First, we consider the dependence of the r.h.s. of Eqs. (118) and (119) on time separations to extract the factors $A_{\mu}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)$ and $B^{D / \pi}\left(\mathbf{p}_{D / \pi}\right)$. Typical results are shown in Figs. 3 and 4. In Fig. 4, the horizontal axis $\Delta t$ represents the temporal position of current operator $V_{\mu}$, and the source and sink operators are set to $t=0$ and $t+\Delta t+\Delta t^{\prime}=28$, respectively. As we have already mentioned, we assume that the simple dispersion relation for the energy of mesons is hold. One can see that there are reasonable plateaus in Fig. 4, and we observe similar reasonable plateau on each ensemble. From these plateau, we extract the factors $A_{\mu}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)$ and $B^{D / \pi}\left(\mathbf{p}_{D / \pi}\right)$ by a constant fit, which is shown by a horizontal line in Fig. 4.

Having the ratio of the factors $A_{\mu}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)$ and $B^{D / \pi}\left(\mathbf{p}_{D / \pi}\right)$ in Eq. (120), we compute the form factors through Eqs. (121)-(124). In Fig. 5, we show our result for the form factors $f_{+}\left(q^{2}\right)$ or $f_{0}\left(q^{2}\right)$ at three different pion masses as a function of the momentum transfer $q^{2}$. The solid curve is a simple pole model fit of the experimental data by CLEO Collaboration [44] (with an input for $\left|V_{c d(s)}\right|$ from PDG [10]). We observe that our data shows a reasonable agreement with the solid curve and suggests a mild $m_{\pi}$ dependence of $f_{+}\left(q^{2}\right)$ which indicates to be bale to take the chiral limit. Our data of $D \rightarrow \pi$ deviates from the solid curve at large $q^{2}$. Similar behavior can be seen in other lattice simulations, for example Fig. 4 in [41]. This may be due to heavy simulated pion masses or the finite volume effects. However, we do not confirm this point yet and need a more detailed analysis.

Next, we determine the $q^{2}$ dependence of the form factors $f_{+}\left(q^{2}\right)$ to compute a value at zero momentum transfer $f_{+}(0)$ which is conventionally used to extract the CKM matrix elements $\left|V_{c d}\right|$ and $\left|V_{c s}\right|$. In the literature, several parametrizations of the form factors can be found. In this work, we use the parametrization based on the Vector Meson Dominance (VMD) hypothesis [50-55]:

$$
\begin{equation*}
f_{+}^{\mathrm{fit}}\left(q^{2}\right)=\frac{f_{+}(0)}{1-q^{2} / m_{V}^{2}} \times\left(\text { Polynomial of } q^{2}\right) \tag{125}
\end{equation*}
$$

where the vector meson pole mass $m_{V}$ is the $m_{D^{*}}$ and $m_{D_{s}^{*}}$ in the case of $D \rightarrow \pi$ and $D \rightarrow K$, respectively. We use $m_{V}$ as an input whose value is measured at simulated pion masses : $m_{D^{*}}=2.033(14), 2.064(9)$, and 2.065(7) [GeV], and $m_{D_{s}^{*}}=2.127(4), 2.123(4)$, and $2.127(4)[\mathrm{GeV}]$, for $m_{\pi}=308,399$, and $498[\mathrm{MeV}]$, respectively.


FIG. 3: The factor $B^{D}\left(\mathbf{p}_{D}\right)$ (left) and $B^{\pi}\left(\mathbf{p}_{\pi}\right)$ (right). The horizontal axis denotes the temporal distance of two-point function. Data with four different momenta are shown. The corresponding pion mass is 399 MeV . The factor $B^{D / \pi}\left(\mathbf{p}_{D / \pi}\right)$ is determined from the plateaus, as shown by the horizontal lines.


FIG. 4: $A_{\mu}^{D \rightarrow \pi}\left(\mathbf{p}_{D}, \mathbf{p}_{\pi}\right)$ with $\mathbf{p}_{\pi}=\mathbf{0}$ (left) or $\mathbf{p}_{\pi} \neq \mathbf{0}$ (right). Data for three different momenta $\mathbf{p}_{D}$ of D meson are plotted. The horizontal axis denotes the temporal position of the current operator. The corresponding pion mass is 399 MeV . Source and sink operators are set at $t=0$ and $t+\Delta t+\Delta t^{\prime}=28$, respectively.

The "Polynomial of $q^{2}$ " in Eq. (125) is set to three types: $1,1+a q^{2}$, and $1+a q^{2}+b\left(q^{2}\right)^{2}$. We fit these three functions to our data and determine the unknown fit parameters $f_{+}(0)$, $a$ and $b$. Note that the case of 1 is just the simple pole model which is used to obtain the solid curve in Fig. 5, though $m_{V}$ is also considered as the fit parameters there. Our results are shown in Fig. 6. The value of $\chi^{2} /$ d.o.f. is $1.9,0.25$ and 0.045 for $1,1+a q^{2}$, and $1+a q^{2}+b\left(q^{2}\right)^{2}$, respectively (for $D \rightarrow \pi$ at $m_{\pi}=399 \mathrm{MeV}$ ). In Fig. 6 , our fit results with the simple pole model are represented by purple dashed lines, and one can see that this model fails to describe the data at large $q^{2}$. Since the results for the parameter $b$ tend to be consistent with zero with a small $\chi^{2} /$ d.o.f., we normally use the fit function $\mathrm{VMD} *\left(1+a q^{2}\right)$


FIG. 5: $q^{2}$ dependence of the form factors $f_{+}\left(q^{2}\right)$ (upper plot) and $f_{0}\left(q^{2}\right)$ (lower plot) of $D \rightarrow \pi$ (left) and $D \rightarrow K$ (right). Different colors represent different pion masses. The solid curve in upper plot shows a single pole fit of the experimental data by CLEO-c [44].
in the following analysis.
Next step is to consider a chiral extrapolation of $f_{+}(0)$. Since our simulated pion masses are all heavier than the physical pion mass, our data for $f_{+}(0)$ should be extrapolated to a point at the physical pion mass. As we have seen in Fig. 5, our results for the form factors show a mild $m_{\pi}$ dependence. Especially, our results for $f_{+}(0)$ with the fit function VMD $*\left(1+a q^{2}\right)$ are shown in Fig. 7 by the green points, and these are consistent with each other within our error-bars. We therefore determine the $f_{+}(0)$ at the physical pion mass by a simple constant fit, and this result is represented by the green solid lines in Fig. 7. Our results are consistent with the current world average of lattice results by FLAG [5] (or $[38,49]$ ), which is shown by the black points.


FIG. 6: Our fit results to $f_{+}\left(q^{2}\right)$ of $D \rightarrow \pi$ (left) and $D \rightarrow K$ (right). The simulated pion masses are 308, 399 and 498 MeV . Curves represent the fits motivated by the VMD hypothesis. See the text for more details.

## 12. SUMMARY AND DISCUSSION OF PART II

In this work, we compute the form factors for the $D$ meson semileptonic decays by lattice QCD with chiral fermions for both heavy and light quarks. Our current results for the form


FIG. 7: $f_{+}(0)$ of $D \rightarrow \pi$ (left) and $D \rightarrow K$ (right). The black points are the values by FLAG [5] (or $[38,49]$ ). The result with the fit function $1+a q^{2}$ as "Polynomial" in Eq. (125) are shown.
factors at zero momentum transfer $f_{+}(0)$ at the physical pion mass are

$$
\begin{equation*}
f_{+ \text {phys }}^{D \rightarrow \pi}(0)=0.720(45)_{\text {stat }}(41)_{\text {sys }}, \quad f_{+ \text {phys }}^{D \rightarrow K}(0)=0.757(29)_{\text {stat }}(02)_{\text {sys }}, \tag{126}
\end{equation*}
$$

where the first and second error is statistical and systematic error, respectively. We compute these results with the fit function VMD $*\left(1+a q^{2}\right)$ and estimate the systematic error from the difference of the results with various fit functions. Combined with the results by CLEO Collaboration [44], $f_{+}^{D \rightarrow \pi}(0)\left|V_{c d}\right|=0.148$ and $f_{+}^{D \rightarrow K}(0)\left|V_{c s}\right|=0.721$, our result Eq. (126) yields the results for the CKM matrix elements as $\left|V_{c d}\right|=0.205(12)_{\text {stat }}(11)_{\text {sys }}$, $\left|V_{c s}\right|=0.952(36)_{\text {stat }}(02)_{\text {sys }}$. These values are consistent with those in PDG [10], $\left|V_{c d}\right|=$ $0.22522(61),\left|V_{c s}\right|=0.97343(15)$. Our results for the CKM matrix elements have the error which is larger than that of Eq. (112) by a factor around 2. There may be sveral directions to decrease these errors.

One possible way is making use of the kinematical condition $f_{+}(0)=f_{0}(0)$. Although it is not shown in this theses, we have also calculated the scalar form factor $f_{0}\left(q^{2}\right)$ as well as $f_{+}\left(q^{2}\right)$. If we perform a fit to results of both $f_{+}\left(q^{2}\right)$ and $f_{0}\left(q^{2}\right)$ with the constraint $f_{+}(0)=f_{0}(0)$ in determination of a $q^{2}$ dependence, the errors on $f_{+}(0)$ (and then on the CKM matrix elements) should become smaller.

Another one is using another parametrization of the form factors. Commonly used one is the so-called $z$-expansion (also known as the series expansion) [56]. In that expansion, $q^{2}$ is converted to a new parameter $z$ which satisfy the $|z|<1$ for the semileptonic energy
region, and the form factors are expanded in this parameter $z$ with a good convergence. This parametrization would help to reduce the systematic error.

It would be also helpful to use results at other $q^{2}$ points. Although $f_{+}(0)$ is conventionally used to compute the CKM matrix elements, one can extract the CKM matrix elements from an experimental result at each experimental $q^{2}$ bin. We integrate the form factors obtained from lattice QCD over an experimental $q^{2}$ bin and divide the experimental results at corresponding $q^{2}$ bin by the lattice results to compute the CKM matrix elements. Then, the final result can be computed by putting together all/some CKM results at each experimental $q^{2}$ bin. This procedure should give us a more accurate result, since more information is used compared to our calculation where only data at $q^{2}=0$ has been used.

We should also consider the continuum limit. Although, we use data of only $\beta=4.17$, JLQCD Collaboration has configurations of other $\beta$ 's. It is therefore important to observe a dependence of the results on lattice spacing. This is our future work.

## 13. CONCLUSIONS

In this thesis, we have calculated the meson form factors, and studied on systematic errors of lattice QCD numerical calculations.

In Part I, we have computed the pseudoscalar-vector-pseudoscalar three point function within the $\epsilon$ expansion of ChPT and extract the electro-magnetic form factors of pions. From that analysis, we have shown that the finite volume effects can be suppressed to a few percent already level at $L=3 \mathrm{fm}$ by applying the following manipulations to correlators:

1. inserting non-zero momenta to relevant operators (or taking a subtraction of the correlators at different source points when one or two of the inserted momenta are zero).
2. taking ratios of them.

With these steps, one can construct a quantity which automatically cancels the dominant finite volume effects comes from pion's zero-momentum mode contributions. This cancellation induced by above manipulations is based on the fact that pion's zero momentum mode gives the dominant finite volume effects and is space-time independent constant mode. Since this feature of pion's zero-momentum mode is universal, we can expect a wide application of our method.

In Part II, we have calculated the form factors of $D$ meson semileptonic decays from lattice QCD simulations employed with chiral fermions by JLQCD Collaboration. They employ with the Möbius domain-wall fermion formalism with keeping a lattice spacing small $\sim 0.04,0.06$, and 0.08 fm . This is the first lattice result for the form factors of $D$ meson semileptonic decays with chiral fermions. As a result, we have obtained $f_{+ \text {phys }}^{D \rightarrow \pi}(0)=$ $0.720(45)_{\text {stat }}(41)_{\text {sys }}$ and $f_{+ \text {phys }}^{D \rightarrow K}(0)=0.757(29)_{\text {stat }}(02)_{\text {sys }}$. Combining with the experimental results by CLEO [44], the CKM matrix elements are given as $\left|V_{c d}\right|=0.205(12)_{\text {stat }}(11)_{\text {sys }}$, $\left|V_{c s}\right|=0.952(36)_{\text {stat }}(02)_{\text {sys }}$.
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## Appendix A: Zero-mode integral

In this appendix, we evaluate the $U_{0}$ integrals which are necessary for numerical estimation of $Z_{M}^{2 \mathrm{pt}}$ or $Z_{M}^{3 \mathrm{pt}}$. Although our analysis in this paper is done only in the unquenched QCD, we use the partially quenched results by [25, 26], because some expressions are simpler for the partially quenched results, and the results would be easily extended to the partially quenched study in these expressions. The unquenched results are obtained simply by setting the valence quark mass $m_{v}$ to the one of the sea quark masses.

We start with the so-called graded partition function which consists of $n$ bosons and $m$ fermions. Its non-perturbative analytic form is given by [25, 26]

$$
\begin{equation*}
\mathcal{Z}_{n, m}^{Q}\left(\left\{\mu_{i}\right\}\right)=\frac{\operatorname{det}\left[\mu_{i}^{j-1} \mathcal{J}_{Q+j-1}\left(\mu_{i}\right)\right]_{i, j=1, \cdots n+m}}{\prod_{j>i=1}^{n}\left(\mu_{j}^{2}-\mu_{i}^{2}\right) \prod_{j>i=n+1}^{n+m}\left(\mu_{j}^{2}-\mu_{i}^{2}\right)}, \tag{A1}
\end{equation*}
$$

in a fixed topological sector of $Q$. Here $\mathcal{J}$ 's are defined as $\mathcal{J}_{Q+j-1}\left(\mu_{i}\right) \equiv(-1)^{j-1} K_{Q+j-1}\left(\mu_{i}\right)$ for $i=1, \cdots n$ and $\mathcal{J}_{Q+j-1}\left(\mu_{i}\right) \equiv I_{Q+j-1}\left(\mu_{i}\right)$ for $i=n+1, \cdots n+m$, where $K_{\nu}$ and $I_{\nu}$ are the modified Bessel functions. Partial quenching is completed by taking the boson masses to those of valence fermions.

Integrals of some diagonal matrix elements are obtained by simply differentiating the partition function,

$$
\begin{align*}
\mathcal{S}_{v} & \equiv \frac{1}{2}\left\langle\left[U_{0}\right]_{v v}+\left[U_{0}^{\dagger}\right]_{v v}\right\rangle_{U_{0}}=\lim _{\mu_{b} \rightarrow \mu_{v}} \frac{\partial}{\partial \mu_{v}} \ln \mathcal{Z}_{1,1+N_{f}}^{Q}\left(\mu_{b}, \mu_{v},\left\{\mu_{\text {sea }}\right\}\right), \\
\mathcal{D}_{v} & \equiv \frac{1}{4}\left\langle\left(\left[U_{0}\right]_{v v}+\left[U_{0}^{\dagger}\right]_{v v}\right)^{2}\right\rangle_{U_{0}} \\
& =\frac{1}{\mathcal{Z}_{N_{f}}^{Q}\left(\left\{\mu_{\text {sea }}\right\}\right)} \lim _{\mu_{b} \rightarrow \mu_{v}} \frac{\partial^{2}}{\partial \mu_{v}^{2}} \mathcal{Z}_{1,1+N_{f}}^{Q}\left(\mu_{b}, \mu_{v},\left\{\mu_{s e a}\right\}\right), \\
\mathcal{D}_{v_{1} v_{2}} & \equiv \frac{1}{4}\left\langle\left(\left[U_{0}\right]_{v_{1} v_{1}}+\left[U_{0}^{\dagger}\right]_{v_{1} v_{1}}\right)\left(\left[U_{0}\right]_{v_{2} v_{2}}+\left[U_{0}^{\dagger}\right]_{v_{2} v_{2}}\right)\right\rangle_{U_{0}} \\
& =\frac{1}{\mathcal{Z}_{N_{f}}^{Q}\left(\left\{\mu_{\text {sea }}\right\}\right)} \lim _{\mu_{b_{1} \rightarrow \mu_{v_{1}}, \mu_{b_{2}} \rightarrow \mu_{v_{2}}} \frac{\partial}{\partial \mu_{v_{1}}} \frac{\partial}{\partial \mu_{v_{2}}} \mathcal{Z}_{2,2+N_{f}}^{Q}\left(\mu_{b_{1}}, \mu_{b_{2}}, \mu_{v_{1}}, \mu_{v_{2}},\left\{\mu_{s e a}\right\}\right),}, \tag{A2}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{T}_{v_{1} v_{2}} & \equiv \frac{1}{8}\left\langle\left(\left[U_{0}\right]_{v_{1} v_{1}}+\left[U_{0}^{\dagger}\right]_{v_{1} v_{1}}\right)^{2}\left(\left[U_{0}\right]_{v_{2} v_{2}}+\left[U_{0}^{\dagger}\right]_{v_{2} v_{2}}\right)\right\rangle_{U_{0}} \\
& =\frac{1}{\mathcal{Z}_{N_{f}}^{Q}\left(\left\{\mu_{\text {sea }}\right\}\right)} \lim _{\mu_{b_{1} \rightarrow \mu_{v_{1}}, \mu_{b_{2}} \rightarrow \mu_{v_{2}}}} \frac{\partial^{2}}{\partial \mu_{v_{1}}} \frac{\partial}{\partial \mu_{v_{2}}} \mathcal{Z}_{2,2+N_{f}}^{Q}\left(\mu_{b_{1}}, \mu_{b_{2}}, \mu_{v_{1}}, \mu_{v_{2}},\left\{\mu_{\text {sea }}\right\}\right) . \tag{A3}
\end{align*}
$$

Then, $U_{0}$ integrals for the degenerate case $m_{1}=m_{2}$ can be written as

$$
\begin{align*}
&\left\langle\mathcal{B}\left(U_{0}\right)\right\rangle= 2\left[1+\frac{Q^{2}}{\mu_{1}}-\frac{2}{N_{f}} \mathcal{D}_{1}+\left(1+\frac{2}{N_{f}}\right) \mathcal{D}_{11}\right],  \tag{A4}\\
&\left\langle\mathcal{D}^{0}\left(U_{0}\right)\right\rangle_{U_{0}}= 4 \mathcal{S}_{1},  \tag{A5}\\
&\left\langle\mathcal{D}^{1}\left(U_{0}\right)\right\rangle_{U_{0}}= \frac{N_{f}}{\mu_{1}}\left(1-\mathcal{D}_{11}-\frac{Q^{2}}{\mu_{1}^{2}}\right),  \tag{A6}\\
&\left\langle\mathcal{D}^{2}\left(U_{0}\right)\right\rangle_{U_{0}}=-\frac{2}{\mu_{1}}\left(\partial_{1} \mathcal{S}_{1}-\frac{\mathcal{S}_{1}}{\mu_{1}}-\frac{2 Q^{2}}{\mu_{1}} \mathcal{S}_{1}\right),  \tag{A7}\\
&\left\langle\mathcal{D}^{3}\left(U_{0}\right)\right\rangle_{U_{0}}=-\frac{4}{\mu_{1}}\left(\frac{1}{N_{f}}-\frac{\mathcal{D}_{11}}{N_{f}}-\frac{3 Q^{2}}{N_{f} \mu_{1}^{2}}-\partial_{1} \mathcal{S}_{1}\right),  \tag{A8}\\
&\left\langle\mathcal{D}^{4}\left(U_{0}\right)\right\rangle_{U_{0}}= \frac{4}{N_{f}^{2}} \partial_{1} \mathcal{D}_{1}+\frac{2}{\mu_{1}} \partial_{1} \mathcal{S}_{1}+\left.\frac{4\left(N_{f}-2\right)}{N_{f}^{2}} \partial_{1} \mathcal{D}_{1 j}\right|_{m_{j}=m_{1}}, \\
&\left\langle\mathcal{E}\left(U_{0}\right)\right\rangle_{U_{0}}= 2\left(1+3 \mathcal{D}_{11}+\frac{Q^{2}}{\mu_{1}^{2}}\right),  \tag{A9}\\
&\left\langle\mathcal{G}\left(U_{0}\right)\right\rangle_{U_{0}}=2\left[\mathcal{T}_{11}-\frac{\partial_{1} \mathcal{D}_{1}}{2}-\frac{3 \mathcal{D}_{1}}{2 \mu_{1}}+\left(-3+\frac{-4 N_{f}+3}{2 \mu_{1}}\right) \mathcal{D}_{11}\right. \\
&\left.+\left(3+\frac{3}{2 \mu_{1}^{2}}+\frac{3 Q^{2}}{\mu_{1}^{2}}\right) \mathcal{S}_{1}-1-\frac{Q^{2}}{\mu_{1}^{2}}\left(1+\frac{N_{f}}{\mu_{1}}\right)\right],  \tag{A10}\\
&\left\langle\mathcal{H}\left(U_{0}\right)\right\rangle_{U_{0}}=-4\left[\frac{1-\mathcal{D}_{11}}{2 N_{f} \mu_{1}}-\frac{\partial_{1} \mathcal{S}_{1}}{\mu_{1}}-\frac{3 Q^{2}}{2 \mu_{1}^{3} N_{f}}\right] \tag{A11}
\end{align*}
$$

Here, we have used

$$
\begin{equation*}
\lim _{\mu_{1} \rightarrow \mu_{2}} \frac{\mathcal{S}_{1}-\mathcal{S}_{2}}{\mu_{1}-\mu_{2}}=\partial_{1} \mathcal{S}_{1} \tag{A12}
\end{equation*}
$$

Note that the derivative $\partial_{v}$ is taken w.r.t the valence degree of freedom after $\mu_{b}=\mu_{v}$ limit is taken. This partially quenched expression is simpler than that of unquenched theory, as shown in Ref. [33].

It is also useful to note

$$
\begin{equation*}
\mathcal{D}_{11} \equiv \lim _{\mu_{2} \rightarrow \mu_{1}} \mathcal{D}_{12}=-\left.\frac{1}{\mathcal{Z}_{0, N_{f}}^{Q}\left(\mu_{\text {sea }}\right)} \frac{\partial}{\partial \mu_{b}} \frac{\partial}{\partial \mu_{v}} \mathcal{Z}_{1,1+N_{f}}^{Q}\left(\mu_{b}, \mu_{v},\left\{\mu_{\text {sea }}\right\}\right)\right|_{\mu_{b}=\mu_{v}=\mu_{1}} \tag{A13}
\end{equation*}
$$

which was shown in Appendix of Ref [20]. With this, the following non-trivial relations are obtained,

$$
\begin{equation*}
\partial_{1} \mathcal{S}_{1}=\mathcal{D}_{1}-\mathcal{D}_{11}, \quad \partial_{1}^{2} \mathcal{S}_{1}=\partial_{1} \mathcal{D}_{1}-\left.2 \partial_{1} \mathcal{D}_{12}\right|_{m_{2}=m_{1}} \tag{A14}
\end{equation*}
$$

Similarly, we can use

$$
\begin{equation*}
\mathcal{T}_{11} \equiv \lim _{\mu_{2} \rightarrow \mu_{1}} \mathcal{T}_{21}=-\left.\frac{1}{\mathcal{Z}_{0, N_{f}}^{Q}\left(\mu_{\text {sea }}\right)} \frac{\partial}{\partial \mu_{b}} \frac{\partial^{2}}{\partial^{2} \mu_{v}} \mathcal{Z}_{1,1+N_{f}}^{Q}\left(\mu_{b}, \mu_{v},\left\{\mu_{\text {sea }}\right\}\right)\right|_{\mu_{b}=\mu_{v}=\mu_{1}} \tag{A15}
\end{equation*}
$$

## Appendix B: Loop momentum summations

In the calculation of the one-loop diagram, we have encountered the momentum summation:

$$
\begin{equation*}
I_{\mu \nu}\left(q_{0}, \mathbf{q}\right)=\frac{1}{V} \sum_{p \neq 0, q} \frac{p^{\mu}\left(q^{\nu}-2 p^{\nu}\right)}{p^{2}(q-p)^{2}} \quad\left(q^{2}=q_{0}^{2}+\mathbf{q}^{2}\right) \tag{B1}
\end{equation*}
$$

From the symmetry, on a finite volume $V=T L^{3}$ we can decompose it as

$$
\begin{equation*}
I_{\mu \nu}\left(q_{0}, \mathbf{q}\right)=\delta_{\mu \nu} I_{1}\left(q_{0}, \mathbf{q}\right)+\delta_{\mu 0} \delta_{\nu 0} I_{2}\left(q_{0}, \mathbf{q}\right)+q_{\mu} q_{\nu} I_{3}\left(q_{0}, \mathbf{q}\right) \tag{B2}
\end{equation*}
$$

Note that another possible choice $\sum_{i=1}^{3} \delta_{\mu i} \delta_{\nu i}$ is not independent from the others since $\delta_{\mu \nu}=$ $\delta_{\mu 0} \delta_{\nu 0}+\sum_{i=1}^{3} \delta_{\mu i} \delta_{\nu i}$.

For a vector $\bar{q}_{\mu}$ which satisfy $q \cdot \bar{q}=0$, we can simplify

$$
\begin{equation*}
I_{\mu \nu}\left(q_{0}, \mathbf{q}\right) \bar{q}^{\nu}=\bar{q}_{\mu} I_{1}\left(q_{0}, \mathbf{q}\right)+\delta_{\mu 0} \bar{q}_{0} I_{2}\left(q_{0}, \mathbf{q}\right) . \tag{B3}
\end{equation*}
$$

In particular, it is useful to note

$$
\begin{equation*}
I_{0 \nu}\left(q_{0}, \mathbf{q}\right) \bar{q}^{\nu}=\bar{q}_{0} l\left(q_{0}, \mathbf{q}\right), \tag{B4}
\end{equation*}
$$

where

$$
\begin{equation*}
l\left(q_{0}, \mathbf{q}\right) \equiv I_{1}\left(q_{0}, \mathbf{q}\right)+I_{2}\left(q_{0}, \mathbf{q}\right) \tag{B5}
\end{equation*}
$$
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