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Abstract

Heat transfer problem in solid-dispersed two-phase flow is numerically studied. Temperature gradient

within the finite-sized particles and inter-particle heat flux due to collisions are considered, and those ef-

fects on the flow structure and heat transfer are discussed. The interaction between fluid and particles is

treated by our original immersed solid approach For the conjugate heat transfer problems, to satisfy the

thermal condition at the fluid-solid interface, our interfacial heat flux model is employed. Also, the interfa-

cial flux model is extended to incorporate the heat conduction due to inter-particle contacts, based on 2-D

and axisymmetric contact heat resistance solutions. The method is applied to 2-D and 3-D natural con-

vection problems including multiple particles in a confined domain under relatively low Rayleigh numbers

(104 ∼ 106). Heat transfer and particle behaviours are studied for different solid volume fractions (up to

about 50%) and heat conductivity ratios (solid to fluid) ranging between 10−3 and 103. Under high solid

volume fraction conditions, the particles are observed to form densely concentrated regions, where heat

flow tends to channel through the contacting points. In three-dimensional solid-dispersed flows, by decom-

posing the heat flux into the contributions of the convection and conduction, the change of the major heat

transfer mode is studied for different solid volume fractions and conductivity ratios.

keywords:
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1 Introduction

Solid-dispersed two-phase flow involving heat transfer is observed in industrial applications and natural

phenomenon, where particle behaviour could be strongly influenced by the local temperature distribution

and heat exchange between the solid particle and the surrounding fluid. For example, in catalyst engineer-

ing, a small particle in the vicinity of a large particle experiences significant effect of conduction [McKenna

et al. 1999], and the catalyst particle could encounter a meltdown depending on its size and surrounding gas

flow [McKenna et al. 1995]. As both continuum and dispersed components move in the practical particulate

flows, it is essential to consider the heat convection by the respective components (i.e., fluid and individual

particles) as well as the heat exchange at the interface. For heat transfer problems in two-phase flows with

finite-sized particles, thermal conduction within the individual particles is of significance, and also, heat

transfer through a contact surface of the particles is a non-negligible contribution in dense solid-dispersed

flows.

For solving the heat and fluid flows around an object, extensive efforts have been paid for developing

numerical algorithms for establishing the iso-temperature or iso-flux conditions at the fluid-solid interface.

Some pioneering studies employ body-fitted mesh system around particle [Moukalled and Darwish 1997;

Feng and Michaelides 2000] to facilitate the imposition of the interfacial condition, however, fixed grid

approach is suited for solving the fluid flow around solid objects, particularly when a large number of

relatively-moving particles are involved. Earlier studies worked out to implement Dirichlet and Neumann

boundary conditions at the surface of a stationary object immersed in a fluid [Kim et al. 2001; Kim and Choi

2004; Pacheco et al. 2005; Pacheco-Vega et al. 2007; Ren et al. 2012]. However, in practical situations, the

boundary condition is not either of those; rather, the temperature field around the fluid-solid interface is

determined by the conductions in both phases and interfacial heat flux at the fluid-solid surface. Recently,

this type of conjugate heat transfer was studied by Yu et al. [2006] in two-phase flow with freely-moving

particles by their fictitious domain method with an extension of temperature distribution within the particles.

They attempted to evaluate the convective and conductive contributions by particles on the heat transfer in

the two-phase flow. This is one of the pioneering studies for dealing with the heat transfer in solid-dispersed

two-phase flows with internal temperature distributions of the particles.

One of the present authors also proposed a method [Ueyama et al. 2011] for solving a heat-transfer

problem in a fluid-solid two-phase flow on a fixed Cartesian mesh. Also, the present authors [Takeuchi et

al. 2013; Tsutsumi et al. 2014] proposed a more concise interfacial heat flux model at the interface, and the

method enables simulation of heat conduction within a moving particle and heat transfer in a flow including

a number of finite-sized particles. The method has been applied to 2-D natural convection with particles, and

an oscillatory motion of particles around the domain centre was reported. This was explained by the time

2



Postprint Computational Thermal Sciences, Vol. 7 (5-6), pp.385-404 (2015)
DOI: 10.1615/ComputThermalScien.2016014791

difference for heat transfer through the fluid and solid phases, which highlights the importance of the tem-

perature gradient within the particles. However, for both Yu et al. [2006] and the present authors [Takeuchi

et al. 2013; Tsutsumi et al. 2014], the heat transfer models assume no heat exchange between the contacting

particles, and the effect of the thermal contact conduction remains unexplored for finite-sized particles.

The fundamental concept of contact conduction is introduced with heat flux through a cross-section of

contacting roughness elements, which is often modelled as heat conduction through constrictions of dif-

ferent sizes [Holm 1967]. In a heat exchange process of contacting objects, the surface temperatures are

set to be different to allow a temperature gap at a small region of contact (contact site), and the apparent

resistance for the heat flux is calculated as contact thermal resistance. Fenech and Rohsenow [1963] solved

the equations of heat conduction for a contact-site model consisting of a constricted object surrounded by a

fluid medium, and constructed an approximate solution of contact resistance in a suitable form to practical

applications; the formula is applicable to the cases when the thermal conductivity of the medium is con-

siderably smaller than that of metal, or when the actual contact area is extremely small compared with the

apparent contact area. Yovanovich [1967] proposed a mathematical model for contact conduction through

an elastically deformed sphere bounded by a pair of parallel plates, and derived an approximate analyti-

cal model in the axisymmetric system. Sanokawa [1968a,b,c,d] extensively studied thermal conductance

through metallic contact with roughness, and by modelling the geometry of each contact site with a cylin-

drical constriction, he derived the rigorous solution of the thermal resistance and compared the calculated

total resistance with the measurement [Sanokawa 1968a]. Other analytical models of thermal resistance for

contacting solids immersed in a vacuum/fluid environment are reviewed by Madhusudana [1996].

Meanwhile, the attention also has been directed to thermal contact conduction in a granular bed with

the effect of surrounding medium. Batchelor and O’Brien [1977] solved the inter-particle heat flux for

contacting or nearly-contacting particles, and by applying the formulae to regularly/randomly-arranged

stationary particles in a fluid, they studied the dependence of the solid-to-fluid conductivity ratio and inter-

particle gap on the effective conductivity of the granular bed. Sun and Chen [1988] showed 1-D theoretical

and 2-D numerical analyses of contact conductance through the time-varying contact area during impact

of two particles. They mentioned that, under typical conditions of heat flux problems in fluidized beds,

heat exchange due to inter-particle collisions would not be a dominant mechanism, though, with highly

conductive particles, the effect of the inter-particle heat exchange could be of importance in comparison to

that of the conduction through the continuum phase. Vargas and McCarthy [2001] developed a granular heat

transfer model by using a discrete element approach; a representative temperature is given to each point-

particle, and each particle in touch with particle i exchanges heat with the same temperature of the particle i,

assuming that the temperature at one contact point is not significantly different from that of another contact
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point. Vargas and McCarthy [2002] further included the effect of the heat transfer via the gas in the vicinity

of the contact point in a packed bed of particles, and Sakurai et al. [2007, 2009] employed the developed

model for heat transfer problem in a fluidized bed. However, as mentioned earlier about the characteristic

effect of temperature gradient within finite-sized particles, the temperatures at contact points could vary and

anisotropic arrangement could cause sequential heat conduction through aligned touching particles.

Despite the above fundamental studies on contact conduction, only a limited number of studies on the

effect of inter-particle contact on the heat transfer in solid-dispersed two phase flows exists [Sakurai et al.

2007, 2009], in particular, the case of moving particles with internal temperature gradient is unexplored.

Batchelor and O’Brien [1977] noted a sensitivity of the bulk conductivity of a granular material to a com-

pression of the particles by an analysis of the heat flux through a contact circle between two spherical

particles. Therefore, a thermal contact model needs account for the change of the contact heat resistance

due to geometry of the contact site and the contact force.

The present study aims to develop an interfacial heat flux model in a two phase flow of finite-sized

particles with a contact heat transfer between the particles. This is a first-step for developing a model of

heat transfer in solid-dispersed two-phase flows. For solving the interaction between particle and fluid, our

original immersed solid method [Kajishima and Takiguchi 2002; Yuki et al. 2007] is employed, which has

been applied to a flow including a large number of particles [Kajishima et al. 2001; Kajishima and Takiguchi

2002; Kajishima 2004; Nishiura et al. 2006]. To take advantage of our immersed solid approach, the heat

conduction problem in both fluid and solid phases is treated in an Eulerian way [Takeuchi et al. 2013;

Tsutsumi et al. 2014]. The interfacial heat flux model is extended to include inter-particle heat conduction

at contacting interface by incorporating a thermal contact model, based on the analytical models of contact

heat resistance. The developed treatment of heat flux at the surface is shown to have good compatibility

with our immersed solid approach. The method is applied to heat transfer problems in 2-D and 3-D particle-

dispersed two-phase flows. And by changing the bulk solid volume fraction and the heat conductivity ratio

(solid to fluid), characteristic heat transfer modes in particle-dispersed two-phase flows are studied.
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2 Governing Equations and Numerical Methods

2.1 Governing equations

An incompressible Newtonian fluid is assumed, and Boussinesq approximation is employed to include

the effect of density fluctuation. The governing equations are the equations of continuity, momentum and

energy:

∇ · uf = 0 , (1)
∂uf

∂t
+ uf · ∇uf = − 1

ρf
∇p+ νf∇2uf − gβ (Tf − T0) , (2)

∂Tf

∂t
+ uf · ∇Tf =

1

ρfcf
∇ · (λf∇Tf ) , (3)

where uf is the fluid velocity, p the pressure, g the gravitational acceleration, Tf the fluid temperature, T0

the reference temperature, cf the specific heat and β the thermal expansion coefficient. Density ρf , dynamic

viscosity νf and thermal conductivity λf are assumed to be constant. Viscous dissipation of kinetic energy

is assumed to be negligible.

For solid objects, the conservation equations of translating and angular momenta for rigid body are as

follows:

ms
dvs

dt
= F s +Gs , (4)

Is ·
dωs

dt
= T s +N s , (5)

where ms is the mass, vs the translating velocity, F s the hydrodynamic force, Gs the external force, Is

the inertia tensor, ωs the angular velocity, T s the moment of the hydrodynamic force and N s the external

torque. The energy conservation for solid phase is treated in an Eulerian way:

∂Ts

∂t
+ us · ∇Ts =

1

ρscs
∇ · (λs∇Ts) , (6)

where the subscript “s” denotes the solid phase.

With the reference length L and characteristic temperature difference ΔT , the reference velocity is taken

as U =
√
gβΔTL and the reference pressure is ρfU2, where g = |g|. With those references, the governing

equations for the fluid are non-dimensionalised with Rayleigh number (Ra) and Prandtl number (Pr):

Ra =
gβΔTL3

νfλf/(ρfcf )
, Pr =

νf
λf/(ρfcf )

.

In the following, as there is no possibility of misunderstandings, the non-dimensional variables are

denoted with the same symbol as Eqs.(1)-(6).
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2.2 Interaction between fluid and solid phases

In the present study, the characteristic length of a solid particle is sufficiently resolved by the fluid meshes

uniformly distributed over the computational domain, and the variables are arranged on the staggered points.

At the fluid-solid interface, the computational cell is partially occupied by the solid object. Momentum

exchange at the interfacial cells is solved by the immersed solid approach originally developed by Kajishima

and the co-workers [Kajishima et al. 2001; Kajishima and Takiguchi 2002; Kajishima 2004]. This is briefly

described below.

A velocity field u is established through volume-averaging the local fluid velocity uf and the local

particle velocity us in a cell:

u = (1− α)uf + αus , (7)

where α (0 ≤ α ≤ 1) is the local solid volume fraction in the cell. The solid velocity us is decomposed into

translating and rotating components as us = vs + ωs × rs, where rs is a position vector from the gravity

centre. This mixture velocity field u is assumed to obey the following equation:

∂u

∂t
= −∇p− (u · ∇)u+

√
Pr

Ra
∇2u− (T − T0) j + f s , (8)

where j is the unit vector in the vertical downward direction (g/|g|), and f s represents the interaction term

which works to assign the mixture velocity to satisfy the no-slip condition at the interface [Kajishima et al.

2001; Kajishima and Takiguchi 2002; Kajishima 2004]. For spatial discretisation of Eq.(8), second-order

finite difference schemes are used. For time-update, the 2nd-order Adams-Bashforth and Crank-Nicolson

methods are employed for the convective and viscous terms, respectively. The pressure gradient term in

Eq.(8) is treated implicitly by a fractional step method. With the time-updated velocity field, the fluid-solid

interaction term f s is modelled as

fn
s =

αn
(
un

s − un+1
f

)
Δt

, (9)

where Δt is the time increment. The energy equation is time updated by the 2nd-order Adams-Bashforth

method for the convective term and the Crank-Nicolson method for the diffusion term.

For motion of the particles, the force Eq.(9) is applied to the fraction of the solid in the interface cell

with the opposite sign. The surface integration of the hydrodynamic forces is changed to the integration of

f s over the volume of the particle Vs:

vn+1
s − vn

s

Δt
= m−1

s

∫
Vs

(−ρff s) dV +m−1
s Gs (10a)

ωn+1
s − ωn

s

Δt
= I−1

s ·
∫
Vs

rs × (−ρff s) dV + I−1
s ·N s (10b)
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where the superscripts represent time levels.

In the present study, the time integrations of the translating and angular momenta are carried out by an

explicit multi-staged predictor and corrector method [Ueyama et al. 2011], which is briefly explained in the

following. Note that the following algorithm is shown with the forward Euler method for the purpose of

simplicity. However, higher order schemes are readily available. The prediction stage for Eqs.(4) and (5) is

as follows:

ṽs = vn
s +Δtm−1

s F n
s , (11a)

ω̃s = ωn
s +Δt I−1

s · T n
s , (11b)

where ·̃ stands for the predicted value, and

F n
s =

∫
V n
s

(−ρff
n
s ) dV , T n

s =

∫
V n
s

rs × (−ρff
n
s ) dV . (12)

Then the solid velocities are updated as:

ũs = ṽs + ω̃s × rs . (13)

Based on the above translating and angular velocities, the displacement of the gravity centre xs and the

rotation angle θs are obtained by the Crank-Nicolson method:

x̃s = xn
s +

Δt

2
(ṽs + vn

s ) , (14a)

θ̃s = θn
s +

Δt

2
(ω̃s + ωn

s ) . (14b)

With the predicted position of the solid objects, the solid volume fraction at each computational cell is

updated to obtain α̃ and the corresponding interaction term f̃ s. In the correction stage, f̃ s and its first-order

moment are summed over the cells occupied by the solid objects to update the solid translating and angular

velocities:

vn+1
s = vn

s +
Δt

2
m−1

s

(
F n + F̃ s

)
(15a)

ωn+1
s = ωn

s +
Δt

2
I−1
s ·

(
T n + T̃ s

)
(15b)

where

F̃ s =

∫
Ṽs

(
−ρf f̃ s

)
dV , T̃ s =

∫
Ṽs

rs ×
(
−ρf f̃ s

)
dV . (16)

The solid velocity field at the next time step is obtained as:

un+1
s = vn+1

s + ωn+1
s × rs . (17)
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Figure 1: Time history of particle migration in a wall-driven shear flow. Neutrally-buoyant particle is
employed. The bulk Reynolds number is fixed to 40. The result is compared with a reference numerical
result (dotted line) by Feng et al. [1994].

n

fluid (1− α)

solid (α)

Figure 2: Schematic of the interfacial cell partially occupied by a solid object (solid volume fraction α).

Finally, with the values in Eq. (15), the time-update of the position and rotation angles, xs and θs, are

completed by the Crank-Nicolson method:

xn+1
s = xn

s +
Δt

2

(
vn+1
s + vn

s

)
, (18a)

θn+1
s = θn

s +
Δt

2

(
ωn+1

s + ωn
s

)
. (18b)

The mixture velocity is also updated to keep the consistency with the above momentum exchange procedure:

un+1 = un+1
f +

Δt

2

(
fn

s + f̃ s

)
. (19)

This two-staged time-update method is shown to be applicable to fluid-solid interaction problems for

neutrally-buoyant particle. Figure 1 shows a time history of particle migration in a wall-driven shear flow in

a 2-D channel of width L. The result is compared with the available numerical result in the literature [Feng

et al. 1994]. The particle diameter is L/4, and the bulk Reynolds number and Froude number are 40 and

392, respectively. Initially, the particle is placed L/4 away from a wall with zero velocity (i.e., with a finite

velocity gap against the background shear flow). The graph shows that the present numerical result shows

good agreement with the reference data.
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2.3 Interfacial heat flux model

Figure 2 is a schematic of an interfacial cell where a fraction of the solid object occupies the volume.

The volume fraction in the cell is denoted as α. The unit vector n represents the outward surface normal

direction. The interfacial heat flux on the discretised field is summarised in the following.

In the interfacial cells (cell indices i, j and k), the discretised temperature gradient (∇T |ijk) is decom-

posed into the normal direction:

(n · ∇T |ijk)n ,

and tangential direction:

∇T |ijk − (n · ∇T |ijk)n .

By multiplying the following averaged conductivities of the materials:

1

λh

=
1− α

λf

+
α

λs

, (20)

λa = (1− α)λf + αλs , (21)

the heat flux in the respective directions are constructed, and the heat flux of the interfacial cell qI is given

as the sum of those:

−qI = λh (nn)ijk · ∇T |ijk + λa (I − nn)ijk · ∇T |ijk . (22)

Therefore, the interfacial heat flux at the (i, j, k) cell is computed by

qI = −

⎛⎝ λa +Δλn2
x Δλnxny Δλnxnz

Δλnynx λa +Δλn2
y Δλnynz

Δλnznx Δλnzny λa +Δλn2
z

⎞⎠
ijk

⎛⎝ ∂T/∂x
∂T/∂y
∂T/∂z

⎞⎠
ijk

. (23)

where Δλ = λh − λa. In a cell fully occupied by the fluid (α = 0) or by the solid (α = 1), Eqs. (20) and

(21) coincide with the conductivities of the respective substances, while in an interface cell, the apparent

conductivity in the interfacial cell is given by the anisotropic matrix in Eq.(23). The above formula is only

meaningful when constructing the discretised flux from the discretised temperature field, as it involves the

spatial averaging of the local heat fluxes in the cell. The derivation and validations are detailed in Takeuchi

et al. [2013] and Tsutsumi et al. [2014].

Note that the above Eulerian treatment of heat flux at the interface cell shows good compatibility with

our immersed solid approach; the heat flux is simply obtained with the updated α and n as if the anisotropic

heat conductivity distributes over the interfacial cells.
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Figure 3: Schematic of a thermal resistance problem of a constricted solid object (plate in 2-D case and
cylindrical shape in axisymmetric case). Two objects of width/diameter 2r2 with a pair of protrusions of
2r1 in width/diameter and z1 in height contact with each other forming a constriction. Here, the shaded
region (region III) is fluid. See also Fig.17 for more specific configuration and symbols for 2-D case.

2.4 Contact resistance model

The thermal resistance model for contacting particles is summarised. In the present work, we follow the

same approach as Sanokawa [1968a] to determine the thermal resistance at the contact site of the two

particles in two- and three-dimensional problems. Sanokawa [1968a] modelled the contact site of two solid

objects as a constricted cylinder immersed in a fluid environment, as schematically shown in Fig. 3. He

solved the temperature distributions for the respective regions (I, II and III), and derived the exact form of

the thermal resistance for the constricted cylindrical object. Here, by identifying the effective conductivities

in the normal and tangential directions in the computational cell where the contact takes place, the contact

heat flux is evaluated into a modified form of the interfacial heat flux qI. We develop a 2-D model of thermal

resistance of constricted plate and, for 3-D particulate flow, the axisymmetric model originally developed

by Sanokawa [1968a] is employed with an addition of a missing term. The model assumes that the collision

process takes place slowly enough that the elastic compression is a reversible process, and no thermo-elastic

effect is included. The details of both 2-D and axisymmetric models are summarised in Appendix A, and,

in the following, only the formulae used in the present simulation are summarised.

By solving the heat conduction equations in the zones I, II and III (Fig.3) together with the boundary

conditions, the thermal resistance Rc at the contact site (−z1 ≤ z ≤ z1) is commonly represented as

Rc =
2r2
λs

(
D1

D0

+
z1
r2

)
(24)
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Figure 4: Dependence of the equivalent length of the thermal resistance at an axisymmetric constriction
(−z1 ≤ z ≤ z1) on the constriction radius (r1/r2) for different conditions of half-constriction heights
(z1/r2) and heat conductivities (λs/λf ).

regardless of the 2-D and axisymmetric situations. Here, D0 and D1 are the following determinants:

D0 =

∣∣∣∣∣∣∣∣∣∣∣

a1,1 · · · a1,2j a1,2j+1 · · · a1,2n a1,2n+1

...
...

...
...

...
0 · · · a2i,2j 0 · · · a2i,2n a2i,2n+1

a2i+1,1 · · · a2i+1,2j a2i+1,2j+1 · · · a2i+1,2n a2i+1,2n+1
...

...
...

...
...

∣∣∣∣∣∣∣∣∣∣∣
(i, j = 1, · · · , n), (25)

D1 =

∣∣∣∣∣∣∣∣∣∣∣

0 · · · a1,2j a1,2j+1 · · · a1,2n a1,2j+1

...
...

...
...

...
0 · · · a2i,2j 0 · · · a2i,2n a2i,2n+1

b2i+1 · · · a2i+1,2j a2i+1,2j+1 · · · a2i+1,2n a2i+1,2n+1
...

...
...

...
...

∣∣∣∣∣∣∣∣∣∣∣
(i, j = 1, · · · , n), (26)

and the components of the determinants are given in Eqs.(34) and (39) of Appendix A for 2-D and ax-

isymmetric cases, respectively. The size of the matrices of the determinants is dependent on the order of

approximation n.

Thermal resistance is often represented with “equivalent length” calculated by the temperature drop

due to the resistance divided by the temperature gradient at z = z1 and |r| < r1. The solid object of this

thickness shows the equivalent effect in terms of the thermal resistance, which enables conversion of the

thermal problem to geometric problem. In the present problems, the equivalent lengths �R for both 2-D and

axisymmetric cases are formally given as:

�R
r2

= 2

(
D1

D0

+
z1
r2

)
. (27)
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Figure 5: Schematic of the modelling of the heat transfer at the contact site of two particles. In the cell
(cell size δ) where a contact of two particles taking place (a), a heat transfer problem is solved as the heat
through a constriction (b).

Taking n = 10 for calculating Eqs. (25) and (26), Fig. 4 compares the equivalent lengths with the pre-

diction by Sanokawa [1968a] (dashed lines) for axisymmetric cases for different values of the thermal and

geometric parameters (i.e., λs/λf , z1/r2, respectively). Our results in the figure show reasonable agreement

with those by Sanokawa [1968a], despite the truncations of the expansion series (n = 10). Considering the

further comparisons by Sanokawa [1968a] to some experimental data under several combinations of metals

and surrounding media, and also considering the typical values of r1/r2(∼ 10−3) and z1/r2(∼ 10−2) in the

present simulations, the above result is acceptable. In the following, therefore, thermal equivalent length is

calculated with n = 10.

Note that for the 2-D model, in the limit of the point-contact (r1 → 0), the thermally equivalent length

asymptotically reduces as �R → 2z1λs/λf , which is the same formula by Sanokawa [1968a] established

for the axisymmetric case. This result yields that the heat flux at the constriction of infinitesimally small

radius is λfΔΘ/2z1 (with ΔΘ as the temperature gap across the constriction), which coincides with the

observation by Batchelor and O’Brien [1977] that the heat flux of point-contact depends more sensitively

on the conductivity of the fluid than that of the particles.

In the present study, the heat transfer in the cell including a contact site, Fig. 5(a), is modelled as a

heat transfer problem through a constricted object as depicted in Fig. 5(b), assuming that the contacting

diameter 2r1 is small compared with the cell size δ and particle diameter Dp, and that the contact heat

flux is strong in that direction (i.e., the centre-to-centre direction) and no heat substantially diffuses in the

lateral direction for binary contacts. In the computational cell of the contact site, the interfacial heat flux,

Eq.(23), is modified with the thermal resistance of the constriction. Here, we model that the solid object of

the thermally equivalent length �R (and the width/diameter 2r2) is virtually set in between the two particles

12
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in place of the constriction of height 2z1. The effective conductivity of the cell in the normal direction is

thereby given as:

λC
h =

(
1− 2z1

δ
+

�R
δ

)−1

λs . (28)

Here, δ is the grid spacing and we regard it as 2r2. Considering that the Sanokawa model is derived for the

solid objects aligned in the longitudinal direction and that the heat flux is only in the longitudinal direction,

the tangential heat flux in the constricted heat transfer problem is assumed to be negligible in the present

study. Therefore, we employ the following modified thermal conductivity in the tangential direction:

λC
a =

(
1− 2z1

δ

)
λs . (29)

With Eqs.(28) and (29), the heat flux qI at the contact site is apparently represented with the same formula

as Eqs. (22) and (23):

−qC
I = λC

h (nn)ijk · ∇T |ijk + λC
a (I − nn)ijk · ∇T |ijk . (30)

The contact radius and displaced distance are calculated by Hertzian contact theory [Timoshenko and

Goodier 1970; Puttock and Thwaite 1969; Tripp 1985; Johnson 1987]. Along the line connecting the centres

of the contacting two particles under a contacting load fCn , the Hertzian model is applied for determining

the contact radius r1 and height z1, assuming that two elastic objects are statically in contact. This is justified

as Timoshenko and Goodier [1970] that the duration of contact is very long in comparison with the period

of lowest mode of vibration of the spheres, and the contact radius and height established for statical contact

pressure are assumed to hold during the time which spheres remain in contact. For the particles in touch

with a boundary wall, particle-wall collision is treated by taking the limit of the radius and elasticity of one

particle to infinity, assuming that the solid wall deforms very little. As will be shown later, the order of

magnitude of r1/δ is found to range between 10−3 and 10−2, therefore, applying the Sanokawa model by

regarding 2r2 as δ would be accepted.

For estimating the contact radius, one possible approach is by a discrete element/particle method, which

is often used for Lagrangian tracking of particles in a fluidized bed, and a collision treatment with the

Hertzian contact model has been proposed [Tsuji et al. 1991]. However, it was reported that the non-linear

spring model requires a small time increment for stability, which turns out an intensive computation. On

the other hand, the collision model with a linear spring [Tsuji et al. 1993] guarantees invariant characteristic

response time during the contact, and therefore, computationally less intensive. In the present study, by

following the approach of Vargas and McCarthy [2002], a particle collision model with a linear spring [Tsuji

et al. 1993] is employed for calculating the contacting force in the normal direction fCn , to focus on the

establishment of a computational method for inter-particle heat transfer in a solid-dispersed two-phase flow,

in a compatible form with the interfacial (fluid-particle) heat flux model [Takeuchi et al. 2013].
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Figure 6: Schematic of the initial arrangement of particles in the computational domain and the boundary
conditions.

3 Effects of temperature distribution within finite-sized particles in
2-D particulate flow

Prior to investigating the effect of thermal contact in solid-dispersed two-phase flows, a quick overview

of the temperature distribution and solid behaviours under weak buoyancy is presented here for 2-D solid-

dispersed flows, based on the results of Takeuchi et al. [2013] and Tsutsumi et al. [2014]. In this section,

the effect of the conduction within the individual particles is isolated, and the contact heat conduction in

Section 2.4 is not accounted for.

A total of 142 particles are initially arranged uniformly in a square domain (side length L) as show in

Fig. 6. The corresponding bulk solid volume fraction is 38.5%. The number of grid points is 200 in both

x and y directions, and one particle diameter Dp is resolved with ten grid points. The temperatures in the

bottom and top walls are kept constant with a temperature difference ΔT = 1. Rayleigh number is set to

Ra = 104 which is enough to cause natural convection in this system. To investigate the effect of natural

convection on the particle behaviour, Prandtl number, density ratio and specific heat ratio are set to unity in

this case. On the walls, the no-slip and Neumann conditions are applied for the fluid velocities and pressure,

respectively, and a thermally-insulated boundary is assumed for the lateral walls. Here, by changing the ratio

of conductivities (λs/λf ), we investigate the effect of the non-uniform temperature distribution inside the

particles.

Figure 7(a) shows a typical snapshot of velocity and temperature fields together with the particles of

under the conductivity ratio of λs/λf = 10−3 after reaching quasi-steady state. The fluid and particles are

found to circulate in the clockwise direction; development of single circulation is typically observed in the

cases of λs/λf = 10−3 ∼ 100 as well as the no-particle case (single-phase flow of the fluid). In the figure,

the iso-thermal lines are drawn at the intervals of 0.1. Note that the characteristic closed isotherms are
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Figure 7: Instantaneous velocity field and contours of temperature. Rayleigh number is set to be 104, and
the particles of conductivity ratios (a) λs/λf = 10−3 and (b) λs/λf = 103 are employed.

observed inside the particles. This is due to the low conductivity of the particles; it takes a long time for

those particles to reach steady temperature distribution in the environmental temperature field. However, the

particles move before relaxing in the surrounding environment, causing the development of the temperature

gradient within the particles. This characteristic temperature distribution is one of the typical effects of the

thermal flow problems in solid-dispersed two-phase flow of finite-sized particles [Tsutsumi et al. 2014].

On the other hand, the highly-conductive particle (λs/λf = 101 ∼ 103), no matter where it moves,

shows almost uniform temperature distribution within it. Another characteristic effect of the development

of the temperature field inside and outside the particle is oscillating behaviour [Takeuchi et al. 2013] of

the highly-conductive particles at the same Rayleigh number. A typical snapshot is shown in Fig. 7(b).

This oscillating behaviour is explained that each particle experiences the hydrodynamic force driven by

the buoyancy depending on the distance from the hot (bottom) wall, resulting in the restitution force in

association with the conservation of angular momentum. The time scales for the thermal conduction in the

dispersed phase (particle) and convection in the continuum phase (fluid) are responsible for the behaviour,

and the balance between the time scales determines the oscillating frequency. The oscillatory behaviour of

the fluid and particles is also the highlighted effect of the temperature distribution within the finite-sized

particles in solid-dispersed two-phase flow.

In the following sections, let us look into characteristic effects of thermal contact including the heat

conduction within the solid object. Also the behaviour of the particles and the heat transfer performance in

the solid-dispersed two-phase flows are studied.
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Figure 8: (a) Equivalent length of the thermal resistance and (b) effective heat conductivity in the normal
direction with respect to the contact area for different z1/r2 values at a fixed conductivity ratio of λs/λf =
5× 102.

4 2-D solid-dispersed flow with thermal contact effect

The contact heat conduction model is demonstrated in 2-D solid-dispersed two-phase flow, since the inter-

particle heat flux is easily visualised. By setting a situation where frequent inter-particle (and particle-wall)

collisions take place, the effect of the contacts is studied through looking at 2-D particulate flow structure

and heat transfer in the system. As poorly-conducting particles are inert in terms of thermal contact, highly-

conductive particles (λs/λf = 5× 102) are employed in the following. Also, to promote the occurrence of

inter-particle contacts, a higher Rayleigh number is employed to induce stronger convection of the fluid.

4.1 Contacting area and the contact heat transfer for stationary particles

Basic characteristics of contacting area and contact heat transfer are investigated for stationary particles.

Figure 8(a) compares the equivalent lengths of the thermal resistance as a function of constriction width

for different z1/r2 values, and Fig. 8(b) shows the dependence of the effective heat conductivity in the

normal direction based on the equivalent lengths in Fig. 8(a). For the smallest value of the normalised half-

constriction height, z1/r2 = 10−3, the effective conductivity in the normal direction is rather insensitive to

r1/r2, while, for the cases of z1/r2 = 10−2 and 10−1, significant increases in the effective conductivity are

observed in the radial range of r1/r2 > 10−2. The result in Fig. 8 suggests a non-negligible effect of the

direct contact conduction for a contacting radius r1 larger than 10−2δ.
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Figure 9: Schematic of the arrangement of the contacting particles in the computational domain.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 0  5  10  15  20  25  30  35  40  45  50

H
ea

t f
lu

x

time

Ep = 107  

108  

109  

1010

Figure 10: Time evolutions of the heat flux through the contact surface in a system of two contacting
particles in two dimensions. The fixed overlapping distance 2z∗ (see Fig.9) is 0.01δ.

The thermal contact model is applied to a system of two particles in static contact. As shown in Fig. 9,

the particles are fixed with an overlapping distance 2z∗. The initial temperature in the domain is T0 every-

where, and the convection of the surrounding fluid is turned off in this problem. The number of grid points

is 50 in both x and y directions, and ten grid points are given to cover one particle diameter. The overlapping

distance 2z∗ is set to be 0.01δ. The ratio of heat conductivities is λs/λf = 5×102. The normalised Young’s

modulus Ep of the particles is varied in the range from 107 to 1010, and, with a fixed Poisson ration 0.3,

the corresponding values of r1/r2 are found to be 1.02× 10−1, 4.70× 10−2, 2.20× 10−2 and 1.00× 10−2,

respectively.

Figure 10 shows the simulation results of the heat flux in y direction through the contacting area. The

figure shows that the transferred heat becomes larger with decreasing the Young’s modulus, and in turn,

with increasing the contacting area.
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Figure 11: Instantaneous flow field and heat flux at Rayleigh number 106 for the Young’s modulus Ep =
107 after reaching quasi-steady state (at t = 1000). Bulk solid volume fraction is 50.3%. (a) Velocity
and temperature fields. (b) Heat flux vectors (arrows) at the same instance as (a). The density ratio is
ρs/ρf = 1.005. The isothermal lines are drawn at constant intervals.

4.2 Heat transfer in solid-dispersed flow with contact heat transfer

Under a strong natural convection where inter-particle collision takes place frequently, we look into a gross

heat transfer performance of the system involving contact heat transfer. For setting up a situation of suffi-

cient collision frequency of particles in a relatively strong thermally-driven flow, Rayleigh number Ra and

the number of particles are set to Ra = 106 and Np = 162, respectively. The corresponding bulk solid

volume fraction is 50.3%. The heat conductivity of the particles are fixed to be λs/λf = 5 × 102 in the

present case. The Young’s modulus and Poisson ratio are Ep = 107 and 0.3, respectively. The same domain

size and initial particle arrangement as Fig. 6 are employed, and the boundary conditions are also the same.

A single circulating flow is found to develop around the domain centre (including the cases of Ep

values between 107 and 1010), and no oscillation mode (as for case of Ra = 104 in the previous section)

is observed. Figure 11(a) shows instantaneous velocity and temperature fields for the case of Ep = 107

at t = 1000. A counter-clockwise circulating flow is observed. There is a region of low number density

of particles slightly off-centre of the domain, and resulting in rather concentrated regions near the walls

and corners. However, in the present case, the convection for the higher Rayleigh number causes locally

stronger circulating velocity field in a densely populated region of the highly-conductive particles.

The increased effect of the contact frequency appears strongly in the inter-particle heat flux. Figure 11(b)

shows the heat flux field (visualised with arrows) at the same instance as Fig. 11(a). In the figure, strong heat

fluxes are observed along the chained structures of the particles, particularly in the bottom-left and top-right

regions of the domain. This is because the counter-clockwise circulation generates the densely-populated

regions, giving rise chained structures of the particles stemming from/to the bottom/top (hot/cold) wall.
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Figure 12: Schematic of arrangement of spherical particles in contact.

This chained structure is an efficient heat-transfer path through the particles, and branching of the path

sometimes causes unequal distributions of heat flux depending on the temperatures of the particles and

surrounding fluid. It is also remarkable that the burst fluxes through the chained-particles cross a number of

isothermal lines, causing the regions of large temperature gradient in the bottom-left and top-right corners.

In the preliminary study under Ra = 105 and Np = 142, only weaker burst flux is observed.

By the present thermal contact model, sequential heat transfer across the several diameters of the parti-

cles is observed, which also illustrates the effects of the temperature gradients within the individual particles

and over the multiple particles. This characteristic effect of inter-particle thermal contact may work to en-

hance the mixing in the solid-dispersed two phase flow in three dimensions through the lateral contacts of

particles.

5 3-D solid-dispersed two-phase flow with contact heat transfer

The interfacial flux model and thermal contact conduction model are applied to three-dimensional problem.

In the following three dimensional natural convection with particles, by separating the heat flux into the

contributions by convection and conduction, the change in heat transfer mode is studied for different bulk

solid volume fractions under a condition of a fixed heat conductivity ratio.

5.1 Basic characteristics of contacting area and the contact heat transfer

To see the thermal response in the particulate system in three dimensions, two spherical particles are fixed

with an overlapping distance of 2z∗ = 0.01δ in a cubic domain, as Fig. 12 shows. A constant temperature

difference is maintained between the top and bottom walls, and an insulated condition is applied for the

four lateral walls. The diameter of the particles is one fifth of the domain side length, and ten grid points

are allocated for one particle diameter. The conduction problem is solved without the fluid convection.
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Figure 13: Time evolutions of the heat flux through the contact surface in a system of two contacting
particles in three dimensions. The fixed overlapping distance 2z∗ (see Fig.12) is 0.01δ.
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Figure 14: Schematic of the initial arrangement of particles in the computational domain.

Young’s modulus is varied in the range between 107 and 1010 at the intervals of 101, and the corresponding

contacting radii are found to be r1/r2 = 1.65× 10−1, 7.65× 10−2, 3.55× 10−2, 1.65× 10−2, respectively.

The time variations of the heat flux through the contact area are plotted in Fig. 13. As observed in 2-D

cases, lower elasticity also causes larger contacting radius in 3-D, and in turn, the heat flux through the

contact site. However, the heat fluxes in the figure are more pronounced than in the 2-D case due to the

dimensional effect.

5.2 Effects of the solid volume fraction and thermal conductivity of the particles

Heat transfer in solid-dispersed flow is solved in a fully three-dimensional system, and the change of the

major modes of heat transfer is studied for different particle numbers and conductivities.

As schematically shown in Fig. 14, the particles are initially arranged at the regular intervals in all

the directions. The number of particles Np are varied exponentially as Np = 9, 243, 1125 and 3087. The

corresponding bulk solid volume fractions are 0.102%, 2.80%, 12.8% and 35.1%, respectively. The com-

putational cells are uniformly distributed, and the number of grid points are 256, 80 and 256 in x, y and z
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Figure 15: Instantaneous flow fields (t = 800) visualised by velocity vectors (in a vertical face of the
domain) and local surface temperature of particles of conductivity ratios (a) λs/λf = 100 and (b) λs/λf =
102. A total of 3087 particles are employed for each case.

directions, respectively. One particle diameter is resolved by ten grid points. With a constant temperature

difference between the top and bottom walls, the Rayleigh number is set to be 105. Time-average is taken

from t = 200 (after reaching quasi-steady state) to 800 in non-dimensional time.

Figure 15 compares two snapshots of the solid-dispersed flow for different conductivity ratios of λs/λf =

100 and 102. A total of 3087 particles are employed for each case. The velocity and temperature fields in

a vertical coss-section are visualised in the figure, and the local surface temperature of the particles is also

illustrated. For all the conditions, the thermal convection causes strong mixing of the fluid and particles, and

characteristic temperature distributions are observed: the temperature distribution of the highly-conductive

(λs/λf = 102) particle is almost uniform over each particle surface, whereas for the neutrally-conductive

(λs/λf = 100) case, the particles show non-uniform distributions of surface temperature, particularly for

those near the top and bottom walls.

To investigate the major heat transfer mode, the local heat flux in the domain is decomposed into the two

contributions: convection and conduction. Note that heat transfer by moving individual particle is included

into the contribution by the convective component. Figure 16 compares the convective and conductive heat

fluxes averaged over the horizontal cross-sections and time for different conditions of solid volume fractions
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Figure 16: Vertical distribution of averaged heat flux decomposed into the contributions by conduction and
convection. Plotted for different solid volume fractions (s.v.f.) and λs/λf values.

and λs/λf values. In both λs/λf cases, the convective component (represented by solid lines) increases in

the middle of the domain, while in the near-wall regions the conduction (dashed lines) is dominant. The

trends of the near-wall conductive role of the highly-conductive particles (and the convective components

for both λs/λf cases) are comprehensible. The above conductive contribution for the neutrally- (and poorly-

) conductive particles is explained by following the view obtained in 2-D simulation [Tsutsumi et al. 2014]:

because the energy input from the hot wall is mainly consumed to raise the particle temperature in the near-

wall region and the less amount of energy is transferred to convection in the middle of the domain, which

produces inactive particles, especially near the walls, and those particles further inhibit the energy transfer

from/to the fluid phase to/from the wall.

Also from Fig. 16, in the case of λs/λf = 100, the convective component decreases monotonically as

the solid volume fraction increases, and the fraction of the contribution by conduction becomes relatively

large. On the other hand, in the case of λs/λf = 102, the convective contribution increases as the solid

volume fraction increases, and at the same time, the conductive contribution increases, in the range of the

solid volume fraction studied here. This is explained that the convection is strong enough with the neutrally-

conductive (λs/λf = 100) particles and the convection determines the basic level of the transported heat,

while, for the case of the highly-conductive particles (λs/λf = 102), the contribution by the conductive

component is superposed on top of the convective heat transfer.

In the heat transfer problem in 3-D solid-dispersed flows, some similarities to 2-D case are observed

by further varying bulk solid volume fraction and the heat conductivity of the particles. Our independent

2-D study shows that, by adding the highly-conductive particles until the free convection of the particles
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is almost disabled, the conductive contribution becomes predominant, resulting in the decrease in average

Nusselt number. Our preliminary 3-D simulations show the similar transition of the heat transfer mode by

further adding the particles. Also, Fig. 16(a) shows a region of negative contribution of conduction in the

range of 0.3 ≤ y/H ≤ 0.7 for the dense case with λs/λf = 100 particles. The result suggests a region of

negative temperature gradient, and the Lagrangian heat transport by the individual particles is responsible

for this. Heat transfer problem in 2-D and 3-D packed beds in association with adverse temperature gradient

is the ongoing subject of research by the present authors.

6 Conclusion

A contact conductance model was developed for heat transfer problem in a solid-dispersed two-phase flow

including finite-sized particles, based on analytical solutions for 2-D and axisymmetric constricted objects.

The models are described in a geometric form, which enables incorporation into the heat flux model at the

fluid-solid interface and construction of a general formula of interfacial heat flux model. The interaction

between the fluid and particle was treated by our original immersed solid method of explicit predictor-

corrector solver.

The numerical method was applied to natural convection with finite-sized particles in closed domain.

The contact increases the local heat flux around the contacting site, and the overall heat transfer performance

is increased. Most remarkable effect was observed that, when a chained structure of particles is formed in

a circulating particulate flow, a burst heat flux takes place across several particle diameters. This is one of

the characteristic effects of the heat transfer in two-phase flow with finite-sized particles, i.e., heat fluxes

within the particles as well as across the contacting particles.

The contributions of the convective and conductive components of the heat flux were studied on the

gross heat transfer in the particulate flow for different solid volume fractions and heat conductivities of the

particles. For neutrally-conductive particles, the balance between the conductive and conductive compo-

nents remains approximately the same irrespective of the solid volume fraction, suggesting that the basic

level of the transferred heat is determined by the convection. On the other hand, with highly-conductive

particles, the conductive component was found to enhance the overall amount of heat transfer in the par-

ticulate flows as the solid volume fraction is increased. Also, the adverse contribution of conduction for

neutrally-conductive case and the suppress of the conductive contribution by further increase of the highly-

conductive particles suggest interesting implications for the change of the major heat transfer paths in the

particulate flows depending on the material property and mobility of the particles.
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Figure 17: Schematic of constricted solid objects (top half), and the boundary conditions for solving the
thermal resistance problem through the constriction.

Appendix A Thermal resistance models
Thermal heat resistance models for a constricted solid object are presented for two-dimensional and axisymmetric
situations. The two-dimensional case is newly developed, and the axisymmetric case is derived by following the
formulation of Sanokawa [1968a] and presented with a neglected term.

A pair of half-infinite plate/cylinder with a protrusion are arranged as Fig.17, and the thermal resistances at
the constriction are analysed under a constant heat flux Q, assuming that, in the situation of contacting particle, a
constant normal heat flux is maintained during the course of contact; since the interior temperature could distribute
in a complex manner as Fig. 7(a) shows, the iso-flux condition is more realistic in the present study rather than a
condition of constant temperature difference. The domain is divided into the three regions, I, II and III. The regions I
and II are solid of the thermal conductivity λs, and region III is occupied by the fluid of thermal conductivity λf . In
the following, the temperature is denoted by θi (i = I, II, III).

A.1 Two-dimensional case
The heat conduction equations, ∇2θi = 0 (i = I, II, III), are solved under the following boundary conditions:

z ≥ z1 : Q =

∫ x2

−x2

λs
∂θI
∂z

dx,

z = 0 : θII = 0 and θIII = 0,

z = z1 : θI = θII and λs
∂θI
∂z

= λs
∂θII
∂z

, (0≤x≤x1)

θI = θIII and λs
∂θI
∂z

= λf
∂θIII
∂z

, (x1≤x≤x2)

x = x1 : θII = θIII and λs
∂θII
∂x

= λf
∂θIII
∂x

,

x = x2 :
∂θI
∂x

= 0 and
∂θIII
∂x

= 0 .
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The general solutions for the respective regions are as follows:

θI = Θ0 +
Q

2λsx2
z +

∑
j=1

Aj exp

(
−jπ

z − z1
x2

)
cos

(
jπ

x

x2

)
(31a)

θII =

(
Θ0

z1
+

Q

2λsx2

)
z +

∑
j=1

Bj sinh

(
αj

z

x1

)
cos

(
αj

x

x1

)
+
∑
j=1

Cj sin

(
jπ

z

z1

)
cosh

(
jπ

x

z1

)
(31b)

θIII =

(
Θ0

z1
+

Q

2λsx2

)
z +

∑
j=1

Dj sinhβjz
cos(βj(x2 − x))

cos(βjx2)
+
∑
j=1

Ej sin

(
jπ

z

z1

) cosh
(
jπ x2−x

z1

)
cosh

(
jπ x2

z1

) (31c)

where αj =
(2j − 1)π

2
and βj(x2 − x1) =

(2j − 1)π

2
．Hereafter, x2 − x1 is simplified as Δx. The coefficients

Bj , Dj , Ej are given as follows:

Bj =
2(−1)j

sinh
(
αj

z1
x1

) ∑
m=1

Am
αj(

mπ x1
x2

)2
− α2

j

cos

(
mπ

x1
x2

)
, (32a)

Dj = 2(−1)j
x2
Δx

cos(βjx2)

sinh(βjz1)

∑
m=1

Am
βjx2

(mπ)2 − (βjx2)2
cos

(
mπ

x1
x2

)
, (32b)

Ej = Cj

cosh
(
jπ x1

z1

)
cosh

(
jπ x2

z1

)
cosh

(
jπΔx

z1

) , (32c)

and the other coefficients Θ0, Aj and Cj are obtained by solving the following (2n+1)-set of simultaneous equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1,1Θ0+
∑
j=1

a1,2jAj +
∑
j=1

a1,2j+1Cj = 0 ,

... ∑
j=1

a2i,2jAj + a2i,2n+1Cn = 0 ,

a2i+1,1Θ0+
∑
j=1

a2i+1,2jAj +
∑
j=1

a2i+1,2j+1Cj =
Q

2λs
b2i+1 ,

...

(i = 1, · · · , n) (33)
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where n is the number of truncation of Eq.(31) and

a1,1 =
x1
z1

(34a)

a1,2j = sin

(
jπ

x1
x2

)
−
∑
m=1

2

tanh
(
αm

z1
x1

) αm(
jπ x1

x2

)2
− α2

m

cos

(
jπ

x1
x2

)
(34b)

a1,2j+1 = (−1)j sinh

(
jπ

x1
z1

)
(34c)

a2i,2j = −2(−1)i cos

(
jπ

x1
x2

)∑
m=1

⎛⎜⎝ (iπ) ·
(
αm

z1
x1

)
(iπ)2 +

(
αm

z1
x1

)2 αm(
jπ x1

x2

)2
− α2

m

+
λf

λs

x2
Δx

(iπ) · (βmz1)

(iπ)2 + (βmz1)2
βmx2

(jπ)2 − (βmx2)2

)
(34d)

a2i,2n+1 =
nπ

2
cosh

(
nπ

x1
z1

){
tanh

(
nπ

x1
z1

)
+

λf

λs
tanh

(
nπ

Δx

z1

)}
(34e)

a2i+1,1 =
λf

λs

1

βiz1
(34f)

a2i+1,2j = −
(
jπ +

λf

λs

βix2
tanh(βiz1)

)
βix2

(jπ)2 − (βix2)2
cos

(
jπ

x1
x2

)
(34g)

a2i+1,2j+1 =
λf

λs
(−1)jjπ cosh

(
jπ

x1
z1

)
βiz1

(jπ)2 + (βiz1)2
(34h)

b2i+1 =
1

x2βi

(
1− λf

λs

)
. (34i)

From the simultaneous linear equations (33), the solution of Θ0 forms

Θ0 =
Q

2λs

D0

D1
,

where Di (i = 0, 1) are as defined in Eqs.(25)(26).
Now, θI is the temperature due to the passage of heat at the rate of Q through the constriction, and subtracting

the temperature difference for the passage of the same amount of heat through the solid medium when there is no

constriction,
Q

2λsx2
(z − z1), the half temperature gap at the constriction

ΔΘ

2
may be given as:

ΔΘ

2
= Θ0 +

Q

2λsx2
z1 =

Q

2λs

(
D0

D1
+

z1
x2

)
.

Therefore, the thermal resistance Rc along the entire constriction −z1≤z≤z1 is

Rc =
ΔΘ

Q/2x2
=

2x2
λs

(
D0

D1
+

z1
x2

)
,

and its equivalent length �R calculated by
ΔΘ

dθI/dz |z1
yields:

�R
x2

= 2

(
D0

D1
+

z1
x2

)
. (35)
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A.2 Axisymmetric case used for 3-D simulations
The heat conduction equations of axisymmetric coordinate system are solved in the regions of I, II and III under the
following boundary conditions:

z ≥ z1 : Q =

∫ r2

0
λs

∂θI
∂z

· 2πrdr,

z = 0 : θII = 0 and θIII = 0,

z = z1 : θI = θII and λs
∂θI
∂z

= λs
∂θII
∂z

, (0≤r≤r1)

θI = θIII and λs
∂θI
∂z

= λf
∂θIII
∂z

, (r1≤r≤r2)

r = r1 : θII = θIII and λs
∂θII
∂r

= λf
∂θIII
∂r

,

r = r2 :
∂θI
∂r

= 0 and
∂θIII
∂r

= 0 .

By followingSanokawa [1968a], the general solutions for the respective regions are prescribed as:

θI = Θ0 +
Q

λsπr22
z +

∑
j=1

Aj exp

(
−γj

z − z1
r2

)
J0

(
γj

r

r2

)
, (36a)

θII =

(
Θ0

z1
+

Q

λsπr22

)
z +

∑
j=1

Bj sinh

(
αj

z

r1

)
J0

(
αj

r

r1

)
+
∑
j=1

Cj sin

(
jπ

z

z1

)
I0

(
jπ

r

z1

)
, (36b)

θIII =

(
Θ0

z1
+

Q

λsπr22

)
z +

∑
j=1

Dj sinh

(
βj

z

r1

)
G0

(
βj

r

r1

)
+
∑
j=1

Ej sin

(
jπ

z

z1

)
W0

(
jπ

r

z1

)
(36c)

where Jn, Yn, In,Kn (n = 0, 1) are the regular and modified Bessel functions of the first and second kinds,

G0

(
βj

r

r1

)
≡ J0

(
βj

r

r1

)
−

J1

(
βj

r2
r1

)
Y1

(
βj

r2
r1

)Y0(βj r
r1

)
,

W0

(
jπ

r

z1

)
≡ I0

(
jπ

r

z1

)
+

I1

(
jπ r2

z1

)
K1

(
jπ r2

z1

)K0

(
jπ

r

z1

)
,

and αj , βj and γj are, respectively, the roots of the following equations:

J0(αj) = 0 , G0(βj) = 0 , J1(γj) = 0 .

The coefficients Bj , Dj , Ej are given as follows:

Bj = −
∑
m=1

Am
2

sinh
(
αj

z1
r1

) αj(
γm

r1
r2

)2
− α2

j

J0

(
γm

r1
r2

)
J1(αj)

, (37a)

Dj =
∑
m=1

Am
2

sinh
(
βj

z1
r1

) 1(
r2
r1

)2(G0

(
βj

r2
r1

)
G1(βj)

)2

− 1

βj(
γm

r1
r2

)2
− β2

j

J0

(
γm

r1
r2

)
G1(βj)

, (37b)

Ej = Cj

I0

(
jπ r1

z1

)
W0

(
jπ r1

z1

) , (37c)
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where G1(βj) = J1(βj)−
J1

(
βj

r2
r1

)
Y1

(
βj

r2
r1

)Y1(βj). The other coefficients Θ0, Aj and Cj are obtained by solving the follow-

ing (2n+ 1)-set of simultaneous linear equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1,1Θ0+
∑
j=1

a1,2jAj +
∑
j=1

a1,2j+1Cj = 0 ,

... ∑
j=1

a2i,2jAj + a2i,2n+1Cn = 0 ,

a2i+1,1Θ0+
∑
j=1

a2i+1,2jAj +
∑
j=1

a2i+1,2j+1Cj =
Q

λsπr2
b2i+1 ,

...

(i = 1, · · · , n) (38)

where n is the number of truncation of Eq.(36) and

a1,1 =
1

2

r1
z1

(39a)

a1,2j =J1

(
γj

r1
r2

)
−
∑
m=1

2

tanh
(
αm
r1

z1

) αm(
γj

r1
r2

)2
− α2

m

J0

(
γj

r1
r2

)
(39b)

a1,2j+1 =(−1)j I1

(
jπ

z1
r1

)
(39c)

a2i,2j =
∑
m=1

2(−1)iJ0

(
γj

r1
r2

)⎧⎪⎨⎪⎩ αm(
γj

r1
r2

)2
− α2

m

αm · iπ r1
z1

α2
m +

(
iπ r1

z1

)2
+
λf

λs

1(
r2
r1

)2(G0

(
βm

r2
r1

)
G1(βm)

)2

− 1

βm(
γj

r1
r2

)2
− β2

m

βm · iπ r1
z1

β2
m +

(
iπ r1

z1

)2
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

(39d)

a2i,2n+1 =− nπ

2

⎧⎨⎩I1

(
nπ

r1
z1

)
− λf

λs

I0

(
nπ r1

z1

)
W0

(
nπ r1

z1

)W1

(
nπ

r1
z1

)⎫⎬⎭ (39e)

a2i+1,1 =
λf

λs

1

βi

r1
z1

(39f)

a2i+1,2j =− βi(
γj

r1
r2

)2
− βi

2
J0

(
γj

r1
r2

)⎛⎝γj
r1
r2

+
λf

λs

βi

tanh
(
βi

z1
r1

)
⎞⎠ (39g)

a2i+1,2j+1 =
λf

λs
(−1)j

(
jπ

r1
z1

)
βi

β2
i +

(
jπ r1

z1

)2 I0(jπ r1z1
)

(39h)

b2i+1 =
r1
r2

1

βi

(
1− λf

λs

)
. (39i)

Here, W1 in Eq.(39e) originates from dW0
dr and defined as W1

(
nπ
z1
r1

)
≡ I1

(
nπ
z1
r1

)
−

I1
(

nπ
z1

r2
)

K1

(
nπ
z1

r2
)K1

(
nπ
z1
r1

)
. Note

that Eq.(39h) is missing in the original derivation by Sanokawa [1968a]. The solution of Θ0 is formed as

Θ0 =
Q

πλsr2

D0

D1
,

with D0 and D1 in Eqs.(25)(26). The half temperature gap due to the presence of the constriction is estimated as:

ΔΘ

2
=

Q

πλsr2

(
D0

D1
+

z1
r2

)
,
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and, therefore, the equivalent length of the thermal resistance is given as:

�R
r2

= 2

(
D0

D1
+

z1
r2

)
,

which is apparently the identical form to the 2-D case, Eq.(35).
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