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Abstract

Liquid-solid two-phase flow with heat transfer is simulated, and the effect of temperature gradient within a solid particle on the particle behaviour and heat transfer is studied. The interaction between fluid and particles is considered with our original immersed solid approach on a rectangular grid system. The local heat flux at the fluid-solid interface is described with an anisotropic heat conductivity matrix, and the governing equation of temperature is time-updated with an implicit treatment for the diffusion term. The method is applied to a 2-D natural convection flow of a relatively low Rayleigh number including multiple particles. Heat transfer and particle behaviours are studied for different solid heat conductivities (ratio to the fluid conductivity ranging between $10^{-3}$ and $10^3$) and solid volume fractions. Under a condition of relatively low heat conductivity ratio, the particles show a simple circulating flow. By increasing the heat conductivity ratio, a transition of the particulate flow is observed to oscillation mode around the domain centre due to the buoyancy force as a restitution force. The oscillation period is found to vary with the heat conductivity ratio, and it is related to the time scales for the heat transfer via fluid and solid.
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1 Introduction

Multiphase flow involving heat transfer is observed in industrial applications and natural phenomenon. For numerical modelling of solid-dispersed two-phase flows, especially in large scale systems, particles are often treated as a homogeneous media or continuous and fully inter-penetrating two-fluid media. In such cases with a large number of particles, a unique temperature is assumed for each particle and a simplified/empirical heat exchange model is applied at the fluid-solid interface.

However, particles placed in a temperature gradient could have characteristic heat transfer mechanism. For examples in catalyst engineering, a catalyst particle could encounter a meltdown depending on its surrounding gas flow and its size (McKenna et al. 1995). Gan et al. (2003b) studied the effect of thermal convection on the sedimentation process of particles and Gan et al. (2003a) further reported the enhanced study on sedimentation with melting solid particles by a finite-element method with an arbitrary Lagrangian Eulerian technique for the moving internal boundaries. Also for studying the general effects on the local heat transfer mechanism at the object surface, heat transfer in steady and transient flows was studied with a body-fitted mesh (Moukalled and Darwish 1997; Feng and Michaelides 2000).

For specific applications, such as heat transfer in a system including a large number of particles moving relative to each other, a fixed-grid approach (e.g., immersed boundary method) may be more advantageous. There exist several numerical studies of heat transfer problem in (fully resolved) solid-dispersed multiphase flow on a uniformly distributed rectangular grid system by using immersed boundary technique. Most of those propose a procedure for enforcing iso-thermal and/or iso-heat-flux conditions at the fluid-solid interface based on the framework of fixed-grid methods, mainly on direct-forcing immersed boundary methods. Though iso-thermal condition is relatively straightforward to implement, the importance of the adiabatic condition of the passive scalar on the immersed boundary was first reported by Fadlun et al. (2000). When they visualised the simulation result of their direct forcing immersed boundary method with the passive scalar, the no-flux condition on the immersed boundary was hard to be accurately satisfied (Kim and Choi 2004). Kim et al. (2001) and Kim and Choi (2004) proposed an immersed boundary method for imposing iso-thermal and iso-heat-flux boundary conditions on the immersed boundary. A heat source/sink is given on the boundary or inside the body so as to attain a desired temperature condition determined by a bi-linear/linear interpolation from the adjacent cells. The heat source/sink method was applied to analyse the turbulent heat transfer in a dimpled channel (Lee et al. 2007) and heat transfer around a circular cylinder (Yoon et al. 2007; Kim et al. 2008).

A similar heat source/sink approach is proposed by Pacheco et al. (2005) and Pacheco-Vega et al. (2007) with a successive determination algorithm of the temperatures inside the body to match the iso-thermal and iso-heat-flux conditions at the immersed boundary. They generalised those boundary conditions into a set of
equations, which facilitates the application to a Robin boundary condition, and they showed that the method has a second-order accuracy with respect to the grid size. Pan (2006) solved forced and natural convection problems by an immersed boundary technique on Cartesian mesh by approximating the flow variables at the interface cells with a volume average of those of the mixture (solid and fluid).

Ren et al. (2012) proposed an implicit formulation of the momentum and heat source/sink approach. The boundary force and heat flux are solved implicitly (with the matrix of components of discretised pseudo delta function) so that the no-slip and fixed temperature conditions are enforced on the immersed boundary. Though the numerical procedure is split into several parts, the idea is close to a distributed Lagrangian multiplier method in the sense that the boundary-forcing and boundary-energy terms are determined to attain the desirable velocity and temperature at the boundary. As a new type of boundary treatment for heat and fluid flows, Jeong et al. (2010) proposed a combined IB-lattice Boltzmann approach that employs the equilibrium velocity and equilibrium internal energy density to couple the flow (on the Eulerian grid) and heat transfer (on the Lagrangian points).

While the above researchers simplify the problem by imposing a boundary condition of either constant temperature or constant flux (or combination of those), there also exist many situations where temperature gradient develops within the solid object and neither boundary condition is applicable. Iaccarino et al. (2002) solved heat and fluid flows in a 2-D ribbed channel with a more natural boundary condition at the object surface. Though the surfaces of the rectangular ribs were aligned to match the cell faces, the effect of temperature distribution within the object and heat exchange between the fluid and solid were considered. Later, Iaccarino and the co-workers (Mittal and Iaccarino 2005; Iaccarino and Moreau 2006) proposed a second-order interpolation scheme (linear in the tangential direction and quadratic in the normal direction) for immersed boundary problems. Kang et al. (2009) employed an immersed boundary method and proposed a method to consider temperature distribution within the particle by updating the boundary condition at the voxel (cuboid)-face for determining the interface temperature and heat flux.

Other examples of heat transfer problems involving the solid heat conduction (conjugate heat transfer problem) are the approaches using body-fitted unstructured mesh. McKenna et al. (1999) employed unstructured mesh and solved steady heat transfer problem for catalyst particle system in a stream employing some fixed (binary-distributed) particles under several spatial configurations, and concluded that, in the vicinity of a large particle, the effect of conduction is significant for a small particle compared with the contribution of the convection. Nijemeisland and Dixon (2004) simulated a heat transfer problem of gas flow through fixed layers of nearly-touching particles with unstructured mesh, and they studied characteristic flow patterns in the inter-particle regions influenced by the wall heat flux.
Despite the importance of moving particle on the conjugate heat transfer problems in multiphase flows, the numerical study so far largely focused on the heat transfer problems with fixed particles.

Zhang et al. (2008) studied a heat transfer problem past an externally-oscillating cylinder on a rectangular grid system by using a heat source/sink approach based on the direct-forcing immersed boundary. To give a constant heat-flux condition at the object surface, they set out a layer of virtual points outside the physical immersed boundary (Lagrangian markers). The temperatures on the Lagrangian markers are determined such that the desired normal derivative of temperature at the surface is satisfied with the temperature of the virtual points interpolated from the surrounding Eulerian grid points. They mentioned that their method avoids an unphysical heat accumulation inside the particle caused by source/sink methods.

Heat transfer between fluid and freely-moving particles was simulated by Yu et al. (2006) by their fictitious domain method. They attempted to evaluate the contributions of the convection and conduction by particles. Though this is a two-dimensional study, this is one of the pioneering studies for dealing with the heat transfer in solid-dispersed multiphase flows.

One of the present authors proposed a new method (Ueyama et al. 2011) for solving a heat-transfer problem in a solid-liquid two-phase flow on a fixed grid. In the present work, a new heat conduction model is proposed for the heat conduction at the solid-fluid interface. We show some simulation results of heat transfer problem in a multiphase flow of dispersed solid particles considering the temperature gradient within the solid object (and therefore local heat flux at the surface). In order to employ a large number of particles moving relatively to each other, we solve the temperature field in an Eulerian coordinate system, and this method avoids the temperature-matching process (at the particle surface) obtained in the interior and exterior of the solid object. The heat conduction model is thoroughly validated through comparison with the analytical solution of a heat conduction problem involving a tangential temperature gradient along the fluid-solid interface.

The interaction between fluid and particles is solved with our original immersed solid approach (Kajishima et al. 2001; Yuki et al. 2007) on a rectangular grid system. The method employs a simple procedure for the momentum-exchange by imposing a volume force (as interaction force) on both solid and fluid phases. The method has been applied for studying a clustering process with 1000 spherical particles in a turbulent flow (Kajishima et al. 2001; Kajishima and Takiguchi 2002; Kajishima 2004). Also the method was applied to the analysis of sedimentation process employing a total of $10^5$ spherical particles by Nishiura et al. (2006).

In the present study, we applied the method to a 2-D solid-dispersed two-phase flow in a confined square domain under a relatively low Rayleigh number condition. Heat transfer and characteristic particle behaviours are studied for different ratios of heat conductivity (solid to liquid). Through consideration of
the highlighted effects of temperature distributions within the particles and liquid, the effect of heat transfer through solid material on the interaction between fluid and solid is studied.

2 Governing Equations and Numerical Methods

2.1 Governing equations

Fluid is assumed to be incompressible and Boussinesq approximation is employed to include the effect of density fluctuation. Viscous dissipation of kinetic energy is assumed to have negligible contribution to the increase in internal energy.

The equations of continuity, momentum and energy are as follows:

\[ \nabla \cdot \mathbf{u}_f = 0, \]
\[ \rho_f \frac{\partial \mathbf{u}_f}{\partial t} + \rho_f \mathbf{u}_f \cdot \nabla \mathbf{u}_f = -\nabla p + \nabla \cdot (\mu_f (\nabla \mathbf{u}_f + (\nabla \mathbf{u}_f)^T)) + \rho_f \beta (T - T_0) \mathbf{g}, \]
\[ \frac{\partial \rho_f \rho_c f T}{\partial t} + \mathbf{u}_f \cdot \nabla (\rho_f \rho_c f T) = \nabla \cdot (\lambda_f \nabla T), \]

(1)

where \( \mathbf{u}_f \) is the fluid velocity, \( \rho_f \) the reference density, \( \mathbf{g} \) the gravitational acceleration, \( \beta \) the coefficient of thermal expansion, \( T \) the temperature, \( T_0 \) the reference temperature, \( c_f \) the specific heat. In the following, viscous coefficient \( (\mu_f) \), heat capacity \( (\rho_f \rho_c f) \) and heat conductivity \( (\lambda_f) \) are assumed to be constant.

Governing equations for the motion of the solid object is Newton’s equations of momentum and angular momentum:

\[ m_p \frac{d\mathbf{v}_p}{dt} = \mathbf{F} + \mathbf{G}_p, \]
\[ I_p \frac{d\mathbf{\omega}_p}{dt} = \mathbf{T} + \mathbf{N}_p \]

where \( m_p \) is the mass, \( I_p \) the inertia tensor, \( \mathbf{v}_p \) the translating velocity, \( \mathbf{\omega}_p \) the angular velocity, \( \mathbf{F} \) and \( \mathbf{T} \) the hydrodynamic force and its moment, respectively, and \( \mathbf{G}_p \) and \( \mathbf{N}_p \) are external force and torque, respectively.

2.2 Fluid-solid interaction model: immersed solid approach

Momentum exchange at the fluid-solid interface, where a cell is partially occupied by a solid particle, is solved by the immersed solid approach developed by Kajishima and the co-workers (Kajishima et al. 2001; Kajishima and Takiguchi 2002), on a uniformly distributed fixed mesh system. The basic idea is briefly described below.

First, the whole field is treated as a single continuum and time-updated together with the continuity equation. Because this velocity field does not satisfy the no-slip condition at the solid surface, an interaction term is included. Here, the interaction term is modelled to be proportional to the local solid volume fraction.
\( \alpha (0 \leq \alpha \leq 1) \) and the relative velocity of the local solid to the fluid, and we treat the interaction term to distribute fluid-solid interface region as well as within the solid object, like a body force. The object experiences the same force in the opposite direction. Therefore, the surface integration of hydrodynamic force is replaced with the volume integration of the interaction term (with the negative sign) over the region enclosing the object. This replacement from surface to volume integrations considerably facilitates the computation of the solid motion, and also the use of the same body force for both (fluid and particle) phases in a shared Cartesian cell ensures momentum conservation between the phases. More details of the above immersed solid approach are found in the literatures listed in the reference (Kajishima et al. 2001; Yuki et al. 2007).

Translating and angular velocities are time-updated by a predictor-corrector method (Ueyama et al. 2011), which was shown to be applicable to solid-liquid interaction problems involving a range of density ratio. Then, the new position of the particle is obtained, and the local solid volume fraction \( \alpha \) and surface normal vector with respect to the new position are determined accordingly.

### 2.3 Temperature field and interfacial heat conduction model

Temperature field for the mixture of the fluid and solid is treated in an Eulerian way. Cell temperature is established as the volume-averaged local thermal energy divided by the heat capacity of the mixture. This coincides with the locally-averaged temperature field at the first order accuracy with respect to the local solid volume fraction. For more detail, see Appendix A. In the present study, to see the isolated effect of heat conductivities on the heat transfer from solid to fluid (and vice versa), all the numerical simulations are conducted under \( \rho_s = \rho_f (= \rho) \) and \( c_s = c_f (= c) \), which guarantees the coincidence of the above two temperatures.

The temperature equation for the mixture

\[
\frac{\partial \rho c T}{\partial t} + \mathbf{u} \cdot \nabla (\rho c T) = \nabla \cdot (\lambda \nabla T)
\]

is time-updated by the Crank-Nicolson method for the diffusion term. Here, \( \lambda(x) \) is the distributed heat conductivity.

In an interfacial cell partially occupied by a solid object, the discretised temperature gradient \( (\nabla T)_{ij} \) is decomposed into surface-normal and tangential components, and those components are multiplied by the following mean heat conductivities:

\[
\frac{1}{\lambda_h} = \frac{1 - \alpha}{\lambda_f} + \frac{\alpha}{\lambda_p}, \quad \lambda_a = (1 - \alpha)\lambda_f + \alpha\lambda_p,
\]
where $\alpha$ is the local solid volume fraction. Assuming that both fluid and solid has the same interfacial temperature, the heat flux $q_I$ in the interfacial cell (cell indices $i$ and $j$) is given by the following equation:

$$-q_I|_{ij} = \left[\lambda_a I + (\lambda_h - \lambda_a)(nn)|_{ij}\right] \cdot \nabla T|_{ij},$$

(4)

where $I$ is the identity matrix and $n$ is the unit outward normal vector at the object surface. The above formula includes both tangential and normal fluxes in one equation, which accounts for the temperature gradients in both fluid and solid phases represented by the cell averaged temperature. For more detail, see Appendix B. Note that this treatment of heat flux at the surface shows good compatibility with our immersed solid approach; since $\alpha$ distributes in an interfacial cell in our model, we need no extra discretisation efforts for calculating $q_I$ in the interfacial cell, but the heat flux is simply constructed by Eq.(4) with $\alpha$ and $n$ as if anisotropic heat conductivity distributes in the interfacial cell.

In the following sections, the above heat flux is applied to a circular geometry. However, the formula is not restricted to circular/spherical geometry; our fluid-solid interaction approach is also applicable to solid objects of arbitrary shape (Yuki et al. 2007; Takeuchi et al. 2009).

3 Validation

The validity of the heat flux model is assessed here. A problem of heat conduction through a pair of eccentric cylinders with different heat conductivities is arranged. As illustrated in Fig. 1(a), the problem highlights both normal and tangential components of the temperature gradient along the interface (an arc of radius $R_1$).

Let us consider the following conformal mapping $(x, y) \rightarrow (\xi, \eta)$

$$\xi = \frac{1}{2} \log \left( \frac{(x - 1)^2 + y^2}{(x + 1)^2 + y^2} \right), \quad \eta = \arctan \frac{2y}{x^2 + y^2 - 1}.$$  

(5)
Curves $\xi = \xi_c$ ($\xi_c$: constant) are mapped to the following eccentric circles having the centres on $x$-axis:

$$(x + \coth \xi_c)^2 + y^2 = \cosh^2 \xi_c.$$  \hfill (6)

Given two boundary radii ($R_0$ for inner and $R_2$ for outer boundaries, respectively) on $x$-$y$ plane, the corresponding straight lines $\xi = \xi_0$ and $\xi = \xi_2$ are set to the two boundaries on $\xi$-$\eta$ plane. From Eq.(6), the values $\xi_0$ and $\xi_2$ are obtained as $\xi_i = \sinh^{-1}(1/R_i)$ ($i = 0, 2$). For the convenience, we set the radius of the interface as $R_1 = 1/\sinh \xi_1$ where $\xi_1 = (\xi_0 + \xi_2)/2$.

The heat conductivities in the inner and outer regions (region 1 and 2, respectively), are set to $\lambda_1$ and $\lambda_2$, respectively. With the boundary temperatures $T = T_h$ on the $C_2$-circumference (i.e., $\xi = \xi_2$) and $T = 0$ otherwise ($\xi = \xi_0$ and $\eta = 0, \pi$), the temperatures in region 1 and 2 are determined as follows:

$$T_1 = \frac{2}{\pi} \sum_{n=1,3,5,\ldots}^{\infty} \frac{2}{n} \frac{T_\lambda}{\sinh(n\Delta \xi_{01}) \cosh(n\Delta \xi_{01})} \sinh(n(\xi_0 - \xi)) \sin n\eta$$  \hfill (7a)

$$T_2 = \frac{2}{\pi} \sum_{n=1,3,5,\ldots}^{\infty} \frac{2}{n} \frac{T_\lambda}{\sinh(n\Delta \xi_{12}) \cosh(n\Delta \xi_{12})} \sinh(n(\xi - \xi_2)) \sin n\eta$$

$$+ \frac{2}{\pi} \sum_{n=1,3,5,\ldots}^{\infty} \frac{2}{n} \frac{T_h}{\tanh(n\Delta \xi_{12})} \left[ 1 - \frac{\tanh(n(\xi - \xi_2))}{\tanh(n\Delta \xi_{12})} \right] \cosh(n(\xi - \xi_2)) \sin n\eta$$  \hfill (7b)

where $T_\lambda = \frac{\lambda_2}{\lambda_1 + \lambda_2} T_h$, $\Delta \xi_{ab} = \xi_a - \xi_b$.

The derivation is detailed in Appendix C. The temperature distribution on $x$-$y$ plane is given by substituting Eq.(5) into the above equations. Figure 2 shows a temperature distribution for a given set of dimensions and under the following parameters: $T_h = 1$, $\lambda_1 = 10\lambda_2$.

To assess the validity, steady temperature distribution is obtained by numerically solving $\nabla \cdot (\lambda \nabla T) = 0$ on a uniform rectangular grid system by varying the number of grid points in $x$ and $y$ directions in the
following range: 50 × 25, 100 × 50, 200 × 100, 300 × 150. Here, Eq.(4) is used to calculate the flux at the interface.

The temperature distributions in three cross-sections, as illustrated in Fig. 1(a), are compared. Cross-sections A and B are, respectively, in 135° and 90° directions with respect to x-axis from C2 and C1, and cross-section C is in 90° direction from C0. The interface point in the cross-section C will have the largest tangential component of the interfacial temperature gradient.

Figure 3 compares the numerical and analytical profiles of the temperature. The numerical results show good agreement with the analytical solution. The error is evaluated with $L_2$ and $L_\infty$ norms, and plotted in Fig. 4 as a function of the number of grid points in $y$ direction. In all the cross-sections, the numerical solution converges to the analytical one monotonously as the spatial resolution increases. The error in cross-section C is found to converge at the rate of $\Delta^{-1.42}$ by $L_2$-norm, where $\Delta$ is grid spacing.

The above result shows that the flux decomposition at the interface, Eq.(4), is applicable to the Cartesian mesh and guarantees the validity of the interfacial flux model.
4 Results and Discussion

Particle behaviour in natural convection in a closed domain is studied. In the present work, the computational domain is a square shape of side length \( L \), and the particles are initially arranged uniformly in the domain as illustrated in Fig. 5. Temperature difference between the top and bottom walls is kept constant (\( \Delta T = 1 \)), and no heat flux is given at the lateral walls. The no-slip boundary condition and the Neumann condition are applied to the velocity and pressure, respectively, on the solid walls. The equations are non-dimensionalised with reference length \( L \), reference velocity \( U = \sqrt{g \beta \Delta T L} \), reference pressure \( \rho_f U^2 \) and characteristic temperature difference \( \Delta T \). The non-dimensional numbers used here are Rayleigh number (Ra) and Prandtl number (Pr). To investigate the effect of natural convection on the particle behaviour and heat transfer, Prandtl number, density ratio and specific heat ratio are set to unity. In the following, unless specified otherwise, time increment is set depending on the heat conductivity ratio (of solid to fluid); \( \Delta t = 10^{-3} \) for \( \lambda_s/\lambda_f \leq 10^2 \) and \( \Delta t = 5 \times 10^{-4} \) for \( \lambda_s/\lambda_f > 10^2 \).

For particle-particle interaction, a discrete element model with soft-sphere collision (Tsuji et al. 1993) is applied.
Figure 6: Motion of the particles of a low ratio of heat conductivities \((\lambda_s/\lambda_f = 10^{-3})\). (a) Trajectories of the labelled particles (see Fig. 5) in the time range \(500 \leq t \leq 1500\). (b) Instantaneous particle positions with the velocity and temperature fields at \(t = 1500\). (c) Time history of the angular positions of the labelled particles and the horizontal neighbours. The angle is measured in the counter-clockwise direction around the domain centre from the positive \(x\)-axis.

**Effect of heat conductivities**

Fluid and particles motions are simulated for different ratios of heat conductivity (solid to fluid), and we look into the effect of temperature distribution within the particle on the coherent motions of the particles. The parameters and conditions are summarized in Table 1. The particle Reynolds number (based on \(D_p\) and the natural convection speed driven by the vertical temperature difference across \(D_p\)) corresponding to the \(Ra\) is 25 at most for a fixed particle. The solid volume fraction is 38.5%.

For particles of \(\lambda_s/\lambda_f = 10^{-3}\) and \(10^0\), the fluid and particles are found to go around in one direction around the domain centre, like a Rayleigh-Bénard convection at low Rayleigh numbers. The trajectories of the labelled particles (see Fig. 5) are shown in Fig. 6(a) for the case of \(\lambda_s/\lambda_f = 10^{-3}\). Though particles “A” and “B” rather stay in the outer and inner regions of the domain, respectively, particle “C” moves from deep inside the domain to the wall region back and forth. Eventually, mixing of the particles is enhanced as shown in the snapshot of Fig. 6(b). Figure 6(c) shows the time histories of angular positions (together with some neighbouring particles) for the cases of the two heat conductivity ratios. The angle is measured in the counter-clockwise direction around the domain centre from the positive \(x\)-axis. From the figure, all the particles rotate at the respective angular speeds in single directions. No further change in rotating state (for each case) is observed within the time range investigated \((t \leq 1500)\).

On the other hand, in the range of conductivity ratio \(\lambda_s/\lambda_f \geq 10^1\), characteristic oscillatory mode of particles is observed around the domain centre. Figure 7 shows the typical two time-developments of the angular positions of the particle “B”; the case of \(\lambda_s/\lambda_f = 10^2\) exhibits a constant oscillation period until
Figure 7: Typical time developments of the angular positions of particle “B”. The angle is measured in the counter-clockwise direction around the domain centre from the positive x-axis.

t=1100, whereas the oscillation frequency for the case of $\lambda_s/\lambda_f = 10^1$ alters around $t = 700$ when the exponential increase of the amplitude reaches the local maximum. Snapshots of the particles and temperature contours for $\lambda_s/\lambda_f = 10^1$ are shown in Fig.8. Figure 8(a) is a moment when the particles are in a resting state after travelling in the clockwise direction. Then, the particles turn in the opposite direction and, half period later, the particles are displaced most as Fig.8(b) shows and soon starts rotating in the clockwise direction, again. Surprisingly, the array of the particles are kept (relatively) ordered even after (perceivable) ten oscillation periods, which is in contrast with the mingled state of the particles in Fig.6(b). The oscillating behaviour is also observed in cases with a slightly lower bulk solid volume fraction in a range between 25 and 32% (with keeping the same initial particle arrangement and $\lambda_s/\lambda_f = 10^2$), however, in the case of bulk solid volume fraction 25%, it changes to a rotating mode after several periods of the oscillation. This preliminary parametric study suggests that the oscillation of the particle system would be observed in a relatively wide range of bulk concentration, given an appropriate initial inter-particle distance such that the convection does not develop too much within the characteristic time of the heat conduction through the solid.

The restitution of the particle motion may be explained as follows. Two particles located on the other side with respect to the domain centre will experience different hydrodynamic forces depending on the distance from the bottom hot wall, giving rise to an imbalance of the angular momentum. Assuming that the temperature field responds immediately to the displacement of the particles, the angular position $\theta$ of the particle will be governed by an equation of the form $\ddot{\theta} = -\sin 2\theta$, and the period of the oscillation is given by a complete elliptic integral of the first kind. However, in reality, there is a finite time lag for the temperature field to respond to the motion of the particle. In Fig.8, when the particles are displaced most in the upper/lower side, the iso-contours of the temperature are aligned roughly horizontally. However, when the particles start moving in the opposite directions, the iso-thermal lines cross the solid particles quickly,
Figure 8: Instantaneous particle arrangements for the case of $\lambda_s/\lambda_f = 10^1$. A moment when the particles are in a resting state after travelling (a) in the clockwise direction and (b) in the counter-clockwise direction (half period later).

Figure 9: Time development of the temperature at the centre of oscillating particle “B” and $y$ coordinate of the particle centre. The ratio of heat conductivity is $\lambda_s/\lambda_f = 10^2$, causing local distortion of the iso-thermal lines. Figure 9 shows the time variation of the temperature at the centre of the particle “B” for $\lambda_s/\lambda_f = 10^2$ together with its $y$ position. The particle temperature shows a small time lag with respect to the vertical motion.

As observed in Fig. 7, the amplitudes exhibit exponential increase in the initial development stage of the oscillation. The time-development of the angular position of the particle would be described as

$$A(r) \exp \left[ (\chi_r + i\chi_i)t \right],$$

where $i$ is the imaginary unit, $r$ the radial position from the domain centre, and $A, \chi_r, \chi_i$ are real numbers. This model also describes the rotating motion shown in Fig.6, and Table 2 summaries the sign of the eigen-frequencies of the angular motions of the particles in the studied range of the conductivity ratios.

Due to the positive values for $\chi_r$ and time-varying $\chi_i$, this time-development model is only applicable to a limited time range of the initial development. Figure 10 plots the oscillation periods $\tau_R (= 2\pi/\chi_i)$ for
Table 2: Summary of the signs of the eigen frequencies (for different $\lambda_s/\lambda_f$) and the corresponding motion of the particles.

<table>
<thead>
<tr>
<th>$\lambda_s/\lambda_f$</th>
<th>$10^{-3} \sim 10^0$</th>
<th>$10^1 \sim 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi_r$</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$\chi_i$</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>Rotation</td>
<td>Oscillation</td>
<td></td>
</tr>
</tbody>
</table>

different values of the heat conductivity ratio. With the minimum oscillation period at around $\lambda_s/\lambda_f = 10^2$, $\tau_R$ increases in both lower and higher sides with decreasing and increasing $\lambda_s/\lambda_f$, respectively. Also from the figure, strong correlations are found in the respective ranges of the heat conductivity ratio.

For particles of a sufficiently high conductivity ratio, assuming that a temperature field within the solid develops in the thermal diffusion time scale of the solid ($\tau_{sD} = (\rho c)_s D_p^2/\lambda_s$), the difference in the moment of the buoyancy on the two particles at $\theta$ and $(\theta + \pi)$ is roughly estimated by a one-dimensional heat conduction model as

\[
-\frac{2}{D_p (\rho c)_s} \Delta T l \sin \theta \sqrt{4a_f \tau_{sD} + \text{Const.}} \rho g \beta V l \cos \theta
\]

where $l$ is the distance between the particle and the domain centre and $a_f = \lambda_f/(\rho c)_f$. Then a linear approximation for the equation of angular momentum gives a dependency of the oscillation period $\tau_R$ on the conductivity ratio as

\[
\tau_R \propto \left( \frac{\lambda_s}{\lambda_f} \right)^{\frac{1}{4}}.
\]

(9)

Figure 10 also plots the line of $1/4$ power of ($\lambda_s/\lambda_f$), and the graph shows a reasonable agreement with the above correlation.

The above $\tau_R$ is partly related to the time scales of heat transfer via the different materials, as follows. The characteristic fluid velocity is taken to the velocity induced by the vertical temperature difference across the particle diameter; $U_p = \sqrt{g \beta (\frac{\Delta T}{L}) D_p}$. Then, the time scale of the convective heat transfer is $\tau_{fc} = D_p/U_p$, and its ratio to $\tau_{sD}$ is given as follows:

\[
\frac{\tau_{fc}}{\tau_{sD}} = \left( \frac{\lambda}{\rho c} \right)_s \frac{1}{\nu_f} \frac{\nu_f}{\lambda_f (\rho c)_f} \frac{1}{Pr} \sqrt{Gr_p} = \frac{\lambda_s (\rho c)_f}{\lambda_f (\rho c)_s} \frac{1}{Ra_p},
\]

where the Grashof number $Gr_p$ and the Rayleigh number $Ra_p$ are based on $D_p$ and $U_p$. The upper axis of Fig.10 also shows the time scale ratio $\tau_{fc}/\tau_{sD}$ for comparison. The particle oscillation occurs when the thermal relaxation time scale in solid is one order of magnitude larger than that of the fluid convection in the present situation of the fixed ratio of the heat capacities of the materials. The above characteristic time scale is one of the key parameters for heat exchange and interaction between fluid and particles, and the
Figure 10: Dominant oscillation period against $\lambda_s/\lambda_f$. Non-dimensional characteristic time scale $\tau_f C/\tau_s D$ is also shown on the top axis for comparison.

drastic change in particle motion (rotation or oscillation) suggests interesting implications for the change of the major heat transfer path in the particulate flow, depending on the heat conductivity ratio of solid to fluid.

5 Conclusions

Heat transfer problem in a solid-dispersed two-phase flow was simulated under relatively dense solid concentrations and a low Rayleigh number. The numerical method is based on our original immersed solid approach, and the local heat flux at the fluid-solid surface is treated by a new flux decomposition technique. The method was applied to a solid-dispersed 2-D confined flow with a constant temperature difference at the top and bottom walls, and the behaviour of the particles was studied for different heat conductivity ratios of solid to fluid. With particles of a low heat conductivity ratio, the particles show a circulating flow around the domain centre. By increasing the heat conductivity ratio, the particles were found to oscillate around the domain centre at a frequency determined by the thermal diffusion time scales. The oscillation period varies with the heat conductivity ratio, and the period was found to correlate with one quarter power of the conductivity ratio in a sufficiently high range of the conductivity ratio. Also, a correlation is suggested between the particle motion (rotation/oscillation) and the respective characteristic time scales of heat transfer via solid and fluid. The simulation results highlight the effect of temperature distributions within the particles, and, even for the ordered behaviour of the particles, the difference in time scales of heat transfer through the different materials plays an important role for the motion of the particulate flow.
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Appendix A  Construction of temperature field

We assume a solid-liquid two phase system, and a local volume fraction of fluid $\alpha_f$ is complemented with the solid volume fraction $\alpha_s; \alpha_f = 1 - \alpha$.

Cell averaged heat capacity is given as $\overline{\rho c} = \alpha_f \rho_c c_f + \alpha_s \rho_s c_s$. The cell temperature $\widehat{T}$ is given by

$$\overline{\rho c} \widehat{T} = \rho_f c_f (X_f T_f) + \rho_s c_s (X_s T_s),$$

where $X_k (k = f, s)$ is indicator function, and $(X_k T_k)$ is a phase-averaged temperature within a cell $V_c$ given by $\frac{1}{V_c} \int_{V_c} X_k T_k dV = \frac{1}{V_c} \int_{X_kV_c} T_k dV \equiv \alpha_k T_k$. With the cell-averaged temperature $\mathcal{T} = (X_f T_f + X_s T_s) = (1 - \alpha)\overline{T_f} + \alpha \overline{T_s}$, $\widehat{T}$ is shown to follow:

$$\overline{\rho c} \widehat{T} = \rho_f c_f (1 - \alpha)\overline{T_f} + \rho_s c_s \alpha \overline{T_s} = \overline{\rho c} \widehat{T} + \alpha (1 - \alpha) (\rho_f c_f - \rho_s c_s) (\overline{T_f} - \overline{T_s}).$$ (10)

In the present study, we assumed the same heat capacity for the fluid and solid phases, therefore $\overline{T} = \widehat{T}$ follows.

Generally, the second term of the RHS of Eq.(10) is not zero. However, this is a second-order term with respect to the local volume fraction. Also, when the reference temperatures of fluid and solid in the cell are close enough (i.e., $\overline{T_f} \approx \overline{T_s}$), the term would be negligible, and the discrete temperature field $\overline{T}$ can be approximated by $\widehat{T}$.

Appendix B  Decomposition of heat flux at the fluid-solid surface

Thermal diffusion term and heat flux

Let $X_k (k = f, s)$ is an indicator function for $k$-phase. Then, the interface is represented by $\nabla X_k$ ($\equiv -\hat{n}_k$).

In the following, $f$ and $s$ stand for fluid and solid, respectively, and we allow a temperature gap at the surface ($T_{fI} \neq T_{sI}$), unless specified otherwise.

With the heat flux within $k$-phase ($q_k = -\lambda_k \nabla T_k$), the thermal diffusion term at the interface cell is represented as follows:

$$-X_f \nabla \cdot (\lambda_f \nabla T_f) - X_s \nabla \cdot (\lambda_s \nabla T_s) = X_f \nabla \cdot q_f + X_s \nabla \cdot q_s = \nabla \cdot [X_f q_f + X_s q_s] + \hat{n}_f \cdot q_f + \hat{n}_s \cdot q_s.$$ (11)

Due to the conservation of the heat flux across the interface, the last two terms ($\hat{n}_f \cdot q_f + \hat{n}_s \cdot q_s$) vanish.

In the following, we only consider the terms within the divergence operator in Eq.(11). For a convenience, the flux is decomposed into the surface normal and tangential directions:

$$X_f q_f + X_s q_s = -X_f \lambda_f \nabla T_f - X_s \lambda_s \nabla T_s = -(X_f \lambda_f \nabla T_f + X_s \lambda_s \nabla T_s) \cdot (\mathbf{I} - \mathbf{n} \mathbf{n})$$

$$= (X_f \lambda_f \lambda_s (X_f \lambda_f + X_s \lambda_s)) \cdot \mathbf{n} \mathbf{n} + q \cdot \mathbf{n} \mathbf{n} \equiv q(t) \mathbf{n} \mathbf{n} \equiv q(t) + q_n.$$ (12)

As we have determined to employ an Eulerian description for temperature, we try to represent the above flux, Eq.(12), with a single temperature field, $T \equiv X_f T_f + X_s T_s$.

Surface tangential direction

Using the following identity equation,

$$X_f \lambda_f \nabla T_f + X_s \lambda_s \nabla T_s = X_f \lambda_f \nabla T_f + X_s \lambda_s \nabla T_s$$

$$= X_f \lambda_f \nabla T_f + X_s \lambda_s \nabla T_s + X_f X_s (\lambda_f \nabla T_f + \lambda_s \nabla T_s)$$

$$-X_f X_s (\lambda_f - \lambda_s) (\nabla T_f - \nabla T_s)$$

$$= X_f \lambda_f \nabla T_f + X_s \lambda_s \nabla T_s - X_f X_s (\lambda_f - \lambda_s) (\nabla T_f - \nabla T_s),$$ (13)
the tangential component of the heat flux is given as follows:

\[ q_t = -(\lambda_a \nabla T) \cdot (I - nn) - X_f X_s (\lambda_f - \lambda_s) (\nabla T_f - \nabla T_s) \cdot (I - nn) \cdot \hat{n}_s \cdot (I - nn), \quad (14) \]

where \( \lambda_a \) is defined as \( X_f \lambda_f + X_s \lambda_s \).

### Surface normal direction

The distribution of the heat conductivities is given by the following function:

\[ \lambda(x) \text{ in } X_k \text{ region : } X_k \lambda_h, \quad \text{where} \quad \lambda_h \stackrel{\text{def}}{=} \frac{\lambda_f \lambda_s}{X_f \lambda_s + X_s \lambda_f}, \]

assuming that the indicator functions \( (X_f, X_s) \) is the algebraic functions complementarily taking the values 0 and 1.

\[
(X_f \lambda_h) \nabla T_f + (X_s \lambda_h) \nabla T_s \\
= (X_f \lambda_h + X_s \lambda_h)(X_f \nabla T_f + X_s \nabla T_s) \\
= \lambda_h (\nabla(X_f T_f) + T_f \hat{n}_f + \nabla(X_s T_s) + T_s \hat{n}_s) \\
= \lambda_h \nabla T + \lambda_h(T_s - T_f) \hat{n}_s. \\
\therefore \quad q_n = -(\lambda_h \nabla T) \cdot nn - \lambda_h(T_s - T_f) \hat{n}_s \cdot nn. \quad (15)
\]

#### Assembly of both directions

Substituting Eqs.(15) and (14) into Eq.(12), a general expression for the heat flux within an interfacial cell:

\[
X_f q_f + X_s q_s = -(\lambda_h \nabla T) \cdot nn - (\lambda_a \nabla T) \cdot (I - nn) \\
\quad - \lambda_h(T_s - T_f) \hat{n}_s \cdot nn \\
\quad - X_f X_s (\lambda_f - \lambda_s) (\nabla T_f - \nabla T_s) \cdot (I - nn). \quad (16a)
\]

Here, let us consider a further simplified case; the surface temperatures of the \( f \)- and \( s \)-phases are the same \( (T_f = T_s = T) \), as assumed in the main body of the present paper. Then, the terms (16b) and (16c) are zero, since

\[
\text{Derivative of } T_f \text{ along the surface } = \nabla T_f \cdot (I - nn) = \nabla T_s \cdot (I - nn).
\]

Therefore, by assuming the coincidence of the surface temperatures, Eq.(16a) is simplified as follows:

\[
X_f q_f + X_s q_s = -(\lambda_h \nabla T) \cdot nn - (\lambda_a \nabla T) \cdot (I - nn)
\]

and finally, the thermal diffusion term in Eq.(11) yields:

\[
\therefore \quad - \nabla \cdot [(\lambda_h \nabla T) \cdot nn + (\lambda_a \nabla T) \cdot (I - nn)]. \quad (17)
\]

In the numerical implementation, the cell temperature is used after averaging the term over the cell, and the above two heat conductivities are approximated as follows:

\[
\lambda_a = X_f \lambda_f + X_s \lambda_s \approx (1 - \alpha) \lambda_f + \alpha \lambda_s \\
\frac{1}{\lambda_h} = \frac{X_f}{\lambda_f} + \frac{X_s}{\lambda_s} \approx \frac{1 - \alpha}{\lambda_f} + \frac{\alpha}{\lambda_s},
\]

where \( \lambda_h \) and \( \lambda_a \) are considered to be the effective heat conductivities in the normal and tangential directions, respectively.
Appendix C  Heat Conduction through Eccentric Cylinders

Double eccentric cylinders

Heat conduction through two eccentric cylinders is considered. A schematic for a heat conduction problem within double eccentric cylinders is illustrated in Fig.1(a). The corresponding problem on the ξ-η plane is depicted in Fig.1(b). Temperature is governed by the following equation:

\[ \frac{\partial^2 T}{\partial \xi^2} + \frac{\partial^2 T}{\partial \eta^2} = 0. \]  \tag{18}

For the continuity of temperature and heat flux, we impose the following boundary conditions at ξ = ξ1:

\[ T_1(\xi_1, \eta) = T_2(\xi_1, \eta) \equiv T_m(\eta), \]  \tag{19}

\[ \lambda_1 \frac{\partial T_1}{\partial \xi} \bigg|_{\xi=\xi_1} = \lambda_2 \frac{\partial T_2}{\partial \xi} \bigg|_{\xi=\xi_1}. \]  \tag{20}

Through separation of the variables (ξ and η) for \( T_1(\xi_1, \eta) \) together with the boundary condition Eq.(19) and \( T_1(\xi_0, \eta) = 0 \), the solution in region 1 is obtained as follows:

\[ T_1(\xi, \eta) = \frac{2}{\pi} \sum_{n=1}^{\infty} \int_0^\pi T_m(\eta') \sin n\eta' \, d\eta' \frac{\sin(n(\xi_0 - \xi))}{\sinh(n(\xi_0 - \xi_1))} \sin n\eta. \]  \tag{21}

The solution in region 2 is obtained in the same manner with the boundary condition \( T_2(\xi_2, \eta) = T_h \) as follows:

\[ T_2(\xi, \eta) = \frac{2}{\pi} \sum_{n=1}^{\infty} \int_0^\pi T_m(\eta') \sin n\eta' \, d\eta' \frac{\{ (2T_h/\pi) \cosh(n(\xi_1 - \xi_2)) \} \sinh(n(\xi - \xi_2))}{\sinh(n(\xi_1 - \xi_2))} \sin n\eta + \frac{2T_h}{\pi} \sum_{n=1,3,5,\cdots} \frac{2T_h}{n} \cosh(n(\xi - \xi_2)) \sin n\eta. \]  \tag{22}

Those two solutions, Eqs.(21) and (22), are obtained independently and include an unknown temperature distribution along the interface \( T_m(\eta) \). Eq.(20) is imposed for determining \( T_m \), and the Fourier sine coefficient of \( T_m \) is obtained as follows:

\[ \int_0^\pi T_m(\eta') \sin k\eta' \, d\eta' = \begin{cases} \frac{2}{k} \left( \frac{\lambda_2}{\lambda_1 - \lambda_2} T_h \right) \frac{1}{\cosh(k\Delta\xi)} & (k : \text{odd number}) \\ \frac{2}{\pi} \frac{\lambda_1 - \lambda_2}{\lambda_1 + \lambda_2} T_h & (k : \text{even number}) \end{cases}. \]

where \( \xi_0 - \xi_1 = \xi_1 - \xi_2 = \frac{\xi_0 - \xi_2}{2} \equiv \Delta \xi \) (i.e., \( \xi_1 = \frac{\xi_0 + \xi_2}{2} \)). Substituting the above equation into Eqs.(21) and (22), \( T_1 \) and \( T_2 \) are finally summarised into Eq.(7).

Heat conduction through \( M \)-layered eccentric cylinders

A schematic is shown in Fig.11. General solution of Eq.(18) in Region \( j \) is given as follows:

\[ T_j = \sum_{n=1}^{\infty} \left( A_j^n \sinh(n(\xi - \xi_j)) + B_j^n \cosh(n(\xi - \xi_j)) \right) \sin n\eta \quad (M \geq j \geq 1). \]  \tag{23}

Hereafter, the boundary temperature at the left-hand end in each region (e.g., \( \xi = \xi_j \) for region-\( j \)) is denoted as \( \tilde{T}_j(\eta) \). Multiplying \( \sin k\eta \) to \( T_j(\xi = \xi_j, \eta) = \tilde{T}_j(\eta) \) and integrating it in the region of \( 0 \leq \eta \leq \pi \),

\[ \sum_{n=1}^{\infty} B_j^n \int_0^\pi \sin n\eta \sin k\eta \, d\eta = \int_0^\pi \tilde{T}_j(\eta') \sin k\eta' \, d\eta' \quad \rightarrow \quad B_j^k = \frac{2}{\pi} \int_0^\pi \tilde{T}_j(\eta') \sin k\eta' \, d\eta' \quad (\tilde{T}_M = T_h) . \]
From $T_j(\xi = \xi_{j-1}, \eta) = \tilde{T}_{j-1}(\eta)$ together with the above $B_k^j$,

$$A_k^j = \frac{1}{\sinh(k\Delta\xi)} \left[ \frac{2}{\pi} \int_{0}^{\pi} \tilde{T}_{j-1} \sin k\eta' \, d\eta' - B_k^j \cosh(k\Delta\xi) \right]$$

$$= \frac{2/\pi}{\sinh(k\Delta\xi)} \int_{0}^{\pi} \left[ \tilde{T}_{j-1} - \tilde{T}_j \cosh(k\Delta\xi) \right] \sin k\eta' \, d\eta' ,$$

where $\Delta\xi = \xi_{j-1} - \xi_j$ ($'j$). Therefore, the solution in region-$j$ (Eq.(23)) is represented with the boundary temperatures, $\tilde{T}_{j-1}$ and $\tilde{T}_j$ as follows:

$$T_j = \frac{2}{\pi} \sum_{n=1}^{\infty} \left[ \int_{0}^{\pi} \tilde{T}_{j-1} \cosh(n\Delta\xi) \sinh(n\eta') \, d\eta' \right] \sinh(n(\xi - \xi_j)) \sin n\eta$$

$$+ \frac{2}{\pi} \sum_{n=1}^{\infty} \left[ \int_{0}^{\pi} \tilde{T}_j \sin n\eta' \, d\eta' \right] \cosh(n(\xi - \xi_j)) \sin n\eta$$

$$= 2\pi \sum_{n=1}^{\infty} \left[ \int_{0}^{\pi} \tilde{T}_{j-1} \sin k\eta' \, d\eta' - \tilde{T}_j \cosh(k\Delta\xi) \right] \sinh(n\eta') \, d\eta'$$

$$= \frac{2}{\pi} \text{ sinh}(k\Delta\xi) \int_{0}^{\pi} \left[ \tilde{T}_{j-1} - \tilde{T}_j \cosh(k\Delta\xi) \right] \sin k\eta' \, d\eta' .$$

Substituting the above $T_j$ into the continuity of heat flux (across the adjacent regions):

$$- \lambda_{j-1} \int_{0}^{\pi} \tilde{T}_{j-2} \sin k\eta' \, d\eta' + (\lambda_{j-1} + \lambda_j) \cosh(k\Delta\xi) \int_{0}^{\pi} \tilde{T}_{j-1} \sin k\eta' \, d\eta' - \lambda_j \int_{0}^{\pi} \tilde{T}_j \sin k\eta' \, d\eta' = 0 \quad (M \geq j \geq 2) .$$

Here, the boundary values for the above recurrence formula are:

$$\int_{0}^{\pi} \tilde{T}_0(\eta') \sin k\eta' \, d\eta' = 0$$

$$\int_{0}^{\pi} \tilde{T}_M(\eta') \sin k\eta' \, d\eta' = T_h \int_{0}^{\pi} \sin k\eta' \, d\eta' = \begin{cases} 2T_h/k & (k: \text{ odd}) \\ 0 & (k: \text{ even}) \end{cases} .$$

Solving the above recurrence formula, $\int_{0}^{\pi} \tilde{T}_j \sin k\eta' \, d\eta'$ is substituted into Eq.(24) for $T_j(\xi, \eta)$.

Figure 11: Schematic of a heat conduction problem through $M$-layered eccentric cylinders and the converted plane.