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PREFACE

Two major problems, traffic (including flow, congestion and priority controls, etc.) and error controls, must overcome for implementing information transmission. Various traffic and error controls have been studied for different communication environments because different communication environment requires different control scheme.

Recently, the infrastructures and the environments of the communication systems have been changing rapidly. The transmission speed becomes very high and the capacity of the transmission line becomes very large. These changes make the communication systems enable to support multimedia traffic requiring bandwidth ranging from a few kilobits per second (e.g., a slow terminal) to several megabits per second (e.g., moving image source). In high-speed communication network (such as ATM: Asynchronous Transfer Mode), the bandwidth and quality-of-service (QOS) required by a source are highly varied, e.g., the data transmission (file transmission, etc.) require the error-free transmissions but the transmission delay is not so critical; the real-time voice sources require rapid transfer through a communication network, but the loss of small amounts of voice information is tolerable. These characteristics make it necessary to reexamine the traffic control schemes under the high-speed communication environments.

In error control schemes, there are three well-known schemes named FEC (Forward Error Correction), ARQ (Automatic Repeat reQuest) and Hybrid-ARQ. FEC employs error correction, while ARQ employs pure error detection only and retransmits the erroneous data. Hybrid-ARQ was proposed to have the advantages of both FEC and ARQ. It employs one code for error correction and another code for error-detection (i.e., combining FEC and ARQ). ARQ is commonly used due to its high system reliability and its simplicity. Many ARQ's and their modified schemes have been studied. However the existing ARQ schemes are almost designed for a single-channel system in which the transmitter only sends out one packet at a time. For the parallel-channel-system in which the transmitter sends out several packets over parallel channels at a
time, the half-duplex line system and the high-speed transmission system, the error controls are also necessary.

In this dissertation, the multiclass traffic control in a high-speed communication system by using the priority queueing strategy will be studied, where the priority sources include voice and video sources which have the burstiness of the cell arrivals, the non-priority source includes data sources. Due to the properties of the priority and non-priority sources (e.g., the priority source is sensitive to the transmission delay, the non-priority source is sensitive to the transmission errors), a priority control for multiclass traffic is considered and the system performances such as transmission delay for the priority sources and the cell discard probability due to the buffer overflow for the non-priority sources are analyzed; and then, main attention is concentrated to the error control schemes. Among the many error control schemes, here only the ARQ and its modified schemes are considered in this thesis to adapt various communication environments such as half-duplex transmission line, multiple-channel and high-speed communications. Needless to say, it is insufficient only to provide error-free communication without considering the system performances. So the purpose of this work is to analyze the system performances such as the throughput, the packet delay or the buffer occupancy under various communication environments.

1.1 On Communication Systems

Primitive forms of communication systems have a long history, including the smoke and optical signals [1, 2, 5, 6], and certainly including nineteenth-century telegraphy. A major development, in early 1960s, was the use of communication links to connect central computers to remote terminals and other peripheral devices, such as printers and remote job entry points. Since 1970 there has been an explosive growth in the number of wide area (WAN such as the seminal ARPANET and TYMNET) and local area networks (LAN such as Ethernets and token ring networks). With the multiplicity of different data networks in existence in the 1980s, more and more networks have been connected via gateways and bridges so as to allow users of one network to communicate with users of other networks [10, 12, 13, 14, 20].

With the gradual maturing of optical fiber technology, transmission costs, particularly for high data rate links, are dropping at an accelerating rate which is expected to continue well into the future. The capacity of a single optical fiber using today's technology is $10^9$ to $10^{11}$ bits/sec, and in the future this could rise to $10^{14}$ or more [2, 4, 5]. Optical fiber is becoming widespread in use and is expected to be the dominant mode of transmission in the future. There are major economies of scale associated with higher link data rate; e.g., the cost of a 1.5 Mbps link is about six times that of a 64 Kbps link, but the data rate is 24 times higher. Furthermore, the high data rate link makes it possible to indiscriminately deal with various information such as video, voice and data files, by an integrated network [1, 5, 8, 11]. Meanwhile, this will greatly
change the nature of network applications. On the other hand, the communication requirements for accessing files and data bases have been increasing rapidly in recent years. Part of the reason for this is just the natural growth of an expanding field and the appearances of new media and service; for example, the facsimile service which has become very popular in recent years, the electronic mail service which is more economical than facsimile. Also it is not difficult to imagine that not so faraway, the moving video transmission and the image telephone service will be provided.

1.2 On Traffic Controls

Traffic control includes many actual aspects, such as congestion control, flow control. For congestion and flow controls, there is a well-known reactive control, which instructs the source nodes to throttle the traffic flow by giving feedback to them if congestion was detected [89]. Congestion or flow control for ATM can be performed in two ways: admission control and bandwidth enforcement. Admission control determines whether to accept or reject a new connection at the time of call setup. This decision is based on traffic characteristics of the new connection and the current network load. The bandwidth enforcement monitors individual connections to ensure that the actual traffic flow conforms with that reported at call establishment [90]. To implement these control schemes, practically, priority control discipline is very useful, e.g., according to the quality-of-service, the different priority can be assigned to different traffic source, when the congestion will occur, or the traffic flow is not smooth, traffic control can determine whether accept or reject a call, and which traffic source is serviced preferentially. Fig. 1.1 shows the source utilization (fraction of time for which the source transmits) versus the bit rate during such periods for typical broadband applications. In this thesis, we will consider a priority discipline for multiclass traffic.

The different traffic source has the different transmission requirements. Real-time voice, for instance, requires rapid transfer through a network, but a loss of small amounts of voice information is tolerable, and in many data sources, real-time service is not of primary importance, but high throughput and error-free transmission are required. Some sources, such as real-time stationary video, require error-free transmission as well as rapid transfer. Therefore, a powerful integrated network should be flexible enough to adapt various service requirements.

1.3 On Error Controls

In order to maintain reliable and efficient communications over noisy channel, there are three basic error control schemes: ARQ (Automatic Repeat reQuest), hybrid-ARQ and FEC (Forward Error Correction). ARQ employs pure error detection only and retransmits the erroneous data; FEC employs error correction, and hybrid-ARQ employs one code for error correction (FEC) and another code for error-detection (ARQ) (Fig. 1.2).
Finally, a classification of error control schemes is depicted in Fig. 1.2. As a preliminary work, the operations of the basic ARQ schemes (SW, GBN and SR) are briefly given as follows.

**SW-ARQ**: Stop-and-Wait ARQ scheme. This is a very primitive form of ARQ schemes. The transmitter sends a data block to the receiver, then waits for the acknowledgment message. If a negative acknowledgment message (NAK for simplicity) comes back, the transmitter retransmits this data block. While if a positive acknowledgment (ACK) message comes back, the transmitter sends the next data block. In receiving side, if a data block arrived, it is checked for error. The receiver sends a corresponding acknowledgment to the transmitter. An example is shown in Fig. 1.3 (a).

**GBN-ARQ**: Go-Back-N ARQ scheme. The transmitter consecutively transmits data blocks without waiting for the ACK or NAK. While a NAK comes back, the transmitter immediately retransmits the NAK'ed block and all the data blocks which have been transmitted after the NAK'ed block (Fig. 1.3 (b)).
SR-ARQ: Selective Repeat ARQ scheme. The transmitter consecutively transmits data blocks without waiting for the ACK or NAK. While a NAK comes back, only the NAK'ed block is retransmitted immediately (Fig. 1.3 (c)). In addition, the resequencing buffer in the receiver is necessary because the data blocks may be received out of order.

---

1.4 Object and Organization of the Thesis

Various schemes about traffic and error controls have been studied because different communication environment requires different control scheme [1-5, 10-40]. However, how to balance the cell delay and cell discard probability for multiclass traffic is also a problem which have not been settled (in ATM networks, fixed-length packet is called cell), and efficient error control schemes for high-speed communication, multiple-parallel-channel and half-duplex transmission line systems have not been studied. In this thesis, a priority control discipline for multiclass traffic in an integrated transmission system is considered, and some novel ARQ error control schemes are proposed to provide reliable transmission for (1) high-speed, (2) half-duplex transmission line, and (3) multiple-parallel-channel communication systems. Generally, we use the system throughput, the packet delay time and/or the queuing length in the transmission buffer as main measurements to evaluate the system performances. By analytical and numerical results, the performances of the proposed schemes are clarified. The rest of this thesis is organized as follows.

In chapter 2, a traffic control scheme in high-speed transmission system is presented, under the considerations that the priority sources (such as voice and video) are sensitive to the transmission delay and the non-priority sources to the transmission errors and loss. The priority source exhibits some burstiness in the form of talkspurt. The loss probability of cells from the priority sources and the delay time of cells from the non-priority sources will be analyzed. By numerical results, we clarify the influences of the burstiness of arrivals from the priority source on both the cell discard probability and the cell delay.

Chapter 3 describes a dialogue communication system which consists of two stations over a half-duplex transmission line and studies its performances. When a station seizes the right to send its message (a message is divided into some fixed-length packets), it consecutively transmits $k$ packets at most. We analyze the transmission time of a message and the throughput performances of SW, GBN and SR protocols for the half-duplex transmission line system. Based on the analytical and numerical results, we clarify the influences of the switching and thinking times, which inherently exist in the system, on the throughput performance, and give the optimal $k$ which makes the throughput to become maximum. Also it is observed that the throughput performances are greatly influenced not only by the switching and thinking times but also by the average message length.

Chapter 4 proposes a block SR-ARQ scheme for the high-speed communication system in which the protocol processing overhead time becomes remarkable in determining the system performances. The block SR-ARQ uses a single acknowledgment to acknowledge a block of packets in
order to reduce the overhead time. The maximal number of the packets acknowledged by an acknowledgment packet is defined as block size. The throughput and the packet delay are analyzed and validated by simulation. The numerical results show that there exists an optimal block size which obtains both the maximum throughput and the minimum average packet delay.

In chapter 5, a communication system in which a transmitter is connected to a receiver through multiple-parallel channels, is considered, and the GBN-ARQ scheme is used to handle transmission error. The different channels are assumed to have different packet error probabilities, and the errors occur independently. A packet error on one channel results in retransmission of packets assigned to other channels under GBN-ARQ error control scheme. Therefore, the channel-grouping (a grouped-channel is used to transmit a packet and its copies at a time), would affect the system throughput performance. The throughput performance is analyzed, and the channel-grouping methods are discussed. And finally, a tree-algorithm used to efficiently search the optimal channel-grouping which would make the throughput to become maximal, is proposed.

Chapter 6 considers a two-channel system which is a special case of parallel-channel-system described in chapter 5 under GBN-ARQ scheme. A dynamic packet assignment rule is developed to efficiently use the idle channel. It is shown that the dynamic assignment rule is much powerful than the static one by analyzing the average queueing length.

Chapter 7 gives our concluding remarks and some further problems.

---

2.1 Introduction

As mentioned earlier, B-ISDN implemented by ATM networks is proposed to support various traffic, such as video, voice and data, due to the different transmission requirements (e.g., the real-time transmission for voice, the error-free transmission for data, and not only the real-time but the error-free transmission for stationary video). Here such various traffic is considered as multiclass traffic. In ATM networks, traffic control for multiclass is one important subject.

In order to use a certain network to transmit multiclass traffic which are from different type users, priority discipline is a powerful method for traffic control for satisfying various quality-of-service (QOS) (such as tolerable delay and discard probability) and avoiding congestion [3-5, 9, 11, 14, 15, 84, 85]. In [16], dynamic call admission control has been presented using the distribution of the number of cells arriving during the fixed interval. In [83], two dynamic priority schemes, Minimum Laxity Threshold (MLT) and Queue Length Threshold (QLT), try to reduce the performance degradation for the low priority traffic. In these dynamic priority schemes, priority level changes with time.

To evaluate the performances of ATM networks, modeling for traffic source and analysis for the system are necessary. In this chapter, some traffic sources are given first, then a basic queueing model with two kinds of sources, in which one is assigned high priority and another is assigned low priority.
(non-priority), is considered. We analyze the discard probability of the priority source and the delay of the non-priority source.

2.2 Traffic Model

In ATM networks, the cell length is fixed, time axis is divided into cell-sized slot, i.e., the slot time is equal to the cell service time, so that just one cell can be transmitted in one slot.

2.2.1 Modeling for time-sensitive source

An arrival process of cells from a time-sensitive source (voice or/and video) is very complex due to the strong correlation among arrivals. The correlated generation of cells from a single source can be modeled by an Interrupted Poisson Process (IPP) [12, 13, 20]. In an IPP model (Fig. 2.1), each source is characterized by talkspurt (state 1) and silence (state 0) periods (Fig. 2.2), which appear by turn. The state transition from talkspurt (silence) to silence (talkspurt) generates a Markov process. The state transition diagram is depicted in Fig. 2.2. Let $P_{10}$ ($P_{01}$) be the state transition probability from state 1 (state 0) to state 0 (state 1) at the end of slot. They are given as

\[ P_{10} = 1 - \rho \]
\[ P_{01} = 1 - q. \]  

The length distribution of talkspurt or silence is assumed to be geometrical which has the average length $A=1/(1-p)$ or $B=1/(1-q)$. The state transition from talkspurt (silence) to silence (talkspurt) only occurs at the end of the slot. Here we introduce a ratio of talkspurt (denoted by $\xi$) to be the ratio of average length of talkspurt to average length of silence. It is given by

\[ \xi = \frac{A}{A + B}. \]  

Now we consider the arrival process of cells from a single source. The cell arrivals just occur in state 1, and in state 0, there are no arrivals. For convenience, the talkspurt duration is also called bursty duration because the arrivals aggregate in talkspurt duration, and the source is also called bursty source. Let $P_{1}(1, n, \lambda_{1})$ be the probability that $n$ cells from 1 source arrive in a slot during state 1, where $\lambda_{1}$ is the arrival rate. It is given by

\[ P_{1}(1, n, \lambda_{1}) = \frac{\lambda_{1}^{n}}{n!}e^{-\lambda_{1}}. \]  

Here we introduced another parameter $\rho_{1}$ which is defined as the traffic density, given by

\[ \rho_{1} = \lambda_{1} \xi. \]  

So, if the traffic density is constant, $\lambda_{1}$ becomes bigger while ratio $\xi$ becomes smaller, i.e., the bursty source has strong burstiness.
2.2.2 Modeling for loss-sensitive source

For a loss-sensitive source such as data source, it is well-known that generation of data from a single source is well characterized by a Poisson process or by a geometric interarrival process. Here under consideration, we simply assume that the number of arrivals from a single source (called non-priority source later) in a slot is distributed to a Poisson process with mean $\lambda_2$. Let $P_r(1, n, \lambda_2)$ denote the probability that $n$ cells from a loss-sensitive source arrive in a slot (Fig. 2.3). It is given by

$$P_r(1, n, \lambda_2) = \frac{e^{-\lambda_2} (\lambda_2)^n}{n!}.$$  (2.5)

Since the loss-sensitive source requires the high reliable transmission, if a cell is lost due to the buffer overflow (i.e., if a cell is discarded), the retransmission is requested. A simple model is described in Fig. 2.4, where $\lambda_2$ is the original arrival rate of the source, $\eta$ is the retransmission rate due to the buffer overflow. Therefore, the practical arrival rate is identical to

$$\lambda_\eta = \frac{\lambda_2}{1 - \eta}.$$  (2.6)

2.3 Analytical System Model

Consider a system shown by Fig. 2.5 in which $n_1$ sources act as active priority sources which are considered as time-sensitive sources and $n_2$ sources as non-priority sources which are considered as loss-sensitive sources. The priority source exhibits some burstiness in the form of talkspurt modeled by IPP described in 2.2.1. Non-priority source is modeled in 2.2.2. In addition, assume that arrivals among different sources are mutually independent, and if priority cell exists in the buffer they are served superiorly to non-priority cells, but the cells among homogeneous sources are served according to FCFS (First-Come First-Service).

For time-sensitive priority cells, the delay time must be kept under a threshold value which is determined by the characteristics of source and the transmission speed of the system. So that, the cell of which delay time exceeds the threshold value, must be discarded. If we prepare enough buffer to store the priority cells, the discard probability can be controlled less, but the queueing delay must become larger. On the other hand, if the buffer is too small, the discard probability of priority cells should become greater. So, it is a problem how to balance the delay time and the discard probability. Here we assume that the priority buffer has finite capacity $m_1$. The buffer used to store the priority cells, is called priority buffer.

For the loss-sensitive non-priority cells (e.g., data), the discard probability is severe, however a small amounts of delay is tolerable. It is reasonable to
assume the capacity of the buffer used to store the non-priority cells is infinite, but it is impossible in real system. Therefore, let the buffer capacity of the non-priority cells be a certain value $m_2$. Furthermore, if an arriving non-priority cell is discarded due to the buffer overflow, it must be immediately retransmitted (Fig. 2.4). Assume the arrival including the retransmitted cells is Poisson process, and the equilibrium state exists. Thus, it is sufficient that we only investigate the delay time for the non-priority cells under the equilibrium state.

## 2.4 Performance Analysis

### 2.4.1 Analysis for priority cells

In the analytical model (Fig. 2.5), one cell can be transmitted in a slot if and only if the cells exist in the buffer. The service for non-priority cells does not influence the transmission of priority cells due to their priority property. Thus, only considering the priority cell for the analysis about the priority cells is sufficient.

Define $\Phi_\ell$ to be the probability that $j$ sources will be in state 1 in the next slot when $i$ sources are in state 1 in the current slot. Thus

$$
\Phi_\ell = \sum_{n=-j}^{m_i-1} \binom{i}{j} \binom{n-i}{l-i} \binom{n}{j} \binom{m_i-n}{l-i},
$$

(2.7) where $(k)_r = \max\{k, 0\}$.

Let $(q_n, t_n)$ denote the state of the system at the beginning of the $n$-th slot, where $t_n$ is the number of the priority sources in state 1, and $q_n$ is the queuing length of the priority cells. The queuing length is defined as the number of the priority cells in priority buffer at the end of a slot. Thus the system state transition probability $P_{\ell,k,l}$ can be defined as

$$
P_{\ell,k,l} = P(q_{n+1} = l, t_{n+1} = k | q_n = j, t_n = i),
$$

where $0 \leq i, k \leq n$, $0 \leq j, l \leq m_1$.

Define $P_r(m, n, \lambda_1)$ to be the probability that $n$ cells arrive in a slot at the condition of $m$ priority sources are in talkspurt. Under the assumption that the arrival process is Poisson process in talkspurt, so we have

$$
P_r(m, n, \lambda_1) = \frac{e^{-m_1} (m_1 \lambda_1)^n}{n!}.
$$

Since only one cell can be sent in a slot, thus

$$
P_{\ell,k,l} = 0, \quad \text{if } l < j - 1.
$$

Using the $\Phi_\ell$ and $P_r(m, n, \lambda_1)$, the $P_{\ell,k,l}$ can be obtained by considering the following four cases.

**A:** $j = 0$ and $0 \leq l \leq m_1$:

In this case, there are no priority cells in the buffer. Also, a non-priority cell is served if non-priority cells exist. Thus in the analytical model (Fig. 2.5), one cell can be transmitted in a slot if and only if the cells exist in the buffer. The service for non-priority cells does not influence the transmission of priority cells due to their priority property. Thus, only considering the priority cell for the analysis about the priority cells is sufficient.

Define $P_{\ell,k,l}$ to be the probability that $i$ sources will be in state 1 in the next slot when $i$ sources are in state 1 in the current slot. Thus

$$
P_{\ell,k,l} = \Phi_\ell P_r(i, l, \lambda_1).
$$

**B:** $1 \leq j \leq m_1$ and $j-1 \leq l < m_1$:

On this occasion, one cell can be served and it must have $l+j+1$ arrivals of priority cells. So we have

$$
P_{\ell,k,l} = \Phi_\ell P_r(i, l-j+1, \lambda_1).
$$

**C:** $j = 0$ and $l = m_1$:

As in case A, there are no service for the priority cells. A great deal of priority cells may arrive. So it is very likely that some of them will be discarded when no idle space is found in the buffer. Thus

$$
P_{\ell,k,l} = \sum_{i=0}^{m_1} \Phi_\ell P_r(i, l, \lambda_1) = \Phi_\ell \left(1 - \sum_{i=0}^{m_1-1} P_r(i, l, \lambda_1)\right)
$$

**D:** $j > 0$ and $l = m_1$:

In this case, one priority cell can be served and overflow may cause if the number of arrivals is greater than $m_1+j$. Thus

$$
P_{\ell,k,l} = \sum_{i=m_1-j+1}^{m_1} \Phi_\ell P_r(i, l, \lambda_1) = \Phi_\ell \left(1 - \sum_{i=0}^{m_1-j} P_r(i, l, \lambda_1)\right)
$$
In the equilibrium state, the state probability of the system for the priority cells is defined as \( \pi_{ij} \), where \( i \) is the number of the priority sources in talkspurt and \( j \) is the queueing length of the priority cells in the buffer. Let \( \Pi \) be a row vector of the state probabilities, given by

\[
\Pi = [\pi_{i0}, \pi_{i1}, \ldots, \pi_{i,\omega}, \pi_{i,n}]_i
\]

and \( \mathbf{P} \) denote a square matrix of transition probabilities. Because the service process satisfies the Markov process, the equilibrium probabilities can be obtained from the Markov linear equation and the boundary condition given as follows.

\[
\begin{align*}
\Pi &= \Pi \mathbf{P} \\
\sum_{i=0}^{n} \sum_{j=0}^{m} \pi_{ij} &= 1.
\end{align*}
\]

Therefore, using the equilibrium probabilities \( \pi_{ij} \), the probability \( P_{\text{prob}}(i) \) that the queueing length in the buffer is \( i \), is given by

\[
P_{\text{prob}}(i) = \frac{\sum_{j=0}^{m} \pi_{ij}}{1}
\]

After obtaining these probabilities, we can easily evaluate the discard probability \( P_{\text{dis}} \).

\[
P_{\text{dis}} = \frac{E_d}{E_a}
\]

where, \( E_d \) is the mean number of discarded cells and \( E_a \) is the mean number of arrivals of the priority cells in a slot. They are given as follows.

\[
E_a = \sum_{j=0}^{n} \sum_{m=1}^{\omega} \frac{\lambda_j n_j}{A + B} \pi_{mj}
\]

\[
E_d = \sum_{m=1}^{\omega} \sum_{j=0}^{n} \sum_{a=1}^{\omega_c} m \rho_j (m, m_j - j + n, \lambda_j) \pi_{mj}
\]

### 2.4.2 Analysis for non-priority cells

#### 2.4.2.1 Equilibrium state probabilities

Based on the analytical model, non-priority cells in the buffer have to wait for the service if the priority buffer is not empty.

Let \( b_1 \) be the number of priority cells in the buffer in equilibrium state and \( f_{ij} \) be the state transition probabilities of non-priority cells in the buffer where \( i \) is the queueing length of non-priority cells in the current slot and \( j \) in the next slot. No non-priority cell is served if the priority cells exist in the priority buffer. However, a non-priority cell is served in the case that no priority cell exists. So we have

\[
f_{ij} = \sum_{k=1}^{m} P_{\text{prob}}(b_1 = k) a_{ij} + P_{\text{prob}}(b_1 = 0) a_{ij}, \quad 0 \leq i, j \leq m,
\]

where

(a) when \( b_1 \geq 1 \):

\[
\begin{align*}
& a_{ij} = 0, \quad \text{if } j \leq i - 1, \\
& a_{ij} = P(n_j, j - i, \lambda_j), \quad \text{if } j \geq i.
\end{align*}
\]

(b) when \( b_1 = 0 \):

\[
\begin{align*}
& a_{ij} = 0, \quad \text{if } j < i - 1, \\
& a_{ij} = P(n_j, j, \lambda_j), \quad \text{if } j = 0, \\
& a_{ij} = P(n_j, i - 1, \lambda_j), \quad \text{if } j \geq 1.
\end{align*}
\]

Same as the analysis for the priority cells, the state of the non-priority cells at the end of the slot will make a Markov chain, so the following relationship can be obtained.

\[
\begin{align*}
\Omega &= \Omega \mathbf{F} \\
\sum_{i=0}^{\omega} \omega_i &= 1.
\end{align*}
\]
where $F$ is a square matrix containing the transition probabilities $f_{ij}$ of the non-priority cells, and $\Omega$ is a row vector of the state probabilities $\omega_i$ of the non-priority cells. They are given by

$$
F = \begin{bmatrix}
 f_{00} & f_{01} & \cdots & f_{0m_2} \\
 f_{10} & f_{11} & \cdots & f_{1m_2} \\
 \vdots & \vdots & \ddots & \vdots \\
 f_{m_00} & f_{m_01} & \cdots & f_{m_0m_2}
\end{bmatrix},
$$

(2.17)

$$
\Omega = \begin{bmatrix}
 \omega_0 & \omega_1 & \cdots & \omega_{m_2}
\end{bmatrix}.
$$

(2.18)

After obtaining the state probabilities $\omega_i$, the relationship between the retransmission rate $\eta$ and the probability that buffer is full, is easily given by

$$
\eta = P_{\text{raf}}(m_2),
$$

(2.19)

where $P_{\text{raf}}$ is the state probability of the non-priority cells and it is given by

$$
P_{\text{raf}}(i) = \omega_i, \quad i = 0, 1, 2, \ldots, m_2.
$$

(2.20)

### 2.4.2.2 Average delay time $T_{av}$

It is very difficult to accurately analyze the average delay time for the non-priority cells because the service for the non-priority cells is strongly influenced by the priority cells, and the state 0 and state 1 of the priority source and the number of cells in the priority buffer will change in slot. Simply, we approximately evaluate the mean delay time with the method in [24] and it will be validated by computer simulation in section 2.5.

Let $V$ be the average sum of the number of the priority cells and non-priority cells in the buffer when a non-priority cell just arrived and $\nu$ be the average arriving rate of priority sources. Thus, the mean delay $T_{av}$ is given by

$$
T_{av} = \frac{V}{1-\nu},
$$

(2.21)

where

$$
V = \sum_{i=0}^{m_2} \sum_{j=0}^{m_2} (i+j)P_{\text{raf}}(i)\omega_i,
$$

(2.22)

$$
\nu = E_{\nu}.
$$

(2.23)

### 2.5 Performance Evaluation and Discussion

In this section, we discuss the performances of the priority cells and the non-priority cells by terms of the analytical results described in the previous sections.

Considering the characteristics of the priority source and the non-priority source, for example, the threshold of delay constraint, transmission speed of the system (e.g., 150 Mbps) [10, 12], we can appropriately take the priority buffer size $m_1$ to be 8 and $m_2$ to be 50 for the non-priority sources since the non-priority cell is sensitive to the discard probability. From our analytical model, the analytical performance of the priority cells can be accurately predicted and in order to validate the assumption underlying our queueing model, we compare the approximate analytical results with the performance results obtained via simulation.

Fig. 2.6 shows the discard probability of the priority cells as a function of buffer capacity for the cases of $n_1=3, 4$ and 5. Here, the ratio $\xi$ is assumed to be 0.79 and the average talkspurt duration 5.56 slot units. According to the figure, we can design the optimal buffer size for a sort of source. Here we omit these natural things that the discard probability of the priority cell should become large when the arrival rate $\lambda_i$ or the number of sources increases.

However, changing our point of view, we obtained other interesting results illustrated in the following figures. In Fig. 2.7, we investigated the relationship between discard probability and the length of talkspurt when the traffic density
In Fig. 2.8, when the traffic density $\rho_i$ holds constant, the relative curve between discard probability and ratio $\xi$ is shown. From the figure, we can apparently see that either the ratio $\xi$ becomes larger or much lower, the discard probability becomes smaller, but at a certain point (i.e., in our example, where $\xi=0.155$), the discard probability has got a maximum. This phenomenon can be interpreted as follows: discarding cells occurs easily when the respective talkspurt of the priority sources pile up mutually or total arrival rate of the priority cells is larger. In this occasion, the traffic density $\rho_i$ is constant, while $\xi$ becomes larger (approach 1), the superposition of talkspurt among the sources occurs easily, but the arrival rate changes into smaller, so, the discard probability of the priority cells also becomes smaller. On the other hand, when $\xi$ becomes very smaller, the arrival rate changes into larger, but the talkspurt duration becomes very shorter, the superposition appears rarely, thus, the discard probability of the priority cells also becomes smaller.

$\rho_i$ holds to be fixed 0.05. The result shows that the discard probability of the priority cells change into bigger when the period of talkspurt and silence becomes larger though the traffic density is constant.
In order to investigate this reason, we inquired the variance of arrival interval of the priority cells in simulation. It is shown in Fig. 2.9. From the figure, we can make out that the peak value appeared at the same point as in Fig. 2.8.
The performance of the non-priority cells under the influence of the priority cells is depicted in Fig. 2.10. The result shows the mean delay of the non-priority cells nearly does not change while the traffic density holds constant. The relation of the delay performance of the non-priority cells and its arrival rate $\lambda_2$ is shown in Figs. 2.11 and 2.12. From the two figures, it is clear that the mean delay time nearly does not change although the talkspurt and silence periods vary.

### 2.6 Conclusions

In this chapter, we have studied the behavior of a multiclass traffic system with priority sources and non-priority sources. For the priority cells, we focus on the discard probability, especially, the discard probability versus the variation of the arrival rate $\lambda_1$, traffic density $p_1$, talkspurt and silence periods. For the non-priority cells, we have paid our attention to the delay time. The results can be summarized as follows. First, the discard probability of the priority cells is much dependent upon talkspurt and silence durations although the traffic density $p_1$ is kept constant. Second, delay of the non-priority cells is influenced by the total traffic density of the priority cells, but it has no variation while the traffic density of the priority sources is constant. Last, comparing the analytical results with that of the simulation, it has been shown that the accuracy of our approximate analysis for the non-priority cells is sufficient.

---

As mentioned earlier, ARQ (Automatic Repeat reQuest) schemes are widely used to handle errors in data communications by using a simple error detection code and retransmitting the erroneous packets [26, 27]. From this chapter, we focus on the ARQ error control schemes under various communication environments. This chapter proposes the basic ARQ schemes in dialogue communication under half-duplex transmission line environment.

### 3.1 Introduction

Here, beginning from a classification of communication systems based on the form of transmission line, the communication systems can be classified as the full-duplex line system and the half-duplex line system. In the full-duplex line system, the transmitter and the receiver can freely transmit their data packets if there are any. In the half-duplex line system, however, the transmitter and the receiver can not transmit their packets freely unless they seize the transmission right, and the switching time, which is taken to across the transmission right, would strongly affect the throughput performance. These differences make it necessary to reexamine the performance of the half-duplex line system under ARQ schemes although the performances of the full-duplex line system have been extensively studied [26, 27, 32-40, 69].

In the Local Area Networks (LAN), personal computer communication and mobile communication systems, under the consideration of cost, the half-duplex line systems are also used widely [30]. Unfortunately, there are few papers which studied the performance of the half-duplex line system under the ARQ schemes. Ref. [30] proposed a modified ARQ scheme in order to adapt to
the variable transmission errors. Ref. [30] appears to have considered the half-duplex transmission line, however, the throughput was analyzed under the assumption that the receiver only receives the packets and does not generate any packets to send to the transmitter. In the half-duplex line system, the performance analysis is not sufficient under this assumption because the packets of the transmitter and receiver are transmitted each other over the same transmission line by controlling the transmission right. Especially in the dialogue communication environment which is considered in this chapter, this assumption is not applicable.

This chapter considers a dialogue communication system over half-duplex line under the ARQ error control schemes: SW, GBN and SR. The purposes are to analyze the throughput, to give some numerical results and clarify the influences of the switching and thinking times which exist in half-duplex line system.

The rest of this chapter is organized as follows. In Sect. 3.2, the system model and operations are described under basic ARQ schemes. In Sect. 3.3, the analytical assumptions are listed. In Sect. 3.4, we analyze the performances. For simplicity, a $\delta$-function is introduced to get the Laplace-Transform (LT) of the distribution of the time taken to successfully transmit a message for SW and GBN schemes. For SR scheme, a set of the recursive equations is given to obtain the throughput. Some numerical results are examined in Sect. 3.5. The concluding remarks are summarized in Sect. 3.6.

### 3.2 System Model and Operations

The system model under consideration consists of station $A$ connected to station $B$ over a half-duplex transmission line. The two stations are assumed to operate corresponding to the dialogue communication, namely, the station generates messages corresponding to the contents of the message arrived from its partner. The message is divided into some fixed-length packets. Station $A$ (or $B$) does not generate any messages unless it receives all of the packets included in a message. As a station received a complete message, it will generate a corresponding message.

First let us introduce some terminology which will facilitate our discussion. Station $A$ is said to be in *transmitting state* from the time it seizes the transmission right to the time it releases the right. On the contrary, station $A$ is said to be in *receiving state* from the time it releases the transmission right to the time it seizes the right. The station is said to be *transmitting station* if it is in the transmitting state, and the station is said to be *receiving station* if it is in the receiving state. The station alternates between the transmitting station and the receiving station.

When a station received data packets, the transmission errors are checked in the data link layer. The error-free packets are passed to upper layer [31]. The station gets the transmission right after a switching time $\tau$, and sends out an acknowledgment packet (AP). When a station completely received a message, it generates a corresponding message as a response. The time taken to generate a message, is called the *thinking time* (Fig. 3.1 (a)).

---

**Fig. 3.1 (a) Stop-and-Wait ARQ protocol**
Here we only give the operations of station A in transmitting state because, in receiving state, station A passively receives the packets arrived from station B. The operations of station B is same as that of station A. The operations in transmitting state are determined by the contents of packets received in receiving state. The receiving station can receive AP or data packets. Fig. 3.1 shows an example of the operations of ARQ schemes, where 4 packets can be transmitted at a time. Notice that an AP contains the negative and/or positive acknowledgments for each received packet. The operations of station A in transmitting state are as follows.

(a) If station A received an AP in receiving state, according to the contents of the AP, the operation of station A is as follows:

(a-1) If the retransmission is requested, i.e. the transmission error occurred, the station A retransmits the erroneous packets and the other new packets which have not been transmitted if there are any, then releases the right to station B, and goes into receiving state.

(a-2) If no retransmissions are requested, however there exist some packets which have not been transmitted so far, then station A transmits the remaining packets, and then releases the right to station B. Station A goes into receiving state.

(a-3) If no retransmissions are requested and all of the packets have been transmitted, the station A continues to be in receiving state.

(b) If station A received data packets in receiving state, then station A checks for the errors, and operates as follows:

(b-1) If errors occurred, or if there are no errors occurred but all of the packets of station B have not been received, then station A sends out an AP to acknowledge the received packets, releases the right to station B, and goes into receiving state.

(b-2) If there are no errors occurred, and the packets of station B have been transmitted completely, then station A sends an AP to acknowledge the received packets. However station A keeps the transmission right. According to the contents of the packets received just before, station A generates a message as a response, packetizes the message, transmits these packets to station B, releases the right to station B, then goes into receiving state. The maximum number of packets that can be transmitted at a time, is constrained to be $k$.

Notice that the different ARQ schemes have the different retransmission rules. For SW scheme, if one of the packets transmitted at a time is received incorrectly, all the packets will be retransmitted no matter how the other packets are correct or not, e.g., in Fig. 3.1(a), all the packets 1, 2, 3 and 4 will be retransmitted although only packet 4 was received incorrectly. For GBN scheme, if the errors occurred, all the packets from the first erroneous packet will be retransmitted (Fig. 3.1 (b)). For SR scheme (Fig. 3.1 (c)), only these
packets, which were received incorrectly, will be retransmitted. The resequencing buffer must be requested because the packets may be received out of order [40, 41, 47, 61, 67].

3.3 Analytical Assumptions

As a preparation of throughput analysis in the next section, the following assumptions are adopted.

A1. The packet errors occur independently with probability $E$ and the acknowledgment packet is error-free.

A2. $\tau$: the switching time of the half-duplex line system taken from the time that one station releases the transmission right to the time that the another station seizes the transmission right. Assume that $\tau$ is constant.

A3. A station does not generate any message unless it correctly receives all of the packets from its partner. If the message is correctly received by a station, this station generates one message as a response.

A4. Probability density function of thinking time in station $A$ ($B$), denoted by $Q_A(t)$ ($Q_B(t)$), is assume to be exponential. It includes the time of packetizing message. $Q_A(t) = \alpha e^{-\alpha t}$, $Q_B(t) = \beta e^{-\beta t}$, $t \geq 0$.

A5. The message is divided into some fixed-length packets. The number of packets included in one message is assumed to be geometrical distribution.

\[ a(n) \quad b(n) \quad \text{the probability that } n \text{ packets are included in a message generated by station } A (B). \]

\[ a(n) = p_1^{n-1}(1-p_1), \quad b(n) = p_2^{n-1}(1-p_2), \quad 0 < p_1, p_2 < 1, \quad n = 1, 2, 3, \ldots \]

\[ E_A (E_B) \quad \text{the average number of the packets included in one message generated by station } A (B). \]

\[ E_A = 1/(1-p_1), \quad E_B = 1/(1-p_2). \]

A6. $k$: the maximum number of packets which can be transmitted at a time. Note that $k=\infty$ means that the transmitting station transmits all the remaining packets at a time.

A7. The time of transmitting one packet is taken to be one unit time.

A8. The time taken to detect the packet errors, is much shorter than the switching time. Therefore, the station can transmit an AP at once when it gets the transmission right. The time of sending an AP is as long as that of sending a packet.

3.4 Performance Analysis

For convenience, we give some definitions which will facilitate our discussion.

Cycle period: The cycle period is defined as the time interval taken from the beginning of transmitting the first packet of a message to the beginning of transmitting the first packet of the next message in a station.

Dirac’s $\delta$-function: The Dirac’s $\delta$-function is defined as

\[ \delta(t-t_0) = \begin{cases} \infty & \text{if } t = t_0 \\ 0 & \text{otherwise} \end{cases} \]

\[ \int_0^\infty \delta(t) dt = 1. \]

It has the following properties.

\[ \int_{t_1}^{t_2} f(t) \delta(t-t_0) dt = f(t_0), \quad \text{if } t_1 < t_0 < t_2, \]

where $f(t)$ is a function of $t$.

$P_n(t)$: the probability density function that the time taken to transmit a message, which contains $n$ packets, is $t$, and its LT (Laplace-Transform), $P_n(s)$, is defined as

\[ \tilde{P}_n(s) = \int_0^\infty P_n(t)e^{-st} dt. \quad (3.1) \]

In the system model, the message is divided into fixed-length packets, so the time of transmitting a packet can be consider as a unit time. However the switching time and the thinking time are not always a multiple of the unit time. Therefore, the system is a unit time of discrete and continuous time elements.
Using the $\delta$-function, here the system model can be considered as a continuous time queueing model.

In this section, we derive the LT of distribution of the time taken to successfully transmit a message which contains $n$ packets, and analyze the throughput, which is defined as the ratio of the effective time interval of transmitting data packets in one cycle to the time interval of one cycle, denoted by $\eta_{sw}$, $\eta_{GBN}$ and $\eta_{SR}$ corresponding to SW, GBN and SR protocols, respectively. If the message generated by station A (B) includes $N_1$ ($N_2$) packets, the effective time interval in the cycle is $N_1 + N_2$ unit time.

### 3.4.1 Analysis for SW-ARQ scheme

The probability $a(n)$ can be rewritten as

$$a(n) = p_{l-1}^{n-i} (1 - p_i), \quad n = ik + l, \quad i = 0, 1, 2, \ldots, \quad l = 1, 2, 3, \ldots, k.$$ 

Consider the transmission of a message which contains $n (=ik+l)$ packets. If $n > k$, the message cannot be transmitted completely at a time, although the first $k$ packets are transmitted correctly. First, we get the $P_k(t)$, $P_k(S)$, and then the $P_k(s)$. Finally, using $P_k(s)$ and $P_k(s)$, we obtain $P_k(s)$.

Using the $\delta$-function, $p_l(t)$ can be simply written as a recursive equation.

$$p_l(t) = (1 - E)^l \delta(t - (k + 2\tau + 1)) + [1 - (1 - E)^l] p_l(t - (k + 2\tau + 1)). \quad (3.2)$$

Taking the LT with respect to $t$ about (3.2), we get

$$\tilde{P}_k(s) = (1 - E)^k e^{-s(k+2\tau+1)} + [1 - (1 - E)^k] \tilde{P}_k(s). \quad (3.3)$$

Thus, the $\tilde{P}_k(s)$ can be obtained as follows.

$$\tilde{P}_k(s) = \frac{(1 - E)^k e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^k] e^{-s(k+2\tau+1)}}. \quad (3.4)$$

Now, we consider the $p_l(t)$ and $P_l(s), l = 1, 2, \ldots, k$. The message will be transmitted completely if the last $l$ packets are transmitted correctly. Similarly, we have

$$\tilde{P}_l(s) = (1 - E)^l e^{-s(k+2\tau+1)} + [1 - (1 - E)^l] e^{-s(k+2\tau+1)} P_l(s).$$

and

$$\tilde{P}_l(s) = \frac{(1 - E)^l e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}}. \quad (3.5)$$

Based on the above preparation, $\tilde{P}_l(s), n = ik + l$, is given by

$$\tilde{P}_l(s) = \frac{(1 - E)^l e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}} \cdot \frac{(1 - E)^l e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}}. \quad (3.6)$$

Generally, we define $\tilde{P}_l(s)$ as $P_l(s) = \sum_{i=1}^{k} a(n) \tilde{P}_l(s)$. We get

$$\tilde{P}_l(s) = \sum_{i=0}^{k} \sum_{l=1}^{k} p_{l-1}^{n-i} (1 - p_i) \left( \frac{(1 - E)^l e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}} \right)^i \frac{(1 - E)^l e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}}.$$

$$= \sum_{i=0}^{k} \frac{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}} \frac{(1 - E)^l e^{-s(k+2\tau+1)}}{1 - [1 - (1 - E)^l] e^{-s(k+2\tau+1)}}.$$

Therefore, $A_{sw}$, the average time taken to correctly transmit a message at station A in one cycle, is given by

$$A_{sw} = \frac{d \tilde{P}_l(s)}{ds}{|}_{s=0} = \frac{p_l(2\tau + k + 1)}{(1 - p_l)(1 - E)^l} \frac{1 - p_l}{(1 - E)^l} + \frac{1 - p_l}{(1 - E)^l}.$$ 

Similarly, $B_{sw}$, the average time taken to transmit a message at station B, can be obtained.
\[ B_{SW} = \frac{p_k^2(2\tau + k + 1)}{(1 - p_k^2)(1 - E)^{k+1}} + \frac{1 - p_k^2}{(1 - E - p_k)(1 - p_k^2)} \]
\[ \left( \frac{(1 - E)^k - p_k}{(1 - E - p_k)(1 - E)^{k+1}} \right) \times \frac{k p_k^k}{(1 - E)^k} + \frac{1 - p_k^2}{(1 - E)^{k+1}} \] 

(3.9)

In the special case of \( k = 1 \),
\[ A_{SW} = \frac{2\tau + 2}{(1 - p_k)}(1 - E)^{-\tau}, \quad B_{SW} = \frac{2\tau + 2}{(1 - p_k)}(1 - E)^{-\tau}. \]

(3.10)

In the special case of \( k = \infty \), in equilibrium state (i.e., \( p_1 + E < 1 \) and \( p_2 + E < 1 \)), we get
\[ A_{SW} = (1 - p_k) \left( \frac{1 - E}{(1 - p_k) E - 1} \right)^{-\tau}, \quad B_{SW} = (1 - p_k) \left( \frac{1 - E}{(1 - p_k) E - 1} \right)^{-\tau}. \]

(3.11)

In the system model, new message is generated after a thinking time. So average length of one cycle, \( SW_{cycle} \), is given by
\[ SW_{cycle} = \int_0^{\tau} A_{SW} a e^{-\omega} dt + \int_0^{\infty} (A_{SW} + (1 - p_k)^{-1} a e^{-\omega}) dt + \int_0^{\tau} B_{SW} b e^{-\beta} dt + \int_0^{\infty} (B_{SW} + (1 - p_k)^{-1} b e^{-\beta}) dt \]
\[ = A_{SW} + \frac{1}{\alpha} e^{-\omega(\tau + 1)} + B_{SW} + \frac{1}{\beta} e^{-\beta(\tau + 1)}. \]

(3.13)

Therefore, the throughput \( \eta_{SW} \) is given by
\[ \eta_{SW} = \frac{E_{SW} + E_k}{SW_{cycle}}. \]

(3.14)

### 3.4.2 Analysis for GBN-ARQ scheme

For GBN scheme, we use the same method as used in previous to derive the throughput \( \eta_{GBN} \). First, let us analyze the \( p_n(t) \) and its LT, \( \tilde{P}_n(s) \).

\[ a : 1 \leq n \leq k \]

In this case, station A can transmit all of the \( n \) packets at a time. Simply, the recursive equation about \( p_n(t) \) can be written as
\[ p_n(t) = (1 - E)^t \delta(t - (n + \tau + 1)) + \sum_{k=0}^{n-1} (1 - E)^t E P_{n-k}(t - (n + 2\tau + 1)). \]

(3.15)

So, \( \tilde{P}_n(s) \), the LT of \( p_n(t) \), is given by
\[ \tilde{P}_n(s) = (1 - E)^t e^{-t(\alpha + 1)} + \sum_{k=0}^{n-1} (1 - E)^t E e^{-t(\alpha + 1)} \tilde{P}_{n-k}(s). \]

(3.16)

Solving the recursive equation, we get
\[ \tilde{P}_n(s) = \frac{(1 - E)^t e^{-t(\alpha + 1)}}{\sum_{k=0}^{n} (1 - E)^t E e^{-t(\alpha + 1)}}. \]

(3.17)

Here, we also define \( \tilde{P}_s \) as \( \tilde{P}_s = \sum_{n=1}^{k} \tilde{P}_n(s) \). So, according to (3.16) and (3.19), we get
\[ \tilde{P}_s = \sum_{n=1}^{k} a(n)(1 - E)^t e^{-t(\alpha + 1)} + \sum_{n=1}^{k} a(n)(1 - E)^t E e^{-t(\alpha + 1)} \tilde{P}_{n-k}(s) \]
\[ + \sum_{n=1}^{k} a(n)(1 - E)^t E e^{-t(\alpha + 1)} \tilde{P}_{n-k}(s) \]
\[ + \sum_{n=1}^{k} a(n)(1 - E)^t E e^{-t(\alpha + 1)} \tilde{P}_{n-k}(s). \]
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\[
= (1 - p_1)(1 - E)e^{-1/(1 - E)}(1 - p_1 e^{-\alpha}(1 - E)')
\]

\[
+ \sum_{i=1}^{k} \frac{E(1 - p_1)}{1 - p_1 e^{-\alpha}(1 - E)} P_i e^{-\alpha}(1 - E)'
\]

\[
+ (1 - E)'(1 - p_1 e^{-\alpha}(1 - E)) P_i(1 - p_1 e^{-\alpha}(1 - E))
\]

\[
- \sum_{i=1}^{k} \frac{1 - p_1 e^{-\alpha}(1 - E)'}{1 - p_1 e^{-\alpha}(1 - E)} e^{-\alpha}(1 - E)'.
\]

(3.20)

According to the properties of LT, \( A_{\text{GAV}} \), the average time taken to correctly transmit a message at station A, is given by

\[
A_{\text{GAV}} = \frac{d P(x)}{dx} |_{x=0}
\]

\[
= (k + \tau + 2) - \frac{k}{1 - p_1(1 - E)} + \frac{p_1(1 - E)}{1 - p_1(1 - E)}
\]

\[
+ \frac{(1 - p_1)(1 - E)(1 - p_1(1 - E))}{1 - p_1(1 - E)(1 - p_1(1 - E)')}
\]

\[
+ \frac{E(k + 2\tau + 1)}{1 - p_1(1 - E)} + \frac{E(k + 2\tau + 1)}{1 - p_1(1 - E)(1 - p_1(1 - E)')}
\]

\[
+ \frac{E_{\text{GAV}}(1 - p_1(1 - E))}{1 - p_1(1 - E)(1 - p_1(1 - E)')} + \frac{p_1(1 - E)(1 - p_1(1 - E)')}{1 - p_1(1 - E)(1 - p_1(1 - E)')}
\]

(3.21)

In the special case of \( k=1 \), the results are same as that of SW scheme.

\[
A_{\text{GAV}} = \frac{2\tau + 2}{1 - p_1(1 - E)} - \tau,
\]

\[
B_{\text{GAV}} = \frac{2\tau + 2}{1 - p_1(1 - E)} - \tau.
\]

In the special case of \( k=\infty \),

\[
A_{\text{GAV}} = \frac{1}{1 - p_1} + \tau + 1 + \frac{E}{1 - p_1}
\]

\[
+ \frac{2\tau + 1}{1 - p_1(1 - E)} + \frac{1}{1 - p_1(1 - E)^2}
\]

\[
B_{\text{GAV}} = \frac{1}{1 - p_1} + \tau + 1 + \frac{E}{1 - p_1(1 - E)} + \frac{2\tau + 1}{1 - p_1(1 - E)}
\]

(3.24)

(3.25)

So average length of one cycle, \( GBN_{\text{cycle}} \), is given by

\[
GBN_{\text{cycle}} = A_{\text{GAV}} + \frac{1}{\alpha} e^{-\alpha(1 - E)} + B_{\text{GAV}} + \frac{1}{\beta} e^{-\beta(1 - E)}.
\]

Therefore, the throughput \( \eta_{\text{GAV}} \) is given by

\[
\eta_{\text{GAV}} = \frac{E_x + E_y}{GBN_{\text{cycle}}}
\]

(3.26)

(3.27)
3.4.3 Analysis for SR-ARQ scheme

For SR scheme, we also use the same method to analyze the average time of transmitting a message and the throughput. We only give the recursive set of equations because it is very difficult or even impossible to derive the closed-form expressions. In Sect. 3.5, we use these recursive equations to approximately evaluate the throughput performance.

\( a: 1 \leq n \leq k \)

In the case, all of the \( n \) packets can be transmitted at a time. So the \( p_n(t) \) and \( \tilde{P}_n(s) \) are given as follows.

\[
p_n(t) = (1 - E)^{\delta(t - (n + \tau + 1))} + \sum_{i=0}^{n} \binom{n}{i} (1 - E)^{i} E^{i-1} p_{n-i}(t - (n + 2 \tau + 1)),
\]

\( \tilde{P}_n(s) = (1 - E)^{\delta} e^{-\delta(\tau+1)} + \sum_{i=0}^{n} \binom{n}{i} (1 - E)^{i} E^{i-1} \tilde{P}_{n-i}(s), \)

\[
\tilde{P}_n(s) = \frac{1}{1 - E e^{-\delta(\tau+1)}} \left( (1 - E)^{\delta} e^{-\delta(\tau+1)} + \sum_{i=0}^{n} \binom{n}{i} (1 - E)^{i} E^{i-1} \tilde{P}_{n-i}(s) \right).
\]

Thus, \( T_n \), the average time taken to correctly transmit the \( n \) packets, is given by

\[
T_n = \frac{d \tilde{P}_n(s)}{ds} \bigg|_{s=0} = \frac{1}{1 - E^{\delta}} \left( n + 2 \tau + 1 + \sum_{i=0}^{n} \binom{n}{i} (1 - E)^{i} E^{i-1} T_{n-i} \right) - \tau.
\]

When \( n=1 \), \( T_1 = (2 \tau + 1)/(1 - E) - \tau \).

\( b: n>k \)

In this case, at most \( k \) packets will be transmitted at a time. The recursive equations of \( p_n(t) \) and \( \tilde{P}_n(s) \) are given by

\[
p_n(t) = \sum_{i=0}^{k} \binom{k}{i} (1 - E)^{i} E^{i-1} p_{n-i}(t - (k + 2 \tau + 1)),
\]

\[
\tilde{P}_n(s) = \sum_{i=0}^{k} \binom{k}{i} (1 - E)^{i} E^{i-1} e^{-\delta(\tau+1)} \tilde{P}_{n-i}(s),
\]

\[
\tilde{P}_n(s) = \frac{1}{1 - E e^{-\delta(\tau+1)}} \sum_{i=0}^{k} \binom{k}{i} (1 - E)^{i} E^{i-1} e^{-\delta(\tau+1)} \tilde{P}_{n-i}(s).
\]

So, \( T_n \), the average time of transmitting \( n \) packets, is

\[
T_n = \frac{d \tilde{P}_n(s)}{ds} \bigg|_{s=0} = \frac{1}{1 - E^{\delta}} \left( k + 2 \tau + 1 + \sum_{i=0}^{k} \binom{k}{i} (1 - E)^{i} E^{i-1} T_{n-i} \right).
\]

Hence, \( A_{SR} (B_{SR}) \), the average time taken to correctly transmit a message at station \( A \), \( B \), can be obtained.

\[
A_{SR} = \sum_{n=1}^{\infty} a(n) T_n,
\]

\[
B_{SR} = \sum_{n=1}^{\infty} b(n) T_n.
\]

So the average length of one cycle, \( SR_{cycle} \), is given by

\[
SR_{cycle} = A_{SR} + \frac{1}{\alpha} e^{-\alpha(\tau+1)} + B_{SR} + \frac{1}{\beta} e^{-\beta(\tau+1)}.
\]

Therefore, throughput \( \eta_{SR} \) is given by

\[
\eta_{SR} = \frac{E_A + E_B}{SR_{cycle}}.
\]
3.5 Numerical Examples

In this section, we discuss the throughput performance according to the analytical results described in the previous sections. The throughput is function of error rate, the switching time $\tau$, $\alpha$, $\beta$ and $k$. For a given switching time $\tau$ and the error rate $E$, we give the optimal $k$ through the numerical computation.

![Fig. 3.2 Throughput of SW scheme](image)

![Fig. 3.3 Throughput of GBN scheme](image)

![Fig. 3.4 Throughput of SR scheme](image)

1) Influence of $k$ on the throughput
From Eqs. (3.13), (3.26) and (3.38), \( k \), which denotes the number of the packets transmitted consecutively at a time, must strongly influence the throughput. Fig. 3.2 gives an example of the effects of different \( k \) on the throughput under SW-ARQ scheme. Clearly, in lower error rate areas, the throughput increases as \( k \) increases. However, the curves reverse in higher error rate areas. This phenomenon can be also found in Fig. 3.3 which shows the effects of different \( k \) on the throughput under GBN-ARQ scheme. The phenomenon can be considered as follows. While the error rate is very higher, the error occurs frequently, the smaller \( k \) results in much less retransmissions at every time. In lower error rate areas, the error does not occur so frequently, the larger \( k \) is favorable to the throughput. Especially, this phenomenon is very significant under SW scheme. When \( k=\infty \), the throughput of SW scheme decreases rapidly as the error rate increases. The throughput becomes zero in the high error areas \( E\geq 0.1 \). Note that the "\( k=\infty \)" means that the transmitting station transmits all the packets which have not been transmitted. Fig. 3.4 shows the effects of different \( k \) on the throughput under SR-ARQ scheme. Clearly, the reverse phenomenon in the higher error areas does not appear. It means that, in all the error areas, the larger \( k \), the higher throughput under SR scheme due to the characteristic that only the erroneous packets are retransmitted.

2) Optimal \( k \) and the influence of switching time

In Fig. 3.2 and Fig. 3.3, for SW and GBN schemes, it is obvious that there exists an optimal \( k \), which can make the throughput to become maximum. For a given error rate and the switching time \( \tau \), the optimal \( k \) is illustrated in Fig. 3.5 and Fig. 3.6. We also investigated the effects of the switching time \( \tau \). From Figs. 3.5 and 3.6, it is clear that the effects of the switching time \( \tau \) is very remarkable. In a given error rate, the optimal \( k \) will become smaller when the switching time \( \tau \) becomes smaller. It is worth noting that there has an interesting thing that the thinking time does not affect the optimal \( k \). From analyzed results (expressions (3.13) and (3.26)), to obtain the maximal throughput, it only needs that the cycle interval is the shortest. Taking the derivative of equation (3.13) (or 3.26) about \( k \), the term about the thinking time will disappear. Therefore, the thinking time has no impact on the optimal \( k \) although it affects the throughput.
3) Influence of the average message length

In the dialogue communication environment, the message is generated based on the received message from the partner, the throughput must be influenced by the average message length. In the above figures, the average message length \( (p_1 \text{ or } p_2) \) is fixed to be identical. Here Figs. 3.7 - 3.9 give some examples of the influences of \( p_1 \) and \( p_2 \) on the throughput. From these figures, when \( p_1 \) and/or \( p_2 \) become smaller, the throughput also becomes smaller in the lower error rate areas. This phenomenon can be explained as, when \( p_1 \) and/or \( p_2 \) become smaller, the traffic volume becomes lower. The proportion of the switching time and the thinking time to the transmission time becomes heavy. So the throughput should become smaller.

We have also investigated the impacts of the thinking time and made a comparison among SW, GBN and SR schemes. It is sure that the throughput decreases as the thinking time increases, and that the throughputs satisfy \( \eta_{SW} \geq \eta_{GBN} \geq \eta_{SR} \). Here we omitted these figures.
3.6 Conclusions

In this chapter, the protocols of simple ARQ error control schemes over the half-duplex line have been proposed and the throughput has been analyzed. For SW scheme and GBN scheme, we have obtained the closed-form expressions of the throughput. For SR scheme, we have given the recursive equations to obtain the throughput because it is impossible to get the closed-form expression of the throughput. Also we have clarified the influences of the switching and the thinking times on the throughput. Based on the analysis, we have got the optimal $k$ for a given error rate $E$, $p_1$, $p_2$ and the switching time $\tau$. Therefore, when we know the error rate of the channel and the switching time $\tau$, we can choose an optimal $k$ to get the best efficiency of the usage of the system.

4.1 Introduction

In the previous chapter, basic ARQ schemes, i.e., SW, GBN and SR, have been discussed in half-duplex line transmission system. There it is shown that the throughput of GBN scheme is better than that of SW scheme, and the throughput of SR scheme is the best one among them. In full-duplex line system, many studies about system performances, such as system throughput [38, 77, 78] and packet delay time [26, 50-54, 68], indicate that SR-ARQ scheme achieves better performances than the other two protocols at the expense of the requirement of a resequencing buffer and unavoidable resequencing delay at the receiver [35, 36, 41, 47, 48, 61, 67]. Therefore, SR-ARQ scheme is favorable if the resequencing buffer requirement is tolerable.

The idea of the basic SR-ARQ scheme is to retransmit only those packets which are negatively acknowledged. However, in very high-speed networks, such as ATM (Asynchronous Transfer Mode) networks, the ratio of propagation delay to packet transmission time is large, and the protocol processing overhead time for error recovery becomes very conspicuous [68]. In order to reduce these inferior effects, many error control schemes, such as window control schemes [78, 79], block acknowledgement schemes [80-81], are presented (an unit which consists of some packets is called a block) to tolerate the packet disorder and error due to the imperfect transmission channel. In Ref. [80], a scheme of erroneous or lost packet recovery has been presented, in which a group of packets is called block, and the receiver acknowledges a block instead of a single packet at a time. If one or more
packets of a block are incorrectly received, the block including the erroneous packets would be retransmitted although the other packets in the block are received correctly. Obviously, it does not make the best use of SR-ARQ’s advantage.

In this chapter, considering the high-speed environment, a novel SR-ARQ (called block SR-ARQ) scheme is proposed based on the principle of quickly, correctly providing the transmission service for "user", in which a single Acknowledgement Packet (AP) is used to acknowledge a block of packets. It inherits the advantage of the basic SR-ARQ scheme that is to retransmit only the erroneous packets. In Ref. [80], the receiver acknowledges a block of consecutive packets in original order. The original order means the sequence assigned while the message is packetized at the transmitting side. However, in block SR-ARQ scheme described in next section, the packets are acknowledged according to the accepted sequence at the receiver. The difference between the original order and the accepted sequence is caused by the retransmissions of the erroneous packets. The sequence of packets within an AP is called acknowledged sequence. So the acknowledged sequence is identical with the accepted sequence. The AP provides the positive or negative information for each packet in a block received by the receiver. We focus on the performance measurement of the system throughput and the average packet delay time.

4.2 Protocols and Analytical Assumptions

The system under consideration consists of a transmitter, a transmission channel and a receiver. Time axis is divided into intervals of fixed length, called slot. A slot is taken to be the time of transmitting a packet. At the transmitting side, the transmitter retransmits the erroneous packets based on the received AP, or sends new packets which are waiting for transmission. The errored packets are superiorly retransmitted one by one in acknowledged sequence. At the receiving side, the arrival packet from transmitter is checked whether it is erroneous or not, and the results are recorded for acknowledgement. In our Block SR-ARQ scheme, a single AP is used to acknowledge a block of packets. The maximum number of packets acknowledged by an AP, denoted by \( w \), is referred to block size. If a packet is received correctly, the receiver stores it temporarily in the resequencing buffer until all the packets that precede it in sequence are received correctly, then delivers them to the "user" in the original order. For instance (Fig. 4.1), packet 3 has to wait for packets 1 and 2 although it has been received correctly. In high-speed environments, the slot becomes shorter and the processing...
overhead time including generating an AP becomes larger in comparison with a slot. Here the Processing Overhead Time (POT), denoted by $C$, is defined as the time from the beginning of processing AP to the end of the AP’s transmission. This state is called POT state (Fig. 4.1). In the receiver, there probably are some packets waiting for acknowledgement because the processing overhead time is larger than the transmission time of the packet. Assume that there are $i$ packets waiting for acknowledgement at the end of POT (say $n$-th slot), the receiver operates according to the following protocols;

1. If $w ≤ i$, begin to acknowledge the first $w$ packets in the receiving buffer. The receiver enters in the POT state.
2. If $0 < i < w$, observe the next slot ($(n+1)$-th slot);
   
   (2-a) If one packet arrives during $(n+1)$-th slot, let the number of packets waiting for acknowledgement at the end of $(n+1)$-th slot be $i$, and $n ← n+1$, then go to (1) or (2).
   
   (2-b) If there is no arrival packet during the $(n+1)$-th slot, begin to acknowledge the $i$ packets from the beginning of $(n+2)$-th slot.
3. If $i = 0$, wait for a new arrival packet. Also let the packets waiting for acknowledgement at the end of that slot in which the new packets arrived, be $i$, then go to (1) or (2).

Fig. 4.1 is an example using the protocols proposed above. Where $s$ (in other literature, $s$ is called round-trip delay), is defined as the sum of the propagation delay from the transmitter to receiver and its contrary delay. In Fig. 4.1, $s$ is taken to be 4, the block size to be 3, and $C$ to be 3 slots.

As the preparation for the analysis in the next sections, the following assumptions are used;

1. Packet errors are assumed to be random with probability $e$ and the feedback channel is error-free. So AP is always correctly received by the transmitter. Also, it never occurs that the packet disappears on the channel.
2. The interarrival time of packets is distributed geometrically, namely, at most one packet arrives with the arrival rate $\lambda_0$ in a slot.

4.3 Performances Analysis

4.3.1 Throughput

Let’s first analyze the throughput, which is defined as the maximum packet arrival rate that the system can support under the steady state, indicated by $\lambda_{\text{max}}$. The system consists of a transmitter, a transmission channel and a receiver. In order to get the system to work in the steady state, it is required that both the transmitter and the receiver are stable. So, the throughput can be obtained by considering the following two cases.

(A) $w ≥ C$

In this case, the system stability is determined only by the packet arrival rate $\lambda_0$ and packet error rate $e$, because the processing ability of the receiver is larger than the packet arrival rate from transmitter. Thus, the system stability condition can be simply given by

$$\frac{\lambda_0}{1-e} < 1.$$  

Hence, the throughput $\lambda_{\text{max}}$ is given by

$$\lambda_{\text{max}} = 1 - e.$$  \hspace{1cm} (4.1)

(B) $w < C$

In this case, the system stability condition is determined by the three factors: the packet arrival rate $\lambda_0$, the packet error rate $e$, and the processing ability of the receiver. At receiver, it takes $C$ slots to acknowledge at most $w$
packets. So, processing one packet at least needs $C/w$ slots time. Reverse of $C/w$, the $w/C$ ($<1$) can be considered as the processing ability of the receiver. If the total arrival rate satisfies $\lambda_0/(1-e) < 1$, the transmitter will be stable. Thus, if $\lambda_0/(1-e) < w/C$ is satisfied, the receiver will be stable. Therefore, the system stability condition is given by

$$\frac{\lambda_0}{1-e} < \frac{w}{C}.$$  

(4.2)

4.3.2 Packet delay

In this subsection, we analyze the average packet delay time. The packet delay time is defined from the arrival of a packet at the transmitter to correct delivery from the receiver in the original order. For convenience, the packet delay time $T$ is divided into three parts: the queueing delay $T_q$, the transmission delay $T_l$, and the resequencing delay $T_s$, which are defined as follows;

$T_q$: the delay time from the arrival of a packet to its first transmission.

$T_l$: the delay time from the first transmission of a packet to its successful reception at the receiver.

$T_s$: the resequencing delay time in order to wait for all the packets preceding it in sequence at the receiver (Fig. 4.1).

It is very difficult to accurately analyze the packet delay time based on our block scheme, but in evaluating the system performance, it is necessary to investigate the delay time. We approximately give the average of $T_q$, indicated by $E[T_q]$, and the average of $T_a$, indicated by $E[T_a]$, which are validated by simulation. For the average of $T_a$, it is measured by simulation. As we shall observe later, the effect of the average resequencing delay $E[T_s]$ on the average packet delay $E[T]$ is very heavy.

4.3.2.1 Queueing delay

The queueing delay $T_q$ is defined to be the waiting time from the arrival of a packet to its first transmission. Although the packets arrive geometrically, it is possible that the arriving packets are waiting temporarily for transmission in the queueing buffer because of the retransmissions caused by the imperfect channel. For analyzing the average queueing delay $E[T_q]$, we change the original arrival model at the transmitting side to a priority queueing model with two priority sources. Assume that the arrival of priority source $\lambda_1$ is randomly generated by the erroneous packets source with arrival rate $\lambda_0/(1-e)$. The original arrival $\lambda_0$ is considered to be non-priority source (Fig. 4.2).

Let $D(z)$ be the generating function of $d_n$ which is defined as

$$D(z) = \sum_{i=0}^\infty d_n z^n.$$  

(4.3)
We get
\[ D(z) = \frac{(1 + \lambda_0 \lambda_1 - \lambda_0 - \lambda_1) - (1 - \lambda_0) (1 - \lambda_1) z^{-1}}{1 - (\lambda_0 + \lambda_1 - 2 \lambda_0 \lambda_1 - \lambda_0 \lambda_1 z - (1 - \lambda_0) (1 - \lambda_1) z^{-1})} d_0. \] (4.4)

By the boundary condition, \( D(1) = 1 \), and by using de l'Hospital's rule, \( d_0 \) is given by
\[ d_0 = \frac{1 - \lambda_0 - \lambda_1}{(1 - \lambda_0) (1 - \lambda_1)}. \]

So, the average number of non-priority packets, \( E[S_l] \), is shown by
\[ E[S_l] = D(1) = \frac{\lambda_0 \lambda_1}{1 - \lambda_0 - \lambda_1}. \] (4.5)

Therefore, using Little's formula, the average queueing delay \( E[S_L] \) is obtained as
\[ E[S_L] = E[S_l] \frac{\lambda_1}{\lambda_0} = \frac{\lambda_1}{1 - \lambda_0 - \lambda_1}. \] (4.6)

### 4.3.2.2 Transmitting delay

Unlike the basic SR-ARQ scheme where the time from the transmission of a packet to the return of its acknowledgement packet is \((s+1)\) slots, in our block scheme, the analysis becomes further complicated due to the fluctuation of the time from the transmission to its corresponding AP return. Here, we provide the approximate analytical results.

(A) \( w \geq C \)

First, we consider the sojourn time that a packet is in the receiving buffer waiting for its acknowledgement. In the case of \( w \geq C \), the sojourn time of a packet is not longer than \((C+w)\) slots. Based on our protocols, the number of packets acknowledged by an AP can be from 1 to \( w \). Let \( P_w(i) \) be the probability that \( i \) packets are acknowledged by an AP. Assume that the packet arrival process in receiving side (i.e., the departure process in transmitting side) is also geometrical with arrival rate \( \lambda = \lambda_0 / (1 - e) \). Let \( f(i) \) be the probability that \( i \) packets consecutively arrive at the receiver, so we have

\[ f(i) = \lambda^{-i}(1 - \lambda), \quad i = 1, 2, 3, \ldots. \] (4.7)

Observe \( jw+i \) packets consecutively arrived at the receiver from the transmitter. An AP acknowledges at most \( w \) packets. So the first preceding \( jw \) packets will be acknowledged by \( j \) AP's. For the last \( i \) packets, another AP is needed. Thus, considering the number of these AP's which are used to acknowledge \( v (1 \leq v \leq w) \) packets and using \( f(i) \), \( P_w(i) \) is given by

\[ P_w(i) = \frac{1}{A} \sum_{j=0}^{\infty} f(jw+i), \quad i = 1, 2, 3, \ldots \]

where \( A \) is called the normalization factor, which is given by
\[ A = \sum_{j=0}^{\infty} \sum_{i=1}^{w} f(jw+i) = \frac{1}{1 - \lambda_0(1 - \lambda_1)}. \]

So \( P_w(i) \) can be rewritten as

\[ P_w(i) = \lambda^{-i}(1 - \lambda), \quad i = 1, 2, 3, \ldots \]

Let \( Q(k) \) denote the probability that the packet is received correctly by transmitted \( k \) times. So \( Q(k) \) is simply given by

\[ Q(k) = \lambda^{k-1}(1 - e), \quad k = 1, 2, 3, \ldots. \] (4.10)

Now consider an AP which acknowledges \( i \) packets, assume that the test packet is randomly located at the \( i \)-th position in an AP, which means that there are \((i-1)\) packets at the front of the test packet. Let \( E(l-1, y) \) be the probability that \( y \) packets in \((l-1)\) packets are errored, it is given as

\[ E(l-1, y) = \binom{l-1}{y} (1 - e)^{l-1-y}, \quad y = 0, 1, \ldots, l-1. \] (4.11)
Assume that the packet retransmission is independent on the past history of system. So the average packet transmitting delay \( E[T_t] \) is given as

\[
E[T_t] = \sum_{k=1}^{\infty} (k-1)Q(k) \sum_{i=1}^{\infty} \frac{1}{i} \sum_{j=0}^{i-1} E(i-1,y) (s+C+C+i-1+y+1)+(s/2+1) \\
= \left( s+C+C+\frac{1-e}{2}\frac{1-\lambda^k}{1-\lambda} \right) \frac{e}{1-e} + \left( s+1 \right).
\]

(4.12)

\( y(j) \) is an upper bound to \( y(j) \).

In the case that \( w < C \), it is possible to get the packets waiting at the receiving buffer temporarily. Let \( E[T'] \) be the average waiting time (in slots) at the receiving buffer.

Define \( p_c(j) \) to be the probability that \( j \) packets arrive at the receiver from the transmitter in \( C \) slots. According to the characteristics of the geometrical arrival process, \( p_c(j) \) can be shown as

\[
p_c(j) = \binom{C}{j} \lambda^j (1-\lambda)^{C-j}, \quad j = 0, 1, 2, \ldots, C.
\]

(4.13)

Let \( P_c(z) \) be the generating function of \( p_c(j) \), so we get

\[
P_c(z) = \sum_{j=0}^{C} p_c(j)z^j = (1-\lambda + \lambda z)^C.
\]

(4.14)

Combining the above expressions, and at the equilibrium state, \( n \to \infty \), \( y_{o+1}(j) \to y(j) \), we get

\[
y(j) = \sum_{i=0}^{\infty} y(i)p_c(j) + \sum_{k=0}^{\min(j-C)} y(w+j-k)p_c(k).
\]

(4.16)

Let the generating function of \( y(j) \) be \( Y(z) \), we have

\[
Y(z) = P_c(z) \sum_{i=0}^{\infty} (1-z^{-w})y(i) = \frac{P_c(z)}{(1-P_c(z)z^{-w})}.
\]

(4.17)

Using the boundary condition that \( Y(1)=1 \), we get

\[
\sum_{i=0}^{\infty} (w-i)y(i) = w - P_c(1) = w - \lambda C.
\]

(4.18)

The average number of packets in the receiving buffer, \( E[Q_L] \), is given by

\[
E[Q_L] = Y(1) = \frac{1}{2(w-\lambda C)} \\
= \left\{ 2P_c(1) + \sum_{i=0}^{w} (w(w-1) - i(1-i))y(i) + P_c - w(w-1) \right\}.
\]

(4.19)

From Little's formula, \( E[T'] \) can be obtained

\[
E[T'] = E[Q_L] / \lambda
\]

(4.20)

In order to calculate \( E[Q_L] \), we need the \( y(0), \ldots, y(w-1) \), which can be obtained through the numerical calculation (see appendix 4.A at the end of this chapter).

Hence, from \( E[T'] \), in the same way as in the case of \( w \geq C \), the average transmission delay \( E[T_t] \) can be obtained.
maximum, and while $w$ exceeds $C$, i.e. $w \geq C$, the throughput reaches a constant just depending upon the packet error rate $e$. Therefore, we can make the conclusion that $w \geq C$ profits the throughput.

**4.4 Performance Evaluation**

In this section, we discuss the performance evaluation of the throughput and the average packet delay time (in slots) in terms of the analytical results described in the previous sections. The accuracy of our approximate analysis has been verified by simulation. Our simulation is done only according to the system protocols and assumptions (1)-(4), and the results of simulation are plotted with small dots. Packet arrival rate

$$E[T_q] + E[T_t] = \sum_{k=1}^{\infty} \sum_{i=1}^{\infty} E(i-l, y) + (s+C+E[T_i]+i-l+y+1)+(s/2+1)$$

$$= \left( s+C+C + \frac{1-e}{1-\lambda} + E[T_q] \right) \frac{e}{1-e} \left( \frac{s}{2} + 1 \right)$$

**(4.21)**

From Fig. 4.4 to Fig. 4.6, we compare the analytical results (shown by consecutive curve) $E[T_q]+E[T_t]$ with simulation results, where $e=0.1$, $0.01$, $0.001$, respectively. From these figures, we can make out that (1) our approximate analysis has sufficient accuracy, (2) the effects of $w$ on $E[T_q]+E[T_t]$ is very strong, namely when $w \leq C$, $E[T_q]+E[T_t]$ decreases with the increase of $w$, and when $w=C$, $E[T_q]+E[T_t]$ becomes minimum. On the contrary, when $w>C$, $E[T_q]+E[T_t]$ becomes larger although it is not so marked (Fig. 4.4). Especially when error rate becomes smaller, the delay performances at $w \geq C$ are almost identical. We also investigate the effects of $s$, when $s$ becomes larger, the same conclusion can be gained, that is when $w=C$, the $E[T_q]+E[T_t]$ becomes minimum.
In the previous sections, we have approximately analyzed $E[T_q]$ and $E[T_t]$. It is very difficult or even impossible to accurately analyze average resequencing delay $E[T_s]$. Here we only give the simulation results shown in Figs. 4.7–4.9, where the average packet delay $E[T]=E[T_q]+E[T_t]+E[T_s]$. From these figures, $w=C$ is the optimal condition which gets the average packet delay to become minimum.

Fig. 4.5 $E[T_q]+E[T_t]$ vs. packet arrival rate.

Fig. 4.6 $E[T_q]+E[T_t]$
Finally, in a word concluding the above discussion, there exists an optimal block size, $w=C$, which obtains both the maximum throughput and the minimum packet delay.

4.5 Conclusions

In this chapter, a novel block SR-ARQ scheme has been proposed under the consideration of high-speed environments, and both the throughput and the average packet delay have been approximately analyzed. The effects of protocol processing overhead time on the performances of the throughput and the packet delay have been investigated. The results show that, when $w=C$, the throughput becomes maximum and the packet delay becomes minimum. In fact, the basic SR-ARQ scheme is a special case of the block SR-ARQ scheme just in the case of $w=1$ (Fig. 4.7). In the high-speed environments, the performances of block SR-ARQ scheme, when adopting the optimal block size ($w=C$), is much better than the basic SR-ARQ scheme's.

In this chapter, we have analyzed the performances of the system which consists of a transmitter, a transmission channel, and a receiver. We assumed that the arrival of new packets follows geometrical distribution and the processing overhead time is constant regardless of the number of the packets acknowledged by an AP. As the next research, it is necessary to debate about multimedia traffic and/or bursty traffic [17, 82], and the performance while $C$ is dependent on $w$.

Appendix 4.A

In this appendix, we numerically calculate the unknown probabilities $y(l)$'s, $l=0, 1, ..., w-1$. First, we get the receiving buffer size to be limited length $M$, just as observing later, if the buffer size $M$ is sufficiently large, the state probabilities of $y(l)$'s ($l=0, 1, ..., w-1$) nearly do not change with the buffer size when the traffic intensity is not so large ($\lambda C / M < 0.95$), furthermore, in the case of the infinite buffer size, only the $y(0), ..., y(w-1)$ are needed, it is sufficiently applicable that using the $y(0), ..., y(w-1)$ to analyze the case of infinite buffer size. So in the case of the finite buffer size, the equilibrium equations can be modified as followings;

$$
\begin{align*}
&\sum_{i=0}^{M} y(i)p_c(i), \\
&y(j) = \sum_{l=0}^{w-1} y(l)p_c(j) + \sum_{k=0}^{C} y(w+j-k)p_c(k), \quad 1 \leq j \leq C \\
&y(j) = \sum_{l=0}^{C} y(j + w - l)p_c(l), \quad C + 1 \leq j \leq M - w \\
&y(j) = \sum_{k=j-M+w}^{w} y(j+k-w)p_c(k), \quad M - w + 1 \leq j \leq M - 1 \\
&y(M) = \sum_{i=M+1}^{M+M-C} \sum_{k=i-M}^{i} y(i)p_c(k).
\end{align*}
$$

From (A.1) and the boundary condition $\sum_{l=0}^{w-1} y(l) = 1$, $y(l)$, $l=0, 1, ..., w-1$ can be calculated.

Table 4.1 lists the numerical results of state probability $y(l)$'s where the buffer size is taken to be 30, 50, and 70. According to this table, the preceding
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state probabilities of \( y(l)'s \ (l=0, 1, ..., w-1) \) almost do not change when the buffer size is sufficiently large. Moreover the state probabilities \( y(0), y(1), ..., y(w-1) \) are required only in the case of \( w < C \). So it is a reasonable approximation that we use the state probabilities \( y(0), ..., y(w-1) \) at the finite buffer size to analyze the case of infinite buffer size if the finite buffer size is relatively larger. In our performance evaluation, we take \( M=50 \).

Table 4.1 Numerical Results of \( y(l)'s \), \( C=4 \), \( w=3 \), \( \epsilon=0.01 \)

| \( y_l \) | \( \lambda_0 C/w \) | \( M=30 \) | \( M=50 \) | \( M=70 \) |
|----------|----------------|-----------|-----------|
| \( y_0 \) | 0.133 | 6.530913e-1 | 6.530913e-1 | 6.530913e-1 |
| \( y_0 \) | 0.933 | 2.635126e-3 | 2.635116e-3 | 2.635116e-3 |
| \( y_1 \) | 0.133 | 2.93924e-1 | 2.93924e-1 | 2.93924e-1 |
| \( y_1 \) | 0.933 | 2.713453e-2 | 2.713453e-2 | 2.713453e-2 |
| \( y_2 \) | 0.133 | 4.950104e-2 | 4.950104e-2 | 4.950104e-2 |
| \( y_2 \) | 0.933 | 1.095428e-1 | 1.095428e-1 | 1.095428e-1 |
| \( y_3 \) | 0.133 | 3.710817e-3 | 3.710817e-3 | 3.710817e-3 |
| \( y_3 \) | 0.933 | 1.85767e-1 | 1.85767e-1 | 1.85767e-1 |
| \( y_4 \) | 0.133 | 1.044789e-4 | 1.044789e-4 | 1.044789e-4 |
| \( y_4 \) | 0.933 | 2.980554e-1 | 2.980545e-1 | 2.980545e-1 |
| \( y_5 \) | 0.133 | 1.091698e-8 | 1.091698e-8 | 1.091698e-8 |
| \( y_5 \) | 0.933 | 1.475600e-1 | 1.475600e-1 | 1.475600e-1 |
| \( y_6 \) | 0.133 | 1.140715e-12 | 1.140715e-12 | 1.140715e-12 |
| \( y_7 \) | 0.133 | 1.206471e-16 | 1.206471e-16 | 1.206471e-16 |
| \( y_7 \) | 0.933 | 6.083992e-2 | 6.083992e-2 | 6.083992e-2 |
| \( y_8 \) | 0.133 | 1.466531e-18 | 1.466531e-18 | 1.466531e-18 |
| \( y_8 \) | 0.933 | 3.006989e-2 | 3.006989e-2 | 3.006989e-2 |
| \( y_9 \) | 0.133 | 1.454176e-18 | 1.454176e-18 | 1.454176e-18 |
| \( y_9 \) | 0.933 | 2.508469e-2 | 2.508469e-2 | 2.508469e-2 |

SR-ARQ scheme can achieve the best throughput performance at the expense of the requirement of resequencing buffer. However GBN-ARQ can also achieve very good performance if the error rate is not very high. In this chapter, GBN-ARQ scheme will be discussed in parallel-channel-system. The analysis focuses on the throughput and the channel-grouping method. An efficient Tree-Algorithm will be presented which is used to rapidly seek for the optimal channel-grouping.

5.1 Introduction

In error control schemes, generally, a specific scheme can not always achieve the best performances (e.g., the minimum packet delay, the maximum throughput, etc.) in any communication environments. Based on this reason, various diverse improved ARQ schemes are developed and studied [28, 29, 32-34, 39, 40, 63, 65, 71]. However, existing ARQ schemes are almost designed for sequential operation in which the transmitter sends a single packet at a time. In fact, data communication networks often provide multiple parallel channels between communicating entities [41]. For instance, in many packet networks, adjacent nodes are connected by multiple parallel channels, and in modern satellite communication systems, multiple frequency channels are provided between the earth terminal and the satellite.

Providing multiple parallel channels between transmitter and receiver has several benefits. (1) The more efficient transmission service would be provided for "user", namely, the packet delay time would be fairly decreased. (2) The packet error tolerance would be improved by means of usage of the multiple...
channels. (3) The throughput would be extremely improved by sending several packets or their copies at a time.

To realize the above potential of multiple channels, we have to discuss the channel-grouping methods (a grouped-channel is used to transmit a packet and its copies at a time), or the packet assignment methods. Especially, under the GBN error control scheme, the channel-grouping methods would have a very strong effect on system performance because a packet error on one channel results in retransmission of packets assigned to other channels. This phenomenon is very remarkable when the round-trip-delay is large. For example, suppose that the protocol operates over two channels, numbered 1 and 2, that have the same transmission rate and zero round-trip-delay. The time axis on the channels is partitioned into synchronized, packet-sized slots. At beginning of each slot, the transmitter sends two packets, one on each channel. Since an error in the packet with the lower (higher) sequence number requires the retransmission of two (one) packets, throughput is higher when the packet with the lower sequence number is sent over the channel with the lower error rate than the other way around. So it is necessary to discuss the packet assignment rule (in this chapter, generally called channel-grouping).

In this chapter, a transmission system is considered which consists of a transmitter and a receiver connected by multiple parallel channels on which the packet error probabilities are different and mutually independent. The transmitter sends packets to each channel in parallel at a time. The round-trip-delay is assumed to be $S$ slot time.

5.2 System Model and Go-Back-N Scheme

System model under consideration consists of a transmitter and a receiver connected by multiple parallel channels, numbered from 1 to $N$, which have different error probabilities (Fig. 5.1). The time axis is divided into packet-sized slots. The packet error probabilities of the $N$ channels are supposed to be $e_1$, $e_2$, ..., and $e_N$, respectively. The round-trip-delay is assumed to be $S$ slot time.

![Fig. 5.1 A communication system with multiple parallel channels](image)

The transmitter is able to send several packets to the receiver in a slot, one packet over one channel. When the channels are grouped, the transmitter concurrently sends a packet and its copies to a grouped-channel, i.e., a grouped-channel is used to transmit a packet and its copies at a time. The receiver checks for the packet errors, and sends an acknowledgment packet back to the transmitter over a feedback channel which is assumed to be error-free. An acknowledgment packet is used to acknowledge all the packets received in a slot. At the receiver, it is unnecessary to prepare the large resequencing buffer due to adopting GBN-ARQ error control scheme. The packets correctly received in order are delivered to "user" immediately.
Here, we use an example, Fig. 5.2, to show the operation of GBN scheme used in the multiple channels system. In Fig. 5.2, the round-trip-delay, $S$, is taken to be 2 slot time and the number of channels, $N$, to be 5. The operation of the transmitter is shown under the very simple grouping method that takes one channel to transmit a packet at a time. In slot 1, packets from 1 to 5 are sent out. If there has no NAK coming back at the end of slot 1, the transmitter continuously sends packets. At the end of slot 3, the acknowledgment packet for these packets transmitted in slot 1, returns to the transmitter. The packets from 4 to 15 will be retransmitted immediately because of the error of packet 4. Similarly, packets from 11 to 15 will be retransmitted in slot 8.

In Fig. 5.2, it is clear that a packet error results in the retransmission of the packet of which the sequence is larger than that of the erroneous packet. Therefore, the channel-grouping methods have strong effects on the system performance. We focus on the channel-grouping methods in the next section.
5.4 Throughput Analysis

In this section, we analyze the throughput for each channel-grouping method discussed in previous section by assuming that the transmitting buffer is always in full state. The OON method and the OOK method can be considered as the specific cases of GCG method. Therefore, we first analyze the throughput for GCG method, and then specialize the results to obtain the throughput for OOK and OON methods.

Before analyzing the throughput, we, here, give some definitions which would facilitate our discussion.

Available packet: In GBN-ARQ scheme, a packet, of which the sequence number is larger than that of the erroneous packet, would be retransmitted even if it has correctly arrived at the receiver. The receiver would refuse to accept this packet, i.e., this packet would be ignored by the receiver. We call this packet unavailable packet. On the contrary, if a packet does not belong to unavailable packet, it is called available packet. For example, in Fig. 5.4, the packets from 1 to 4 are available packets, however packets from 5 to 15 are unavailable packets due to the error of packet 4.

5.3.3 General channel-grouping method

In the above OOK method, channels from \( K+1 \) to \( N \) are idle. It means that these channels are wasted. Hence, it is more efficient that grouping the higher error probability channels into other channels. The grouped-channel is taken to transmit one packet and its copies at a time (Fig. 5.3 (c)). This method is called General Channel-Grouping (GCG) method. In Fig. 5.3 (c), grouped-channel 1, which consists of \( K_1 \) channels, is taken to transmit packet \( j+1 \). Grouped-channel 2, which consists of \( K_2 \) channels, is used to transmit packet \( j+2 \), etc. Grouped-channel \( C \), which consists of \( K_C \) channels, is used to transmit packet \( j+C \). Here, \( K_1 + K_2 + \cdots + K_C = N \).
Available slot and Cycle: The available slot is defined as the slot in which at least one of the transmitted packets is available packet. The cycle is defined as the time interval from one available slot to the next available slot. In Fig. 5.4, packets transmitted in slot 1 can be accepted by the receiver. Packets from 6 to 15 transmitted in slots 2 and 3, however, are unavailable due to the transmission error of packet 4. Therefore, slots 1 and 4 are available and slots 2 and 3 are unavailable. The cycle interval is from the beginning of slot 1 to the end of slot 3. On the contrary, if all the packets transmitted in slot 1 are correctly received, slot 2 would be available. In this case, the cycle interval is from the beginning of slot 1 to the end of slot 1.

Slacket: The slacket is a fictitious quantity which is defined as the slot domain partitioned by the N channels. Hence, it only requires one slacket to send a packet. In Fig. 5.4, there are 5 slackets in one slot.

Generally, the throughput is defined as the ratio of the number of correct packets delivered to the total number of packets transmitted for a long period of time. However, using the concepts of cycle and slacket, the throughput, \( \eta \), can be obtained by the following formula [42] under the assumption that the transmitting buffer is always full.

\[
\eta = \frac{\text{Average number of packets correctly received in one cycle}}{\text{Average number of slackets in one cycle}}. \quad (5.1)
\]

5.4.1 Throughput under GCG method

Under GCG method, we suppose that the N channels are distributed to C groups (Fig. 5.3(c)), and the groups consist of \( K_1, K_2, \ldots, K_C \) channels, respectively. Each group can be considered as a single channel of which the error probability is improved. Thus the original system is equivalent to a new system which have C parallel channels. Each grouped-channel is taken to transmit one packet in one slot. Packets are assigned to the grouped channels based on the packet sequence number and the error probabilities of grouped channels. The error probabilities of the C channels, denoted by \( E_i \) (\( i = 1, 2, \ldots, C \)) are given by

\[
E_i = e_{K_{i-1}}e_{K_i} \ldots e_{K_C}, \quad (i = 1, 2, \ldots, C) \quad (5.2)
\]

Analyzing the equivalent system, the throughput of original system can be obtained. Now, we observe a cycle interval to determine the average number of packets correctly received by the receiver, and the average number of slackets in one cycle, symbolized by \( E_p \) and \( E_s \), respectively. Based on the definition of the cycle, only these packets transmitted in the first slot of the cycle are accepted and do not be ignored by receiver. If all the \( C \) packets are correctly received (with probability \( \prod_{i=1}^{C} (1 - E_i) \)), the length of this cycle is only one slot. If packets transmitted by grouped-channel 1 to \( i \) are correctly received and the packets over the grouped-channel \( i+1 \) are received incorrectly, \( i \) \((1 \leq i < C)\) packets will be received correctly, and the length of the cycle is \( S+1 \) slots. Therefore, the average number of packets correctly received in one cycle, \( E_p \), is given by

\[
E_p = \sum_{i=1}^{C} \prod_{j=1}^{i} (1 - E_j) E_{i+1} + C \prod_{i=1}^{C} (1 - E_i). \quad (5.3)
\]

Meanwhile, average number of slackets in one cycle, \( E_s \), is as follows.

\[
E_s = (1 - \prod_{j=1}^{C} (1 - E_j))(S + 1)N + C \prod_{i=1}^{C} (1 - E_i). \quad (5.4)
\]

In Eq. (5.4), \( \prod_{i=1}^{C} (1 - E_i) \) is the probability that all the \( C \) packets transmitted in the first slot of the cycle are correctly received by the receiver.

Substituting Eqs. (5.3) and (5.4) into Eq. (5.1), the throughput for GCG method, denoted by \( \eta_{GCG} \), can be obtained.

\[
\eta_{GCG} = \frac{E_p}{E_s} = \frac{\sum_{i=1}^{C-1} \prod_{j=1}^{i} (1 - E_j) E_{i+1} + C \prod_{i=1}^{C} (1 - E_i)}{(S+1)N - NS \prod_{i=1}^{C} (1 - E_i)}. \quad (5.5)
\]

5.4.2 Throughput under OOK method

For OOK method, \( K \) packets are transmitted over \( K \) channels, one packet over one channel. It can be considered as a special case of GCG method. Thus,
let $C = K, E_i = e_i$, and substituting them into Eq. (5.5), the throughput under OOK method, denoted by $\eta_{OOK}$, is given by

$$
\eta_{OOK} = C + K \prod_{i=1}^{K} (1 - e_i) = \frac{K \prod_{i=1}^{K} (1 - e_i)}{(S + I)N - NS \prod_{i=1}^{K} (1 - e_i)}. \tag{5.6}
$$

For a given parameters, $e_i$ and $S$, under OOK method, using the above expression, $\eta_{OOK}$, we can compute the optimal $K$ which can get the $\eta_{OOK}$ to become maximum.

### 5.4.3 Throughput under OON method

In the same way as in the previous, OON method can be considered as the specific case of OOK method. Let $K = N$, from Eq. (5.6), the throughput, denoted by $\eta_{OON}$, is given by

$$
\eta_{OON} = \sum_{i=1}^{N-1} \prod_{j=i+1}^{N} (1 - e_j) + N \prod_{i=1}^{N} (1 - e_i) \frac{1}{(S + I)N - NS \prod_{i=1}^{N} (1 - e_i)}. \tag{5.7}
$$

Therefore, we can calculate $\eta - \eta'$ to determine that which of them is larger. By some simplifications, we get

$$
\eta - \eta' = \eta \left\{ \prod_{i=1}^{m-1} (1 - e_i) (e_m - e_n) A(m, n) \right\} \frac{1}{(S + 1)N - NS \prod_{i=1}^{N} (1 - e_i)}, \quad m \neq 1,
$$

where $A(m, n)$ is given as

$$
A(m, n) = \frac{\prod_{i=1}^{m-1} (1 - e_i) (e_m - e_n) \sum_{i=1}^{N-1} \prod_{j=i+1}^{N} (1 - e_j) + \sum_{i=1}^{m} \prod_{j=1}^{i-1} (1 - e_j) \prod_{j=i+1}^{N} (1 - e_j)}{(S + 1)N - NS \prod_{i=1}^{N} (1 - e_i)}, \quad m = 1. \tag{5.8}
$$

In the simplification of $\eta - \eta'$, the following equation is used.

$$
e_i + \sum_{k=j}^{m} \prod_{i=1}^{k} (1 - e_i) e_{i+1} + \prod_{i=1}^{m} (1 - e_i) = 1. \tag{5.9}
$$

In above expression (5.8), $\prod_{i=1}^{s} (1 - e_i) = 0$ and $\sum_{i=1}^{s} (1 - e_i) = 0$, if $s < r$. From Eq. (5.8), it is clear that $\eta - \eta' \geq 0$ for $e_m > e_n$ When $e_m = e_n$, $\eta = \eta'$. Hence, the theorem has been proved.

According to the theorem, the following lemma is obtained.

### 5.5 Channel-Grouping Algorithm for GCG Method

#### 5.5.1 Necessary condition for optimal channel-grouping

**Theorem 1** Under OON method, the $N$ channels are numbered from 1 to $N$, of which error probabilities are $e_1, e_2, \ldots, e_N$, respectively. In comparison with other sequence of the $N$ channels, if the condition $e_1 \leq e_2 \leq \ldots \leq e_N$ is satisfied, the system is most efficient, i.e., the throughput, $\eta_{OON}$, is maximum.

**Proof:** Let the throughput be $\eta$ while the error probabilities of $N$ channels are given as $e_1, e_2, \ldots, e_m, \ldots, e_n$. Here, without loss of generality, we focus on the channels $m$ and $n$ ($m > n$) and assume that $e_m < e_n$ (the error probabilities of other channels have no limitation). In this case, from Eq. (5.7), throughput, $\eta$, is given by
Lemma In GCG method, assume that the channels are distributed into G groupings, and that the error probability of the grouped-channel \( g \) is \( e_g \) \((i = 1, 2, \ldots, C)\). The grouped-channel which has a lower sequence, is assigned to transmit the packet of which the sequence number is smaller. Under the given groupings, if \( E_i \leq E_j \leq \ldots \leq E_C \) is satisfied, the throughput would get to be maximum.

5.5.2 Tree-algorithm for optimal channel-grouping

According to the lemma described above, the optimal channel-grouping must be satisfied the condition \( E_1 \leq E_2 \leq \ldots \leq E_C \). Here we assume that the number of channels is \( N \), the packet error probability of channel \( i \) is \( e_i \) for \( 1 \leq i \leq N \), and \( e_1 \leq e_2 \leq \ldots \leq e_N \). We present an efficient tree-algorithm taken to search all of the channel groupings which are satisfied the condition \( E_1 \leq E_2 \leq \ldots \leq E_C \).

Tree-algorithm: TA

Initial tree First, we make up a initial tree which consists of \( N+1 \) nodes numbered from 0 to \( N \) (Fig. 5.5(a)). The \( N+1 \) nodes have the relation that node \( i \) \((1 \leq i \leq N)\) is a child of node \( i-1 \). Node 0 is the root of the initial tree. Channel \( i \) \((1 \leq i \leq N)\) is assigned to node \( i \). Note, for simplicity, that the error probability of node \( i \) means the error probability of the grouped-channel included in node \( i \). Therefore, the error probability of node \( i \) of the initial tree is \( e_i \). We assume that \( e_0 = 0 \). Let Num denote the number of the nodes in the tree, i.e., \( Num = N+1 \).

\( (A) \) Let \( r \) represent the leaf-node in the initial tree, that is \( r = N \).

\( (B) \) mark node \( r \); let \( i = \text{node } r \), \( j = \text{the parent of node } i \), and \( h = \text{the parent of node } j \).

\( (C) \) Generate a grouped-channel \( x \) which consists of the channels included in nodes \( i \) and \( j \). Denote its error probability by \( e_x \).

\( (D) \) Denote the error probability of node \( h \) by \( \omega \), if \( e \leq \omega \) \{ let \( h = \text{the parent of node } h \), go to \( (D) \); \}

\( (E) \) if \( e > \omega \) \{ generate a node \( y \) representing the grouped-channel \( x \); make node \( y \) as a child of the node \( h \); assign the number of Num to this child node; \( pt = \text{Num} \); execute M-copy; \}

\( (F) \) if \( j = 0 \) (the number of the root), \{ \( i = \text{the parent of node } j \), \( h = \text{the parent of node } i \); \( j = \text{the parent of node } j \);

\( (G) \) if \( j > 1 \) go to \( (C) \);

\( (H) \) if \( i = 1 \) \{ \( M \)-copy \}

\( (I) \) if \( V \) is not leaf-node and not node \( i \), \{ \( Num = Num+1 \);

\( (J) \) if \( V = \text{leaf-node } r \) then \{ terminate the tree-algorithm TA; \}

\( (K) \) else \{ go to \( M_1 \); \}

\( (L) \) if \( V \) is not leaf-node and not node \( i \), \{ \( Num = Num+1 \);

\( (M) \) generate a node \( b \) which is a copy of node \( V \), assign the number \( Num \) to node \( b \), and make it to be a child of node \( u \), \( u = \text{node } Num \);

\( (N) \) if \( V = \text{leaf-node } r \) then \{ terminate M-copy; \}

\( (O) \) else \{ go to \( M_1 \); \}
Thus every path from root to leaf-nodes in the tree provides a channel-grouping. Calculating the throughput according to Eq. (5.5) for each channel-grouping, the optimal channel-grouping can be obtained. Fig. 5.5 is a searching process used the above tree-algorithm, where $N=3$, $e_1=0.0001$, $e_2=0.01$, $e_3=0.1$. When $S=10$, channel-grouping $b$ is optimal one, where the channels are grouped as $\{(1),(2,3)\}$. The maximal throughput is 0.659018.

Note that in the above tree-algorithm, some channel-groupings would appear more than once. We call the channel-grouping which has appeared redundant channel-grouping. Example, in Fig. 5.5(e), from the grouping $\{(1,3),(2)\}$, grouping $\{(1,2),(3)\}$ can be obtained. On the other hand, from grouping $\{(1,2),(3)\}$, the same grouping $\{(1,2,3)\}$ is also obtained. This problem can be solved by deleting the redundant channel-grouping from the tree.

5.6 Performance Evaluation

In this section, some numerical results are shown for different channel-grouping methods developed above. In all the results we present, $N=8$, $S=10$. In the previous discussion, error probabilities of channels are assumed to be independent. In order to clearly illustrate the performance by two-dimensional graph, we assume that the error probabilities of channels are in proportion, i.e., $p=e_i/e_{i-1}$, $(2 \leq i \leq N)$. Thus, the system is characterized by the number of channels, the round-trip-delay $S$ and the error probability of channel 8.
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Fig. 5.6 Effects of different $K$ under OOK method

Fig. 5.7 Optimal $K$ vs. error rate $e_8$

Fig. 5.8 Effects of different channel-grouping methods

Fig. 5.6 depicts the throughput performance under OOK method. It shows the effects of $K$ on the system throughput. When $K=N$, the OOK method becomes OON method. Based on this figure, we can see that while the error probabilities of channels are relatively smaller, the throughput increases as $K$ increases, namely, the larger $K$, the higher throughput. However, the curves reverse in the high error areas. When the error probability of channel 8, $e_8$, is very high, all the error probabilities of the channels become large. The reverse phenomenon means that it is not profitable to use the channels of which error probabilities are very high. Therefore, under OOK method, there has an optimal $K$ which gets throughput to be maximum for a given error probabilities and $S$. Fig. 5.7 shows the optimal $K$ when $p=1.3$ and 1.5.

Fig. 5.8 shows the comparison of throughput with different channel-grouping methods. We properly adopted $K=5$ for OOK method. For GCG method, the channels are grouped as $\{(1,2),(3,4),(5,6),(7,8)\}$. In this figure, the reverse phenomenon also appeared, and the throughput has been improved markedly in the higher error areas by GCG method. At the lower error areas, however, the throughput under GCG method conversely becomes much worse.
In Fig. 5.9, we compare the throughput under the different channel-grouping methods. $\eta_{OON}$ is the throughput under OON method. $\eta_{OOK}$ shows the largest throughput under OOK method, where optimal $K$, varying with the conjugation of error probability $e_b$, is determined as the throughput gets the maximum. It gives us an example how to determine the optimal $K$ while communication environment permits the OOK method. The $\eta_{MAX}$ shows the maximal throughput by adopting the optimal channel-grouping obtained in terms of the tree-algorithm. From this figure, we see that the throughputs, $\eta_{OON}$, $\eta_{OOK}$ and $\eta_{MAX}$, are identical in the low error areas. It is true because the OON, OOK and GCG methods become as a same grouping method in lower error areas. On the contrary, in the higher error areas, the differences of throughput among the different channel-grouping methods are very significant. The throughput is extremely improved by the optimal channel-grouping method.

Here we summarize the above discussion as three points. First, the throughput is improved by adopting multiple parallel channels (Fig. 5.6). Second, there has no universal channel-grouping which can get maximal throughput in any error probabilities. Third, however, for a given error probabilities, the optimal channel-grouping exists and can be searched by the tree-algorithm developed above.

Finally, we emphasize that the optimal channel-grouping also can be forcibly searched without our efficient tree-algorithm. But the computational time is very long. For instance, using the workstation Sun-4LC (12.5MIPS), when $N=8$, $S=10$, it takes about two hours to search one optimal-grouping if we forcibly search all the combinations of the $N$ channels. However, it only takes several seconds if adopting our tree-algorithm.

5.7 Conclusions

In this chapter, we have developed a multiple-parallel-channel system to improve the throughput and to enhance the packet error tolerance under Go-Back-N ARQ error control scheme, and we have presented three channel-grouping methods: (a) One packet is assigned to one channel at each time based on the packet's sequence number, and all the $N$ channels are used (OON method). (b) One packet is assigned to one channel but only the first $K$ channels are used (OOK method) under consideration that usage of the worse channels would result in more retransmissions. (c) General-channel grouping (GCG method) in which a grouped-channel is used to transmit one packet and its copies at a time.

We have analyzed the throughput for different channel-grouping methods, and then discussed the channel-grouping methods under the measure of the throughput and given an efficient tree-algorithm to search the optimal channel-grouping.

The numerical results show that the throughput would be extremely improved, especially, when packet errors are relatively higher, and that there does not exist a universal optimal channel-grouping which can cope with any error probabilities. At a given error probabilities, however, there exists an optimal channel-grouping which can make throughput to become maximal.

The approaches developed in this paper are fascinating under the assumption that the errors of channels are observable. It can be solved by monitoring the channels to provide error probabilities to the transmitter. Based
on this knowledge, the transmitter can search the optimal channel-grouping to adapt the different environments.

6 Dynamic GBN-ARQ Scheme on Two-Parallel Noisy Channels System

6.1 Introduction

In chapter 5, a multiple-parallel channels system has been proposed under GBN-ARQ error control scheme. There, the usage of the multiple channels, i.e. channel-grouping measured by the throughput, mainly has been discussed. Besides the throughput, another measurement defined as buffer occupancy (or packet delay) is also used to evaluate system performances. The buffer occupancy is usually defined as the number of packets in transmission buffer observed. Generally speaking, under the same traffic circumstances, the buffer occupancy will decrease as the throughput increases. However, the buffer occupancy under error control scheme A may be different with that under error control scheme B even if the throughput of scheme A is same as that of scheme B. This will be certified later in this chapter.

Unlike the throughput analysis, the analysis for the buffer occupancy is more difficult because it is dependent upon the packet arrival pattern as well as upon the error control scheme. In this chapter, instead of a n-parallel channels system, a two-parallel channels system will be considered because the buffer occupancy for n-parallel channels system is very difficult or even impossible. The buffer occupancy of the two-parallel channel system for both the static and dynamic packet assignment rules will be analyzed under assuming that packets arrive at the transmitter according to Poisson process.
6.2 Protocol of 2-Parallel Channels System

The system model considered in this chapter is depicted in Fig. 6.1. The transmitter is connected to the receiver over 2-parallel channels, called channel 1 and channel 2, of which the error probabilities are assumed to be \( e_1 \) and \( e_2 \), respectively. The time axis is divided into packet-sized slots and numbered by integer. Thus it needs one slot to transmit a packet. Without loss of generality, assume that \( e_1 \leq e_2 \), and the two-parallel channels have the same round-trip delay, \( S \) slots. The transmitter has an infinite buffer used to temporarily store the arrival packets. The packet arrives at the transmitter according to Poisson process with arrival rate \( \lambda \). Packet arrivals occur at the end of the slots. The GBN-ARQ scheme is used to handle the transmission errors. If the transmitter receives a NAK, the NAK’ed packet and the succeeding packets whose sequences are greater than that of NAK’ed packet, will be immediately retransmitted. The packets arrived at the receiver are checked for errors, and the receiver sends back the corresponding acknowledgment packet over an error-free backward channel. An acknowledgment packet is used to acknowledge all the packets received during a slot. As the packet assignment rules, the static and the dynamic packet assignment rules will be considered.

![Fig. 6.1 A communication system with 2-parallel channels](image)

6.2.1 Static packet assignment rule

The static packet assignment rule is to assign packets to channels based on the packet sequence number and the error rates of channels. The lower sequence packet is transmitted over higher quality channel, i.e., over channel 1.

6.2.2 Dynamic packet assignment rule

If there is only one packet in the buffer waiting for transmission, it is transmitted over channel 1, and channel 2 is idle at this time. This operation is illustrated in Fig. 6.2(a), where packets waiting for transmission will be served based on FCFS (First-Come First-Service) basis. At the end of this slot during packet 3 arrives, only packet 3 is waiting for transmission, packet 3 is sent over channel 1, and at this time channel 2 is idle.

![Fig. 6.2 Packet assignment rules](image)
transmission, the operation is same as that of static rule, i.e., the transmitter sends the lower sequence packet to channel 1 and the higher sequence one to channel 2. The operation is illustrated in Fig. 6.2(b).

### 6.3 Buffer Occupancy Analysis

In this section, we analyze the buffer occupancy under static and dynamic packet assignment rules. The buffer occupancy is defined as the number of the packets (including the packets waiting for transmission and the packets waiting for retransmission) in transmission buffer at the end of a slot. First, we set up a state equation, and then get the generating function (g.f.) of state probabilities. Finally, the buffer occupancy is obtained by using the g.f.

We begin by observing the system state. Here we observe the system state at the end of such slots in which at least one of the transmitted packets will be correctly received and delivered by the receiver. For convenience, the instant at the end of such a slot is defined as observing point (Fig. 6.2).

Let $p_m(i)$ and $p_{m+1}(i)$ denote the probabilities that there are $i$ packets in the transmission buffer waiting for transmission at $m$-th observing point corresponding to static and dynamic assignment rules, respectively.

For convenience, the following notations are introduced (Fig. 6.3):

- $l$ and $J$: the number of packets in the transmission buffer at $m$-th and $(m+1)$-th observing points, respectively.
- $D$: the distance (in slots) between $m$-th and $(m+1)$-th observing points.
- $v$: the distance (in slots) from $m$-th observing point to the beginning of the next transmission. Notice that if $l=0$, then $v=1$ (Fig. 6.3(a)), and if $l>0$, then $v=0$ (Fig. 6.3(b)).

Moreover, if $l=0$, then $v=1$. Assume $v=r+1$, where $r$ indicates the number of slots during which no packets arrive at the transmitter, and "1" represents this slot in which there are some arrivals. Let the number of arrivals be $l$.

- $k$: the arrivals within the next $uT$ slots.
- $n$: the arrivals during the last slot, i.e., during the successful transmission slot just before $m+1$ observing point.
- $y$: the number of the correctly transmitted packets in last slot, i.e., $y=1$ or 2. Therefore, the following relationship is clear

$$J = l + l + k + n - y.$$  \hspace{1cm} (6.1)
The above analysis is suitable for both the static and the dynamic packet assignment rules. To obtain the state probability equation, we first consider the static rule, and then consider the dynamic one.

(A) For static packet assignment rule

Considering the three cases: \( i = 0, i = 1, i = 2 \) and all the conditions which satisfy Eq. (6.1). Using the state analysis method, the following state probability equation can be obtained for the static packet assignment rule:

\[
 p_{n+1}(j) = \left[ \sum_{k=0}^{\infty} a_n(0) \sum_{i=0}^{\infty} a_i(1) a_{i+k}(0) a_i(j)(1-e_i)e_i^* \right] p_{n,i}(0) + \left[ \sum_{i=0}^{\infty} \sum_{k=0}^{i} a_i(1) a_{i+k}(k) a_i(j-k)(1-e_i)e_i^* \right] p_{n,i}(1) + \left[ \sum_{i=0}^{\infty} a_i(1) a_{i+1}(j-i+2)(1-e_i)(1-e_j)e_j^* \right] p_{n,i}(i),
\]

where, \( a_n(k) \) denotes the probability that there are \( k \) packets arrived in \( n \) slots. Based on the Poisson arrival process, \( a_n(k) \) is expressed as

\[
a_n(k) = e^{-\lambda n} \frac{(\lambda n)^k}{k!}.
\]

(B) For dynamic packet assignment rule

In equilibrium state, \( m \to \infty \), \( p_{m,i}(0) \to p_s(0) \), \( p_{m,i}(i) \to p_s(i) \). Thus the Eq. (6.2) can be rewritten as

\[
p_s(j) = \left[ \sum_{i=0}^{\infty} a_s(0) \sum_{i=0}^{\infty} a_i(1) a_{i+k}(0) a_i(j)(1-e_i)e_i^* \right] p_s(0) + \left[ \sum_{i=0}^{\infty} \sum_{k=0}^{i} a_i(1) a_{i+k}(k) a_i(j-k)(1-e_i)(1-e_j)e_j^* \right] p_s(1) + \left[ \sum_{i=0}^{\infty} a_i(1) a_{i+1}(j-i+2)(1-e_j)(1-e_i)e_i^* \right] p_s(i),
\]

For dynamic assignment rule, the difference is that when only one packet in buffer waiting for transmission, this packet is transmitted over channel 1 and its copy over channel 2 at a time. Using the same method as that for static rule, the state equation is given by
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\[ P_d(j) = \sum_{r=0}^{\infty} a_r(0) \left\{ (e^2 e_j)^r a_{r+1}(0) a_r(1) (1 - e_j e_j^{-1} a_{r+1}(j - l)) + \sum_{r=2}^{\infty} (e^2 e_j)^r a_{r+1}(0) a_r(1) (1 - e_j e_j^{-1} a_{r+1}(j - l + 1)) \right\} p_d(0) \]

\[ + \sum_{r=1}^{\infty} a_r(0) \left\{ \sum_{r=0}^{\infty} a_r(1) (1 - e_j e_j^{-1} a_{r+1}(j - l + 2)) p_d(0) \right\} \]

Furthermore, \( A_s(z) \) denotes the generating function of \( a_s(i) \). It is given by

\[ A_s(z) = \sum_{i=0}^{\infty} a_s(i) z^i = e^{z(1 - e_j^{-1})} \]

Taking the generating function about (6.4'), \( P_s(z) \) is given by

\[ P_s(z) = \Phi_s(z) \left( \frac{1}{\Theta_s(z)} \right) \]

where \( \Phi_s(z) \) and \( \Theta_s(z) \) are given as follows;
\[
\Phi_s(z) = \frac{a_1(1)}{1-a_1(0)} \left[ \frac{e_1^2 e_2^{2T} (A_s(z) - a_t(0)) Q_s(z) (e_1 + (1-e_1) z^{-1})}{1-e_1 e_2 e^{2T} A_s(z)} \right] p_s(0) \\
+ \frac{1-e_1 e_2 e^{2T} A_s(z)}{1-e_1 e_2 e^{2T} A_s(z)} p_s(0) \\
+ \frac{1}{1-a_1(0)} \left[ (A_s(z) - a_t(1) z - a_t(0)) Q_s(z) (e_1 z^{-1} + (1-e_1) z^{-2}) \right] p_s(0) \\
+ \frac{e_1^2 e_2}{1-e_1 e_2 e^{2T} A_s(z)} (A_s(z) - a_t(0)) Q_s(z) (e_1 + (1-e_1) z^{-1}) p_s(1) \\
+ \frac{1-e_1 e_2 e^{2T} A_s(z)}{1-e_1 e_2 e^{2T} A_s(z)} (p_s(1) + p_s(0)) (e_1 z^{-1} + (1-e_1) z^{-2}) Q_s(z),
\]

\[
\Theta_s(z) = 1 - (1-e_1 z^{-1} + e_1 z^{-2}) Q_s(z).
\]

According to the properties of generating function, and using primes to denote derivatives \((F' \text{ and } F'')\) are the first and second-order derivatives of \(F(z)\) with respect to \(z\) by setting \(z=1\), respectively), the average buffer occupancy, i.e., the average number of packets in transmission buffer at the observing point in steady state, \(E[L_s] \) and \(E[L_d]\), can be obtained;

\[
E[L_s] = \left. \frac{dP_s(z)}{dz} \right|_{z=1},
\]

\[
E[L_d] = \left. \frac{dP_d(z)}{dz} \right|_{z=1}.
\]

There are two unknown \(p_d(0)\) and \(p_d(1)\) in expression (6.12), \(p_d(0)\) and \(p_d(1)\) in (6.12'). We make a set of equation to get them.

Using the boundary condition \(p_s(z)\) \(|_{z=1} = 1\), i.e., \(\sum_{i=0}^{\infty} p_s(i) = 1\), the following equation is obtained from (6.13).

For dynamic assignment rule, \(p_s(z)\) \(|_{z=1} = 1\) from (6.6'), we get

\[
\frac{a_1(1)}{1-a_1(0)} \left[ \frac{e_1^2 e_2^{2T} (A_s + (1-a_t(0)) (Q_s - (1-e_1)))}{1-e_1 e_2 e^{2T} A_s} \right] p_d(0) \\
+ \frac{1-e_1 e_2 e^{2T} A_s}{1-e_1 e_2 e^{2T} A_s} p_d(0) + \frac{1}{1-a_1(0)} \\
\left[ (A_s - a_t(1)) + (1-a_t(1) - a_t(0)) [Q_s - e_1 - 2(1-e_1)] \right] p_d(1) \\
+ \frac{e_1^2 e_2}{1-e_1 e_2 e^{2T} A_s} (A_s + (1-a_t(0)) (Q_s - (1-e_1))) p_d(1) \\
+ \frac{1-e_1 e_2 e^{2T} A_s p_d(1) - p_d(1) - (p_d(1) + p_d(0)) [Q_s - e_1 - 2(1-e_1)]}{1-e_1 e_2 e^{2T} A_s} \\
= 2(1-e_1) + e_1 - Q_s.
\]

To obtain \(p_s(0), p_s(1), p_d(0)\) and \(p_d(1)\), we need other equations besides equations (6.13) and (6.13'). In expressions (6.6) and (6.6'), the \(P_s(z)\) and \(P_d(z)\) are two generating function of \(p_s(i)\) and \(p_d(i)\) \((i=0, 1, \ldots, \infty)\), respectively. Thus, \(P_s(z)\) and \(P_d(z)\) must be analytical functions of \(z\) in the unit circle of complex plane, i.e., the \(z\)-plane [72]. Therefore, the zero points of \(\Theta_s(z)\) or \(\Theta_d(z)\) in the unit circle must be the zero points of \(\Phi_s(z)\) or \(\Phi_d(z)\). It is clear that \(z=1\) is one zero point of \(\Theta_s(z)\) or \(\Theta_d(z)\). Let \(z_1\) be another zero point of \(\Theta_s(z)\) or \(\Theta_d(z)\) in
the unit circle, and $z_1$ must be a zero point of $\Phi_s(z)$ or $\Phi_d(z)$. From (6.7) and (6.8), we get the following equations.

\[
1 - (1 - e_1)z_1^2 + e_2 z_1^{-1} = 0,
\]

(6.14)

\[
\begin{align*}
&\left\{ a_1(1)A_s(z_1) \frac{1 - e_1}{1 - e_1 e^{z_1}} + \left( Q_s(z_1) - 1 \right) \left( 1 - e_1 e^{z_1} \right) \right\} a(1) (1 - e_1)z_1^{-1} + \left( 1 - e_1 e^{z_1} \right) A_s(z_1) \\
&+ \left( 1 - e_1 e^{z_1} \right) \left[ (1 - e_1)z_1^2 + e_2 z_1^{-1} \right] (A_s(z_1) - a_1(1)z_1 - a(0)(Q_s(z_1))) - \frac{p_s(0)}{1 - a_1(0)} \\
&+ \left( 1 - e_1 e^{z_1} \right) \left[ (1 - e_1)z_1^2 + e_2 z_1^{-1} \right] (1 - e_1 e^{z_1}) \left( Q_s(z_1) \right) \left( 1 - e_1 e^{z_1} \right) = 0.
\end{align*}
\]

(6.15)

For dynamic assignment rule, $\Phi_d(z_1) = 0$, from (6.7) and (6.8'), we get

\[
\begin{align*}
&\frac{a_1(1)}{1 - a_1(0)} \left\{ \frac{e_2 e_1}{1 - e_1 e^{z_1}} (A_s(z_1) - a_1(1)z_1 - a(0)(Q_s(z_1)) (e_2 + (1 - e_1)z_1^{-1}) \\
&+ \frac{e_2 e_1}{1 - e_1 e^{z_1}} A_s(z_1) \right\} p_s(0) \\
&+ \left( 1 - e_1 e^{z_1} \right) \left[ (1 - e_1)z_1^2 + e_2 z_1^{-1} \right] \left( A_s(z_1) - a(1)z_1 - a_1(0)(Q_s(z_1)) \right) (1 - e_1 e^{z_1}) \\
&+ \frac{e_2 e_1}{1 - e_1 e^{z_1}} \left( A_s(z_1) - a(1)z_1 - a_1(0)(Q_s(z_1)) \right) (e_2 z_1^{-1} + (1 - e_1)z_1^{-1}) p_s(0) \\
&+ \left( 1 - e_1 e^{z_1} \right) \left[ (1 - e_1)z_1^2 + e_2 z_1^{-1} \right] \left( Q_s(z_1) \right) \left( 1 - e_1 e^{z_1} \right) = 0.
\end{align*}
\]

(6.15')

Therefore, $p_s(0)$, $p_d(1)$, $p_s(0)$ and $p_d(1)$ are found by solving Eqs. (6.13), (6.15), (6.13') and (6.15'). The average buffer occupancy can be obtained by (6.12) and (6.12').

### 6.4 Performance Evaluation

In this section, we first gives the throughput, and then discuss the performance of the buffer occupancy for static and dynamic rules by terms of the analytical results described above.

#### 6.4.1 System throughput

To compare the static rule with dynamic one, we first give the system throughput. Generally, the system throughput represents the system's ability of supporting traffic volume. The dynamic rule can be considered as an improved one of the static rule, i.e., the dynamic rule efficiently uses the idle channel appeared in the static rule. Thus if assuming that the transmission buffer is always full, the throughput of dynamic rule is same as that of static one. From (5.7) of chapter 5, for both static and dynamic rules, the throughput, $\eta$, is easily given by

\[
\eta = \frac{(1 - e_1) e_2 + 2 (1 - e_1)(1 - e_2)}{2(S + 1) - 2S(1 - e_1)(1 - e_2)}.
\]

(6.16)
Note that $e_1 + e_2 \geq e_1 e_2$ due to $0 \leq e_1, e_2 \leq 1$. Based on Eq. (6.16), we can easily prove that the throughput $\eta$ decreases as round-trip-delay $S$ and/or error rate $e_1 (e_2)$ increase. These properties are illustrated in Fig. 6.4.

### 6.4.2 Buffer occupancy

Fig. 6.5 shows the average buffer occupancy for both static and dynamic rules as a function of the packet arrival rate. Here we assumed that the round-trip-delay $S$ to be 20. According to this figure, the average buffer occupancy increases as packet arrival rate $\lambda$ increases, and the buffer occupancy performance of dynamic rule is better than that of the static one. Fig. 6.6 gives the comparison of the static and the dynamic rules, where $E[L_d]/E[L_s]$ denotes the proportion of the average buffer occupancy under the dynamic rule to that under the static rule. From the two figures, it is clear that the buffer occupancy is remarkably improved by the dynamic rule (surely the packet delay, which is defined as the time from the arrival of a packet at the transmitter to the correct acceptance at the receiver, also is improved remarkably). The $E[L_d]/E[L_s]$ approaches to 1 as arrival rate $\lambda$ becomes very high. It is true because, when $\lambda$ is very high, channel 2 is seldom idle, the dynamic rule is equivalent to the static one.
Fig. 6.7 shows the average buffer occupancy as a function of error rate $e_2$. Clearly, the buffer occupancy increases as the round-trip-delay and/or error rate $e_2$ increase. Fig. 6.8 shows the improvement of the buffer occupancy performance by using the dynamic rule. From the two figures, it is clear that: (1) $E[L_d]/E[L_s]$ is equal to about 1 when error rates are very low ($<10^{-4}$). This phenomenon can be interpreted as, while the error rates are very low, the errors rarely occur, so sending a packet over channel 1 has the same efficiency as sending this packet over channel 1 and its copy over channel 2, i.e., it is efficient to transmit a packet only over channel 1 even if channel 2 is idle when the error rates are very low; (2) when the error rates are very high ($>10^{-2}$), $E[L_d]/E[L_s]$ rapidly approaches to 1. This phenomenon can be interpreted as while the error rates become very high, the errors occur frequently, the length of packets waiting for transmissions in transmission buffer becomes very long, so channel 2 is seldom idle, the dynamic rule is equivalent to the static one; (3) the buffer occupancy is improved by the dynamic rule when the error rates are not so low and not so high.

Fig. 6.7 Average buffer occupancy

6.5 Conclusions

In this chapter, a two-parallel channels system model under Go-Back-N ARQ scheme has been proposed, and the average buffer occupancy has been analyzed by means of setting a state equation under the static and dynamic packet assignment rules. The numerical results show that although the throughput for the static rule is same as that for the dynamic rule, the buffer occupancy for the dynamic one is remarkably different from that for the static one. The average buffer occupancy has been reduced by using the dynamic rule. Based on our analysis for 2-parallel channels system, we believe that the analysis method and the results are useful to $n$-parallel channels system ($n>2$).
Summary and Future Works

In communication systems, it would be ideal if an uniform control scheme could be applied across all communication environments. However, this is extremely difficult or even impossible. So, taking into account various communication environments, in this thesis, a priority control for multiclass traffic and some novel ARQ error control schemes (i.e., block SR-ARQ scheme in high-speed communication environments, ARQ schemes in dialogue communication and GBN-ARQ scheme in multiple-parallel channels system) which had not been settled so far, have been studied. By analyzing the system performances, the following results and new knowledges have been obtained.

(1) In multiclass traffic system, the influence of the burstiness of the arrivals from the priority source is very strong on the system performances such as the cell delay and the discard probability. Chapter 2 shows that the cell discard probability for the priority sources (bursty sources) and the cell delay for the non-priority sources increase as the traffic density increases. Especially, the discard probability changes with the bursty duration although the traffic density is constant; and the cell delay of the non-priority is not affected by the variation of the bursty duration if the traffic density is constant.

(2) In Chapter 4, a block SR-ARQ error control scheme has proposed to reduce the defective influences of protocol processing overhead time which occurs in high-speed communication environments. The results shows that the performances (the system throughput and packet delay) of our block SR-ARQ are much better than that of basic SR-ARQ.

(3) In Chapter 3, the influences of the switching and thinking times on the throughput in dialogue communication system over half-duplex transmission
line have clarified. It has been shown that there exists an optimal k which enables to maximize the throughput. Also, the optimal k has been obtained.

(4) In chapters 5 and 6, the throughput of a parallel-channel system has been analyzed, the channel-grouping method has been discussed, and a tree-algorithm used to seek out the optimal channel-grouping has been proposed. The results shows that by using the optimal channel-grouping, the system throughput is much better than that by using the existing channel-grouping (i.e., OON method). Furthermore, in chapter 6, a dynamic packet assignment rule has been proposed to efficiently use the idle channels in static packet assignment rule. Numerical results show that the different packet assignment rules would strongly influence the buffer occupancy even if their throughputs are mutually equivalent.

In this thesis, we have analyzed a priority control discipline and implemented the ARQ schemes to some communication systems. The common assumption in ARQ schemes which have been considered in this thesis, is that the packet errors are mutually independent. This is suitable in many cases because the errors are caused by many unpredictable reasons [87]. Accurately modeling for errors in transmission channel is very difficult. Considering the correlation among errors, some related error models have been presented [87], such as Gilbert’s model [69], McCullough’s model. Modeling for errors in high-speed transmission channel should be future works. In the system considered in this thesis, there are no others node (or multiplexer) between the transmitter and the receiver. The error control scheme in such systems is called link-by-link scheme in other literatures [68, 86]. If the transmitter and the receiver are not adjacent, i.e., the transmitter does not directly connect to the receiver, but connected each other through other nodes. The error control scheme in such systems is called end-to-end scheme. Recently, the high-speed communication networks, such as ATM, have been receiving great attention for transmitting various traffic. The end-to-end error and traffic controls should be the next interesting works.
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