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1. Introduction. In Takeuchi [4] higher order asymptotic risk suffi-
ciency of maximum likelihood estimator has been discussed. In this paper
we try to find some relations between asymptotic risk sufficiency with a special
loss function and asymptotic sufficiency in a local sense.

Let P,={P, ,; 6 =8} be a family of probability distributions on a measurable
spacc (¥, JA,) with an index set ® which is a subset of an Euclidean space with
the usual norm | -|. For a sub o-field C of A, real number c=0 and 6, §'€0
let 7&(c: 0, §")=inf (l—{—c)“‘{I—EPG'”(¢)+CEP0,',I(¢); ¢ are C-measurable statis-
tical test functions on X}. We note that r{(c: 6, 8’) means the Bayes risk of
statistical problem of testing a hypothesis ‘P, , is true’ against an alternative ‘P, ,,
is true’ with experiment (2, C, {Py.,, Ps ,} ) relative to a prior probability distri-
bution (¢/(14-¢), 1/(1+c¢)) on {@’, 6} provided that the loss function is simple.

Let {B,;n=1, 2, ---} be a sequence of sub o-fields of { 4,}(B,CA,). In
this paper we give a sufficient condition about the Bayes risk 72~ for {@®,} to be
higher order locally asymptotically sufficient sequence of o-fields. More
precisely our main result in this paper is the following: Under some condi-
tions if for some positive number « sup sup sup {r3n(c: 6, 6%)—

¢>0 0*cK 0 : n1/2 |0—0%|<b
ri™(c: 6, 0%)} =o(n~") for every b>>0 and every compact subset K of ®, then for
every @ satisfying 0<@<3"'a{4,} is locally asymptotically sufficient for {P,}
with order o(n™?) in the sense that for each n=1, 2, .-- and each 6,0 there
exists a family {Qf,; 08} of probability distributions on (2, A,) for which
2P, is sufficient o-field and that for every 6>0
— 0% — o(n-P

6: nx/zsllalgaolgbnpo'" Qatll g, = or™")
uniformly in , over every compact subsets of ®. Here ||-|| 1, means the total
variation norm over .A,.

We have discussed such a problem in the case @=8=0 in Suzuki [3] under
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non-local situation. In LeCam [1], Chap. 5 he discusses some relations between
insufficiency and deficiency in his terminology.

In Section 2 some auxiliary results about the order of asymptotic suffi-
ciency are proved. The main theorem is stated and followed by some discus-
sions about the asymptotic sufficiency in non-local sense in Section 3.

2. Auxiliary results. For each neN=/{1, 2, .-} let P,={Py,,; 6=06}
be a family of probability distributions on a measurable space (X, .4,) with an
index set ®. For a subset U(%=¢) of ® we shall denote by P/ the totality of
P, ’s satisfying §= U. We assume that for each neN P, is dominated by a o-
finite measure u, on (X, J,). The probability density function of Py, relative
to u, will be denoted by p,(x, §). Without loss of generality we assume in the
following that u, is a probability measure on (¥, A,). For each 6,0'€® let
Su8)={x; pu(x, 0)>0} and let hy(x; 0, 0")=p,(x, 0)p,(x, 6') if x = S,(8"), =+ oo
if x€8,(0)NS,(0'), =1if xS,(0)°'NS,(0')°. Weput B,(0, 0")=P, ,{S.(0")}.
For each 0, ’=0 and real number s=1 we define

Ja(s:0,0") = Ep,, [{hi(x;0,0)}°].

We note that 8,(6, ") = 1—J,(1: 0, 6').
Let {U,} be a sequence of nonempty subsets of ®. For {U,} we consider
the following assumption.

AssuMPTION 1. There exist a sequence {0}},cy(0¥<U,) and a positive
number ¢y such that

(a) For every s=1
lim sup sup J,(s: 6, 0F)<oo,
b—oo 0U,

(b) sup ﬁn(ey 0?) = O(n_y) .
6 U,

For a sub o-field C of .4, we denote by ®(C) the family of C-measurable
statistical test functions on ¥. For each 4, 8’ ® and each real number ¢=0
we define

7€(c: 6,0") = inf (14+-0) {1—Ey,  (#)+¢Er,y,, ($); D)} -

Let {8,} be a sequence of sub o-fields of {A4,} (B,CA,). Foreach 0B
define ,(x, 0)=E, [p,(%, 6)|B,] the conditional expectation of p,(, 8) given B,
with respect to u, and put S,(0)={x;p,(x, 6)>0}. For 9,6'€0O define g,
(%; 0, 0")=P.(x, 0)/B.(x, 0") if x&Si(8'), =+ if x&S,(8')NSHH), =1if x&
S4(6')°NSYH). For ¢c>0 and §>0 let E,(c, 8, 8)={x; g,(x; 0, ) <c<c+d=
ha(x; 0, 05)} and Ej(c, 8, 8)= {x; g.(x; 0, 0X)>c>c—8>h,(x; 0, 6F)} .
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Proposition. Suppose that for some posilive number o and a sequence {0¥} ,en

(6x€U,)
(2.1) sup sup {r3x(c: 0, 0¥)—rt(c: 6, %)} = o(n™").
c>0 0eU,
Then we have
(2.2) sup 8(14-¢) ' A, (¢, 8) = o(n™"), and
¢>0,0>0
sup 8(14-¢)7! Mi(e, 8) = o(n™")
¢>0,0>0

where \,(c, 8)= sup Py* (E,(c, 0, 8)) and (¢, 8)= sup Py (E1(c, 0, §)).
e U, 0= U,

This proposition can be proved in the same way as the proof of the first
and second steps of Theorem 1 in Suzuki [3]. So we shall omit the proof of
the proposition.

Theorem 1. Suppose that Assumption 1 is satisfied with a sequence {0F} ,cn
and v>0, and that {B,} has the property (2.1) with 83>0. Then for every B
satisfying 0<R<37'a and B=1, {DB,} is asymptotically sufficient for {PJ} with
order o(n~P) in the following sense : For each nE N there exists a family {q,(x; 0, 6¥);
0= ®} of probability density functions on (X, A,) relative to p, such that

(1) each g, can be factorized as follows :
9.(x; 6, 05) = r.(x; 6, ) p,(x, )

where r, is a B,-measurable function, and

i) sup [ 1245 6)—a.(x3 0, 63) | dpy = 0(n).
b, I¥

Proof. We shall divide the proof into several steps.

The first step. Suppose that Assumption 1 is satisfied with a sequence
{0%} ,en and v>0, and that {B,} = has the property (2.1) with a>0. Let 8
be any number satisfying 0<<B8<37'a and B=v9. Take & be any number
satisfying 0<<§,<<37'-(¢—38). Let a,=n"*(log n)™}, m,=n"+ and i,=[m, a;']
+1 where [a] means the maximum integer not exceeding a. Put (y,=)%,
(x; 0, )= hu(x; 0, 6)—gu(%: 6, O2) |, (v2=) Va(%; 6, 07)= | hulx; 0, OF)— Iy ()
gx(%; 0, 6%)| and

px(6,65) = |, vilw; 6, 63) dPs,

where W,=W,(0, 0¥)= {x; g,(x; 0, 6¥)<m,} and I, means the indicator func-
tion of W,.
We have
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up pa(6, 0 sup | 1y Ptk sup | (e 0, 62) dPy, = JE+]E*
6< U, 0 U, Ws bcU, 'Wx

(2.3) and J¥ = sup S Vs dPy =a,+ sup S VadPg , = a,+1,
0 Uy IWa 0 Uy ) Dn Wy "
(D, = {x; vu2at}) .

Furthermore we have

 VadPi+ sup | v, dPg,
6

] e Uy n

I, = sup S Va dPgt = sup S
0 U, DWW, U,

where W)= {x; h,(x; 6, 0¥)<m,}, W,=W,NW!, and W*=W,n (W, .
The second step. It holds that

2ipy-2

I} = sup s . fy,,dPo 2= 2 sup S 7. AP,
0 U, I Dul¥ i=1 gy, IBi
2ip-3
(2.4) + 3 sup g ¥, dPy.,
=0 je U, vCi
=I,’,.1—I-I,ﬁ,2

where B;= W, N {x; h,(x; 0, 05)=27Yi+1) a,, 2.(%; 6, 0F)<27'i @,} and C;=
VT/,, N {x; k,(x; 6, 6%)<27'(i+1) a,, g,(x; 0, 0F)=27'(i+2) @,}. Using the pro-
perty (2.2) in Proposition we can evaluate I} ;(i=1, 2) as follows. Taking ac-
count of 36, <a—38 we have

2ig—-2

nl— E SUP s ‘YndPof,,n
=1 e U,

<2i,m,[ sup sup Py {x; hy(x; 0, 65)=27'(i+1) s

1Si2-2 g,

8u(x; 0, 6:)<27'i a,} ]

(2.5) <2,m,[ sup A,(27'ia,, 27'a,)]
1<i<2iy-2
=4, m,[ sup o'(14+27 7 et,) n™" 93] (97 = o(1))
1<i<2in-2
<4iim,n""y,
<A,-n~*2-3)(log n)* 9, (A, is a constant)
=o(n7P).

Similarly we have

(2.6) I ,=o0(n"").
Thus from (2.4) and (2.5) we have

(2.7) IL=o0(n"").
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The third step. Next we evaluate I} as follows. For every s>1 we have
I}’ = sup S . YndPg: ,< sup

€Uy, IWa 0 U, S‘hn>'"n
< (m, )= sup J,(s: 6, 6F).
o U,

) hn(x7 0’ 0:1") dPO:,n

Hence we have
I S Ays) (m,)' =5 = Ay(s) nt=9"

where A,(s) is some constant depending only on s. We can choose s>1 large
enough so that

(2.8) I} =o(n®).
From (2.7) and (2.8) we have

I,=o(n").
Hence from (2.3) we have

J¥=o(").

Put W}/= {x; h,(x; 0, 0F)<27'm,}. Then we have

Rk — R (x5 0, 0F) dPy,
Jre=gup | (s 0, 68) dP;

(2.9) < sup Sw‘nw” h(x; 0, 0%) dP, ,+ 082% S e wehi(x;0,0F)dPy,

o U, W (W,)
=<27'm, \y(m,, m,,/2)+(m,,/2)‘"‘0sup Ja(s: 0, 6F).
eU,

The first term on the right hand side is of order o(n"#) by Proposition. The
similar consideration as the evaluation of I’ implies that the second term of
(2.9) is also of order o(n"#) for sufficiently large number s. Thus we have

JE* = o(?).
Hence it follows from (2.3) that

(2.10) 3p a0, 08) = o™

The fourth step. Let a,(6, 0,’!‘)———[8% Iy.(x) g.(x; 0, 0F) dPg: , ] (= o0) and
let 7,(x; 0, 0%)=a,(0, 0F) Iy (x) g.(x; 0, 0F) if a,(0, 6¥)<oo ,=1 otherwise. De-
fine q,(x; 0, 6%)=r,(x; 6, 0F) p,(», 8F) and let Qf7, be the probability distribution
on (¥, A,) with density g,(x; 6, 8F) relative to u,. We note that B, is suffi-
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cient g-field for the family {Q%,; =8} by the factorization theorem. It follows
from (2.10) that there exists n, such that a,(6, §5)<<co for every n=n, and every
0 U,. Therefore we can assume without loss of generality that a,(, 8F)<<oco

for every 6 U, and every n=1.
Under this circumstances we have

1Pes— O8Iy, = [ oo 223, 0)— a3 6, 62) | disy
<[ V5 05 03)—a,(0, 1) Iy (=) £ 0, 03)]
Pn(x’ 0*) dl"u"i_ﬁn(e 0*)
= P,,(e, ef)_{” | l_an(e, 02‘) ll +Bn(0’ 9;?)
<2 p,(8, 61)+2 5,6, 6F)

Here |[v|| 1, Teans the total variation norm of a signed measur v on (X, A,).
From Assumption 1, (b) and (2.10) we have

sup ||Py ,—O%., =o(n"P).
0&%,.“ 0, 0 ”uq,_ (n~F)
This completes the proof of the theorem.

3. The order of local asymptotic sufficiency. In this section the
index set ® is assumed to be a subset of p-dimensional Euclidean space R°. We
denote by | < | the usual Euclidean norm in R°. For §=® and >0 let U,(6, b)
={0'€O;n"?|0'—0| <b}.

Let {8,}.,cn be the sequence of sub o-fields B,C A, as in the previous
section. We consider the following assumption which will be used to prove
our main theorem, Theorem 2.

AssuMPTION 2. For every compact subset K of ® and 5>0
(a) limsup sup sup J,(s:0,0%)<oco (Vs>1), and
n—oo . G*c K 6 U, 0%b)

(b) sup sup  B,(0, 0%) =o(n™).
0*e K < U,0%b)

Let a be a given positive number. We state a result about higher order
locally asymptotic sufficiency of {$,} for {P,}.

Theorem 2. Suppose that Assumption 2 is satisfied with v>0, and that
for every compact subset K of ® and every b>>0

(3.1 sup sup sup {rBs(c: 0, 0%)—rfn(c: 0, 6*)} =o(n"") .
¢>0 f*c K Oc U,(6*,b)

Then for every positive number B satisfying B<37'a and B=7y {B,} .en 15 locally
asymptotically sufficient for {P,} with order o(n~P) in the following sense : For each



HicHER ORDER AsYMPTOTIC RISK SUFFICIENCY 121

n&EN and each 6, © there exists a family Q%= {Q%,; 08} of probability distri-
butions on (2, A,) such that

(i) B, is sufficient for Qf, and
(if) for every compact subset K of © and every b>0
sup su P, ,— Qb ;, = o0(n"?).
0eKF:9eU,.(Io)9,b) [1Pg,»— Q80 “Jl,, (n™F)
Since the above result follows directly from Theorem 1 we shall omit the
proof.
It is open problem whether non-local version of Theorem 2 still holds or
not, i.e.,, whether any conditions such as in Theorem 2 imply the followings
or not: There exists a sequence Q,= {0y ,; 0=0O} of probability distributions

on (¥, A,) such that B, is sufficient for Q,, and that for every compact subset
Kof ®

3.2 sup ||Py ,—Os.» =o(nP).
(3.2) ﬁe?{” 0, Do, ”J' (n™F)

The case of a=8=0 has been discussed in Suzuki [3] in such a non-local
situation.

It is well known that under some regularity conditions there exist a sequence
{0} ,en of estimators of @, a positive number ¢ and a number =1 having
the following property: For every compact subset K of © there corresponds
a(K) such that

gu}l){ P,, {anlé,,(x)—OI =a(K) (log n)"*t = o(n™")
=
(c.f. Matsuda [2], Chap. 3).

Using such an estimator {§,} we may be able to construct {Q, ,; 08} satisfy-
ing the property (3.2), and for which 3, is sufficient.
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