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Abstract
Let p be a hyperbolic periodic point of a diffeomorphisinon a compacC
Riemannian manifoldM. In this paper we introduce the notion 6f stably measure
expansiveness of closefl-invariant sets, and prove that (i) the chain recurrent set
R(f) of f is C! stably measure expansive if and only fif satisfies both Axiom A
and no-cycle condition, and (ii) the homoclinic clalds(p) of f associated t@ is

C! stably measure expansive if and onlyHf; (p) is hyperbolic.

1. Introduction

In this paper we study the case when the homoclinic cldsép) of a diffeo-
morphism f on a compactC> Riemannian manifoldM associated to a hyperbolic
periodic pointp is C! stably measure expansive.

Let Diff(M) be the space oC! diffeomorphisms onM endowed with theC*-

topology, and letd denote the distance oM induced from a Riemannian metric on the
tangent bundlél’ M. For any closedf -invariant setA C M, we say thatA is expansive
for f (or f|, is expansivgif there isa > 0 such that for any pair of distinct points
X, Y € A there isn € Z such thatd(f"(x), f"(y)) > «. It is clear thatA is expansive
for f if and only if there isae > 0 such thatr‘of (x) = {x} for all x € A, where

IIx)={yeA:d(f'(x), f'(y)) <« for all i € z}.

Moreover, we say that thé\-germ of f is expansivéf there is«a > 0 such that if
X €A, yeM andd(f"(x), f"(y)) <« for all n € Z thenx = y. Expansiveness is a
dynamical property which is shared by a large class of dyoahsystems exhibiting

chaotic behavior.
It is well known that if p is a hyperbolic periodic point of with period k then

the sets

WS(p) = {x € M: f¥"(x) - p asn — oo}
and

WU(p) = {x € M: f*(x) - p asn — oo}

2010 Mathematics Subject Classification. Primary 37D20p8eary 37C20.
*Corresponding author.
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are Cl-injectively immersed submanifolds dfl. A point x € WS(p) N WY(p) \ {p}
is called ahomoclinic pointof f associated top, and it is said to be dransversal
homoclinic pointof f if the above intersection is transversalxati.e., x € WS(p)
WY(p) \ {p}. The closure of the homoclinic points df associated tp is called the
homoclinic classof f associated top, and it is denoted byH;(p). The closure of
the transversal homoclinic points df associated tq is called thetransversal homo-
clinic classof f associated top, and it is denoted byH{ (p). It is clear that both
H:(p) and HfT(p) are compact and invariant sets. Homoclinic classes arendigral
candidates to replace hyperbolic basic sets in nhonhypgerbwtory. Several recent pa-
pers explore their “hyperbolic-like” properties, many ohieh hold only for generic
diffeomorphisms.

Let g be a hyperbolic periodic point of. We say thatp andq are homoclinically
related and writep ~ q if

W2(p) h W(q) # @
and

WH(p) h W(q) # 0.

It is clear that if p ~ g then indexf) = index@); i.e., dimWs(p) = dimW=(q). By the
Smale’s transverse homoclinic point theorerh! (p) coincides with the closure of the
set of hyperbolic periodic pointg of f such thatp ~ g. Note that if p is a hyperbolic
periodic point of f then there are a neighborhotdof p and aC! neighborhood/( f)
of f such that for anyg € 2/(f) there exists a unique hyperbolic periodic pomy of

g in U with the same period ap and index@y) = index(p). Such that pointpy is
called thecontinuationof p = p;.

Recently, many people investigated the dynamics of difl@@hisms withC* ro-
bust, C! stable andC! persistent expansiveness on the homoclinic classes, ad ch
acterized the sets under su€t open conditions, respectively (for more details, see
[5, 10, 11, 14, 15]). Let us be more precise. We say that a himmwclass H; (p) is
C! persistently expansivi there is aC! neighborhood/(f) of f such that for any
g € U(T), dlny(p,) IS expansive. Sambarino and Vieitez [14] proved that if tieenb-
clinic classH¢(p) is C* persistently expansive and thé; (p)-germ of f is expansive
then H;(p) is hyperbolic. However the following problem is still opeAre the C
persistently expansive homoclinic classes hyperBolic

A closed f-invariant setA C M is said to beC! stably expansivéf there exist a
compact neighborhootd of A and aC! neighborhood/(f) of f such that for any
g € U(f), Aq is expansive forg, where Ag = (e, 9"(U) and A = (), F"(U).
Recently Lee and Lee [5] proved that the homoclinic clakgp) of f associated to
p is C! stably expansive if and only iH;(p) is hyperbolic.

Very recently, Morales et al. [9] introduced a notion of measexpansiveness
which generalize the usual concept of expansivenessML@W) be the set of all Borel
probability measures oM endowed with the wedktopology, and letM*(M) be the
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set of nonatomic measurgs € M(M). For anyu € M*(M), we say thatA is u-
expansivdor f if there isé > 0 such thatu(l‘sf (x)) =0 for all x e A. An f-invariant
set A is said to bemeasure expansivior f (or f|, is measure expansiyef A is
u-expansive for allu € M*(M); that is, there is a constaidt> 0 such that for any
uw e M*(M) and x € A, /JL(F((;f (X)) = 0. Here$ is called ameasure expansive con-
stantof f|,. Clearly, the expansiveness implies the measure expaesse but the
converse does not hold in general. Note tiiais measure expansive if and only ff"

is measure expansive for alle Z \ {0}.

In this paper we introduce a notion @' stable measure expansiveness which is
general than that o€ stable expansiveness in [5], and study the dynamics ofddiffe
morphisms withC?! stably measure expansiveness on homoclinic classes aiml reha
current sets.

DEFINITION 1.1. We say that a closeti-invariant setA ¢ M is C! stably meas-
ure expansiveor f|, is C! stably measure expansjvié there exist a compact neigh-
borhoodU of A and aC! neighborhood/(f) of f such that for anyg € 2/(f), Aq
is measure expansive f@, where A = (. f"(U) and Ag = (7 9"(U).

Recall that a closed -invariant setA is said to behyperbolicif the tangent bundle
TAM has a continuou® f -invariant splittingEs @ EY and there exist constan@ > 0,
0 < X < 1 such that

[Df"|espll < CA"
and

[Df " gupll < CA"

for all x e A andn > 0. We say thatf is Anosovif M is hyperbolic for f. f is
said to bequasi-Anosonf for any v € TM \ {0}, the set{||Df"(v)||: n € Z} is un-
bounded. Note that every Anosov diffeomorphism is quasigaw, but the converse

is not true in general. Mafé [6] proved thatis quasi-Anosov if and only iff be-
longs to theC? interior of the set of expansive diffeomorphisms in Difff. Moreover
Sakai et al. [13] showed that if belongs to theC! interior of the set of measure ex-
pansive diffeomorphisms, theh is quasi-Anosov. Thus we can restate the above facts
as follows.

Theorem A. M is C! stably measure expansive for f if and only if f is quasi-
Anosov.
For § > 0, a sequence of points}P_, in M (—oo < a < b < o0) is called a
8-pseudo-orbit(or §-chain) of f if d(f(x), xi;1) <& for all a<i <b-— 1. For given
X,y € M, we write X ~» y if for any § > 0, there is aa—pseudo-orbit{xi}ib;aa (as < bs)
of f such thatx,, = x and x,, = y. The set{x € M: x » x} is called thechain
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recurrent setof f and is denoted byR(f). It is easy to see that the set is closed and
f(R(f)) = R(f).
If we denote the set of periodic points df, the set of nonwandering points of

f and the set of chain recurrent points 6fby P(f), Q(f) and R(f), respectively,
then we haveP(f) C Q(f) C R(f). It is well known that the mag — R(f) is upper
semi-continuous. More precisely, for any neighborhabaf R(f), there is§ > 0 such
that if po(f, g) < 8, (g € Diff(M)), thenR(g) C U. Here pg is the usualC® metric

on Diff(M). From this fact, we can obtain the first result of this papasda on the
techniques in [2].

Theorem B. The chain recurrent seR(f) of f is C' stably measure expansive
if and only if f satisfies botixiom A and no-cycle condition.

Supposef satisfy Axiom A. Then we know thatf satisfies no-cycle condition
if and only if Q(f) = R(f). Consequently theC! stable measure expansiveness on
the chain recurrent sé®(f) is characterized by the stability of the system by The-
orem B.

Let D? ¢ S* be a two disk, and letf be the Smale’s hyperbolic horseshoe map
on D? with a (hyperbolic) saddle fixed poirt. Then the homoclinic classi(p) co-
incides with the hyperbolic horseshoe containipg Since f is Q-stable, we can see
that the homoclinic classi;(p) is C! stably measure expansive by Theorem B. More-
over we can easily check that the horseshoe with a homodtmgency is expansive,
but it is not C! stably measure expansive (see Example 2.2 in [12])

The main purpose of this paper is to characterize homocttdssesH«(p) con-
taining a hyperbolic periodic poinp by making use of the measure expansiveness
underC! open condition. This is a generalization of the main resulf5].

Theorem C. Let p be a hyperbolic periodic point of f. Then the homoclinic
class H(p) of f associated to p is Estably measure expansive if and only if ()
is hyperbolic.

2. Proof of Theorem B

For any subsetA of M ande > O, let B,(A) = {x € M: d(x, A) < ¢}. Denote
by H(M) the set of homeomorphisms d&fl. For the proof of the following lemma,
see [4].

Lemma 2.1. Let f € H(M), and let R(f) be the chain recurrent set of f. For
any ¢ > 0, there is§ > 0 such that ifpo(f, g) < § (g € H(M)) then R(g) C B.(R(f)).

The following Franks’ lemma will play essential roles in qoumoofs.
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Lemma 2.2 ([1]). Letz/(f) be a C neighborhood of f. Then there exist- 0
and a C neighborhood/(f) C U(f) of f such that for given g Uy(f), a finite set
{X1, X2, . - -, Xn}, @ neighborhood U ofxy, X, .. ., xn} and linear maps | Ty M —
Tox)M satisfying||Li — Dy 9|l <€ for all 1 <i < N, there existsj € ¢(f) such that
O(x) = g(x) If x € {xg, %2, ..., xn}U(M\U) and Dy§ =L, forall 1<i < N.

Denote by F(M) the set of f € Diff(M) such that there is &' neighborhood
U(f) of f with property that everyp € P(g) (g € U(f)) is hyperbolic. It is proved
by Hayashi [2] thatf € F(M) if and only if f satisfies both Axiom A and no-cycle
condition. Therefore, to complete the proof of Theorem Bisienough to show that
R(f) is C! stably measure expansive if and only fife F(M).

Proof of Theorem B. First we suppose thatsatisfies both Axiom A and no-
cycle condition. ThenR(f) = Q(f) = P(f) is hyperbolic, and saR(f) is locally
maximal. By the stability of locally maximal hyperbolic setve can choose a compact
neighborhoodU of R(f) and aC! neighborhood/(f) of f such that for anyg e
U(T), Ag = ez 9"(U) is hyperbolic forg. Thus A4 is (measure) expansive fay.
This means thaR(f) is C! stably measure expansive.

Next we suppose thaR(f) is C! stably measure expansive fér Then there are
a compact neighborhood of R(f) and aC*! neighborhood/(f) of f such that for
any g e U(f), g|a, is measure expansive. Choose- 0 satisfyingB.(R(f)) CU. By
Lemma 2.1, there i$ > O such that ifpi(f, g) < é for g € U(f) then

(2.1) R(9) C B:(R(f)) C U,

where p; is the usualC! metric on Diff(M). PutUo(f) = {g € U(f): pi(f, g) < 8}.
Then for eachg € Up(f), R(g) C U and soR(g) c g"(U) for all n € Z. This means
that R(g) C Ag for g € Uo(f). Sincegl|s, is measure expansiv@|r is measure

expansive. Lete > 0, and letZ(f) C Uo(f) be aC! neighborhood off which is
given by Lemma 2.2 with respect tdy(f). Let p € P(f), and letz(p) be the period
of p.

To derive a contradiction, we assume thfaez 7(M). Then there exisg € U/(f),
a nonhyperbolic periodic poinp of g and an eigenvalua of ng”(p) with |A] = 1.
Let T,M = E°(p) ® E3(p) ® EY(p) be the Dpg™(P-invariant splitting of T,M, where
E°(p), o = ¢, s, u, are subspace¥,M corresponding to eigenvaluesof ng”(p) for
x| =1, |A| <1 and|A| > 1, respectively. Choosey > 0 with U, (f) C U(f), where
Uxo(T) = {g € Diff(M): p1(f, g) < e0}. SetC = supu{lIDx9|}. For O0< &1 < g9, we
can obtain a linear automorphis: T,M — T,M such that
() 1O —id| <e&/C,
(i) O keepsE°? invariant, wheres = ¢, s, u, and
(iii) all eigenvalues ofO o Dpg™ P |ge(p), SAY A}, | = 1,2,...,c, are roots of unity.



878 K. LEE AND M. LEE

Let F ={p, f(p), ..., f7P-1(p)}. Define

G — |Pem9 j=01,...,7(p)-2
J O o Dgw-ypg, | =7n(p)—1.

Observe that]|Gy(p)-1 — Dgrorypgll < |O — Id|| |Dizw-1(py9ll < €0. Thus ||Gj —
Dgi(pall < €0 fcir all j =0,1,...,7(p) — 1. By Lemma 2.2, we can find a diffeo-
morphism_gl e U(f) and§p > Olsuch that
(@) Basy(9'(P)) C U, and Basy (9’ (P)) N Baso(P) = &, where 0=i # j =z (p) -1,
(b) g1 =g on F U (M-Uj% " Buy(g!(p), and
(©) 1 = eXPyap © Gj o expyl,) on By (g(p), 0= j <7(p) - 1.
Define

7(p)-1

G=00Dyg"P = [] Gj.
j=0

Then by (iii) we can findm > 0 such thatG™|gcp) = id|eep). Choose a smalb;
satisfying O< 431 < §p such that

G™(ToM(481)) C ToM(b0),
where T,M(8) = {v € ToM: |lv|| < 6}. Then by (c) we have
(7P = g — exp, 0 G™ o expp
on exp(TpM(441)). We write
ToM(81) = E°(p, 81) ® E3(p, 81) ® EY(p, 81),

where E?(p, 81) = E“(p) N ToM(81), o = ¢, s, u. Then exp(ES(p, 46,)) is (g} ”)™
invariant.

If the eigenvaluex is real then take G< &, < 481 such that exp(E°(p, 82)) C U.
Put exp(E(p, 62)) = Jp. ThenJy is a closed arc with the center atwhich satisfies
the following;

1) jp - Agl = mneZ QQ(U),

(2) Tp C exp(ES(p, 451)) N Bas, (),

(3) 6i0p) N 0l(3p) =, for 0<i # j <mr(p)—1,

@) g™ (3,) =7, and

(5) g™ 3, — 7, is the identity map.

Let my, be the normalized Lebesgue measureJgnWe definen € M(M) by

mr(p)—1

> ma(9r'(C N gi(Ip))),
i=0

w(C) = mz(p)
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for any Borel setC of M. Then it is clear thaiw € M*(M). For simplicity, we set
g™ ™ = g;. Let 0< e < 5, be a measure expansive constanggife(q). Let & (x) =
{y € M: d(di(x), gi(y)) <e, for all i € Z}. Sincegs: Jp — Jp, is the identity map, for

any y € Jp, we know thatd(g}(y), gi(p)) = d(y, p) for all i € Z. Thus we get

(v € Jp: d(gy(v), gi(p) < e for all i € Z) T (p).

Then we have

0 < u({y € Tp: d(gy(y), 91(p)) < e for all i € Z}) < u(F(p)).

Since Ay, is measure-expansive fap, J, is also measure expansive fgr. This is a
contradiction.

If the eigenvalue is complex then eXg°(p, 1)) is a disk®D, centered afp. Then
we have

Dp CAg = ﬂ g?(U)

nez

By the same argument as above, we obtain that

(1) Dp C exp,(E°(p, 461)) N Bas, (),

() Gi(Dp) NG(Dp) =0, for 0=<i # | <mr(p) -1,

@) " P(D,) = Dp, and

@) g™ ™. D, - D, is the identity map.

Let mp, be the normalized Lebesgue measureiyn We defineu € M(M) by

mz (p)—1

u(C) = > mo, (g7 (C N gy(Dp))),
i=0

mz (p)

for any Borel subse€ of M. Then we see thagt € M*(M). As in the first case, we
can show thatAy is not measure expansive fgi. The contradiction completes the
proof of Theorem B. ]

3. Proof of Theorem C

To prove Theorem C, we will adapt the techniques in [5, 8, 1Hiclv uses the no-
tion of uniform hyperbolicity for a family of periodic sequees of linear isomorphisms
of R", wheren is the dimension oM. For this we need several lemmas.

Lemma 3.1. Let A be a closed f-invariant subset of M which i¢ €tably meas-
ure expansive. Then there exist a neighborhood U\ adnd a Ct neighborhood/o( f)
of f such that for any g Uo(f), every periodic point of g inAq = ()7 9"(U)
is hyperbolic.
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Proof. SinceA is C! stably measure expansive, there exist a compact neighbor-
hoodU of A and aC?! neighborhood/(f) of f such thatA = ,_, f"(U), and A4
is measure expansive fay € U(f). Take aC' neighborhood/o(f) C U(f) of f as
in Lemma 2.2. By applying the similar techniques as in theopiaf Theorem B, we
can show that) andi/y(f) are desired neighborhoods of and f, respectively.

Suppose there is a non-hyperbolic periodic pajrg Ay for someg € Ug(f). We
can choose smallet/y(f) and U if necessary so thafj € intU. Then there is an
eigenvaluer of Dqg™@ such that|x| = 1. Let TyM = E(q) & ES(q) & E!(q) be
the Dqg™@-invariant splitting of TyM, where E?(q), o = ¢, s, u, are subspace$;M
corresponding to eigenvaluesof Dqag™@ for [A| = 1, |A| < 1 and || > 1, respectively.

If the eigenvaluex is real, then by making use of Lemma 2.2, we can choose
8 > 0 and a diffeomorphisnin € U/o(f) C* close tog such that
(@ h*@(q) = g"@(q) =, . _ .

(b) h(x) = expyi+1(q) © Dg 9o expﬁq)(x) if Xx e Bs(g'(q)) for 0<i <n(g)—2, and
(c) h(x) = exp, o Dgr@1g)g © ex%}(q),l(q)(x) if x € Bs(g™@1(q)).

Then we have an invariant small aig C B;(q) N exp,(Eg(9)) with center atq which
satisfies the following:

(1) g C An = Npez (L),

(2) M (Tg)Nh!(Tg) =0 for 0<i # j <mn(q)—1,

(3) h™@(3,) = Jq, and

(4) h™@: 3, — Jq is the identity map.

Let my, be the normalized Lebesgue measureJgn We definen € M(M) by

mr(q)—1

1 . .
> my,(h7(C N h(3y))),
i=0

wC) = —

mz (q)
for any Borel setC of M. Then it is easy to show that € M*(M). For simplicity,
we seth™@ = h, Let 0 < e < § be a measure expansive constanthpf,. Since
h: Jq — Jq is the identity map, for any € J4, we see that(h'(y), h'(q)) = d(y, q)
for all i € Z. Thus

{y € 3q: d(h'(y), h'(q)) < e, for all i € Z} C T'}(q).
Then we have

0 < u(ly € Jq: d(h'(y), W' (@)) <, for all i € Z}) < w(T2(@)).

Since A is measure-expansive fdr, J, is also measure expansive for and this
contradicts the assumption.

If the eigenvaluer is complex, we can get a contradiction by the same techniques
as in the proof of Theorem B and the above argument. O
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We say that a compact-invariant setA C M admits adominated splittingf the
tangent bundleTAM has a continuouD f -invariant splitting E & F and there exist
C >0, 0< A <1 such that for allx € A andn > 0, we have

IDf"egoll - IDF"|(nppll < CA™.

By Lemma 3.1, we can apply Proposition 2.1 in [8] to obtain thbkowing prop-
osition.

Proposition 3.2. Let H;(p) be the homoclinic class of f associated to a hyper-
bolic periodic point p. If H(p) is C* stably measure expansiviaen there exist a €
neighborhood/(f) of f, constants C> 0, 0< A < 1 and me Z* such that
(1) for each ge U(f), if q is a periodic point of g inA4 with periodz(q,9) (7(q,9) >
m) and g~ pg then[ <=5 ]| Dg™|esgim@y |l < CA¥, TTEalDg™™|euig-mgy |l < CA¥, where
k=1[x(q, g)/ml,

(2) H¢(p) admits a dominated splitting[(yM = E & F with dim E = index(p).

Let p be a hyperbolic periodic point of with 0 < index(p) < dim M. For each
0 <i <dim(M), we put

R (fluip) = {a € Hi(p) N Pu(f): index@) =i},

where Py (f) is the set of hyperbolic periodic points df. Let Aj(f) = R (f|n,(p) for
i=12,...,dmM—1 Ifindex(p) = j, then we know thatA;(f) = H;(p).

If an invariant setA admits a dominated splitting, then Mafé [7] has shown the
existence of locally invariant manifolds everywhere anwhich are tangent to the in-
variant subspaces of the splitting. In fact, by the unigsenef the dominated split-
ting, if g € H¢(p) is a periodic point withg ~ p then we haveE(q) = ES(q) and
F(q) = EY(q). Let dimE = s and by dimF = u, and putDrj ={xeRl:|x| <r}

(r >0), for j =s,u. Let Emb\(Dj, M) be the space o€! embeddingss: D{ - M
such thatg(0) € A endowed with theC! topology. Then we have

Proposition 3.3 ([3, 7]). Let H¢(p) be the homoclinic class of f associated to a
hyperbolic periodic point pand let A = H:(p). Suppose thatA has a dominated
splitting E @ F. Then there exist sections®: A — Emb,(D3, M) and ¢": A —
Emb, (D7, M) such that by defining W(x) = ¢5(x)D? and WY(x) = ¢"(x)D}, for
each xe A, we have
(1) TWE(x) = E(x) and TW(x) = F(x),

(2) for everyO < g1 < 1 there existd < &2 < 1 such that {W:(x)) C W3(f(x)) and
FHWE (X)) € WEH(FH(x)),

(3) for every0 < ¢; < 1 there exist < § < 1 such that if dx,y) <48 (X,y € A) then
WS(x) N WEY(Y) # @, and this intersection is transverse.



882 K. LEE AND M. LEE

In Proposition 3.3, the selV*5(x) and WS!(x) are called thelocal center stable
and local center unstable manifoldsf x, respectively. The following lemma can be
proved similarly to that of Lemma 4 in [14].

Lemma 3.4. Let H;(p) be the homoclinic class of f associated to a hyperbolic
periodic point p and suppose that Hp) is C* stably measure expansive. Then for
C, A as in Proposition 3.2and § > 0 satisfyingA’ = A(1 4+ §) < 1 and g~ p, there
exists0 < €1 < € such that if for allO < n < n(q) it holds that for some:; > 0,
FR(WES(@)) C WE(F()) then

f”(q)(WeCzS(q)) C W, (@)

Similarly, if f ~"(W%(q)) ¢ W(f"(q)) then

Fr@WE(Q) € W, (@)-

Recall that a compact -invariant setA has alocal product structuref given ¢ > 0
there exists & > 0 such that ifd(x, y) < § andx, y € A then

0 # W2(x) N W2(Y) C A,

Note that by using the transverse homoclinic point theoram, have H{ (p) = Sp
where S, = {q € P(f): q ~ p}.

Lemma 3.5. Let H¢(p) be the homoclinic class of f associated to a hyperbolic
periodic point p and suppose that Hp) is C! stably measure expansive. Then (H)
has a local product structure. Moreoydor any periodic point gg H;(p), index(p) =
index@).

Proof. LetU be a locally maximal neighborhood d;(p), and lete > 0 be a
measure expansive constant iify, (5. SinceH¢(p) is a closed set, there &> 0 such
that B.(H¢(p)) C U. Let ¢; > 0 be constant such that
(i) €1 < min{e, €}, and
(i) sup{diamW:(q): g € H¢(p)} <.

For anyq € H(p) with g ~ p, we let

(q) = suple > 0: f"(WSS(q)) € W:3(f"(q)) for all n > 0}.

Let ¢’ = inf{e(q): g € Sp}. If we prove thate’ is positive then for allg € S,, we
can see thatf "(W3%(q)) C W3(f"(q)) for all n > 0.

Supposes’” = 0. Then there exists a sequeng®} in S, such thate(g,) — 0
asn — oco. Hence we obtain &< my < 7(g,) with m, - oo ash — oo and y, €
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W, (@n) such that
d(f™(an), f™(yn)) = e1.

Let Iy = [f™(an), f™(yn)] be an arc joiningf™(qg,) with f™(y,) in WS3(f™(qn)),
and letJ, = f~™(l,). Clearly J, is contained inWg ,(dn) and we get

f1(3n) € WES(' (an)),

where 0<i < n(Qg,). By Lemma 3.4, we have

FE (WSS () © WE ooy (@n)-

Observe that sequencém,} and {7 (g,) — My} tend tooco asn — oco. Take the limit
points x andy from f™(q,) and f™(y,), respectively. We can assume tHatcon-
verges to a closed arc joining to y in the Hausdorff metric, say,. Note that

diam f™*1(J,) = diam fI(1,) < &1,

where —m, < j < 7(g,) — M,. This means that diami(l) < &, for all j € Z. Since
H¢(p) is locally maximal inU and (1) c B.(H¢(p)) Cc U for all i € Z, we have
| € MNieg f'(U) = H¢(p). Let m; be the normalized Lebesgue measure lonWe
define u € M(M) by u(C) = m;(CnN 1) for any Borel setC of M. Then we can see
that u € M*(M). Since diamfi(l) <&, for all j € Z, we get O< M(Fgfl(x) ni) <
n(Te, (X)), and so arrive at a contradiction.

Next, we show that for any € W:3(q) and z € W:'(q), wheree; is given by
Lemma 3.4, we have

lim d(f(@), £"(y)) = 0
and
lim d(f™(a), f"(2) =0.

Assume that for somg in WSS(q),

lim supd(f"(q), f"(y)) = « > 0.
n—oo

Then we can find a sequenos, > 0 such thatm, — oo asn — oo, and d(f™(q),
f™(y)) > «/2 for all n > 0. Choose a geodesic atg joining f™(q) and f™(y) in
WES(f™(q)). Then diamy > /2. Let J, = f~™(l,), and let lim_ In = | under
the Hausdorff metric. Themh is also a closed arc with two end points. As in the above
arguments, we can see that diéfl,) < ; for k satisfying—m, < k. Sincem, — oo
asn — oo, we get diamfX(l,) < &, for all k € Z. But this gives

diamfk(1) <e forall ke Z.
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If 1 > 0 a measure expansive constantfdf,, then by the same arguments as the
above, we can get a contradiction.

Finally, we show thatH;(p) has a local product structure. Také> 0 as above.
Note that for anyx € H¢(p), the local center stable and unstable manifoldsx cdre
true stable and unstable manifolds xf respectively. Indeed, i€ = min{¢’, 1}, by
the continuity of WS3(x) with respect tox and the factH:(p) = {q € Pa(f): q ~ p},
we can see that"(WS(x)) € W:("(x)) for x € H¢(p) and alln = 0. Moreover, if
y € WE(x) N H¢(p) thend(f"(x), f"(y)) - 0 asn — oo. Consequently we have that
W2S(x) = W2(x) for any x € H¢(p). This means that the local center stable manifolds
are true stable manifolds. Simiarly we can show the sametsefr the center un-
stable manifolds. Even though this part was essentiallyqutdn [14], we mention it
here for safety.

By Proposition 3.3, we can tak&> 0 such that

WZ(x) N W (y) # 9,

wheneverd(x, y) < 8§ andx, y € H¢(p). SinceWS(x) C Ws(p) and W3 (y) C WY(p),
by the A-lemma, we can see that

WE(x) N WE(Y) € Hi(p).

This establishes thatH:{(p) has a local product structure. SincH¢(p) =
{g e Py(f): g~ p}, and H¢(p) has a local product structure, by Proposition 3.3 (3),

for any periodic pointg in H¢(p), we know thatWs(p) N WS(q) # @ and WY(p) N
WS (q) # @ which are transverse intersections. Thus, we have ingex(ndex(p). [J

To prove Theorem C, we use the famous Mafié’s ergodic closimmke in [8].
Let B.(f, x) = {y € M: d(f"(x), y) < ¢ for somen € Z}, and letZ; be the set of
points x € M such that for anyC! neighborhoodi/(f) of f and for everye > 0
there existg € U(f) andy € M such thaty € P(g), g = f on M \ B,(f, x) and
d(fi(x),gi(y)) < e for all 0 < j <m, wherem is the g-period ofy. Then the Mafié’s
ergodic closing lemma states that is a total Probability set, i.e., for anf-invariant
probability measures, u(¢) = 1.

End of proof of Theorem C. Suppose the homoclinic cladd¢(p) is C! sta-
bly measure expansive. Then there exist a compact neighbdd of A and aC?
neighborhood/(f) of f such thatA = (,., f"(U), and A4 is measure-expansive for
g € U(f). As observed earlier, we havd:(p) = Aj(f), where j = index(p). If nec-
essary, we can shrink the neighborhda(if ) to satisfy the assumptions of Lemma 3.1
and Proposition 3.2.

To show thatA(f) is hyperbolic, choose an open $éf such thatA;(f) CU; C
U. By Lemma 3.5, we havei(f) = R (f|n,p) =90 if i # j. For a sufficiently small
neighborhood{g(f) C U(f) of f, if g € Up(f) satisfiesg = f on M \ Uj, then we
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see that index() = index(py) for any q € Ag N P(g). Suppose not. Then there exist
h e Up(f) andq € An N P(h) such thath = f on M \ U;, index@) # index(pn) and
h™ (P (pn) = pn. Suppose indexy) = |. Definen: Uo(f) — Z by

n(g) = #y € Ag N P(Q): g"(y) =y, indexfy) =1},

where #A denote the cardinal number of the s&t Then we see that is a con-
stant function onl/o(f) by Lemma 3.1. But this is a contradiction due to the fact
n(h) > n(f).

By Proposition 3.2 (2), we know thaH:(p) admits a dominated splitting
Th (M = E & F with dim E = index(p). Let ¢ > 0, and letio(f) C U(f) be as
in Lemma 2.2.

To prove thatH¢(p) is hyperbolic, we are going to use the techniques of thefproo
of Theorem B in [8]. That is, we show that

lim inf | Df"|egll = 0
and

. . —Nn I
lim inf [ Df eyl =0,

for all x € H¢(p). Suppose liminf_.|[Df"[gwll # O for somex € H¢(p). For the
constantm € Z* taken in Proposition 3.2, lef(x) = log||Dx f™|gx[l. Then we have
a sequencd j,} and a f™-invariant probability measurg on H¢(p) satisfying

jn—1

1
Ydu = lim — log| Dfmi(x)fm|E(fmi(x))“ > 0.
/Hf(p) n=ee In .;

By Mafié’s ergodic closing lemma and Birkhoff's theorem, wa éiad g € ¢ NH¢(p)
such that
1 n-1
i — mi m mi .
Jim - g'OQHDf @ F M lemi@yll = 0

By Proposition 3.2 (1), we conclude thgtis not a periodic point off. Let C > 0
and A be as in Proposition 3.2. Chooge< y < 1 andng such that

Sl

n-1
> " log]| D micgy ™| e(imiayll = log y
i=0

whenn > ny. By Mafié’s ergodic closing lemma we can firfde Uo(f) andq € AsN
P(f) such that thef-orbit of § e-shadows a part of thd -orbit of g for arbitrarily
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small e > 0. By Lemmas 3.1 and 3.5] is hyperbolic and indexy) = index(p). By
applying Lemma 2.2, we can obtaine V(f) c Uo(f) such that

k-1

[ IDgr@9™e@mi@nll = ¥*.
i=0

By Proposition 3.2 (1), we have

k-1

l_[” Dgim(@yd™ | egmi@yll < CAX.
i=0

Observe that we can choose the perio(f) of § large enough so thagk > Cak,
wherek = [7(§)/m]. This is a contradiction and hence limjinf.||Df" gl = O for
eachx € H(p, f). Similarly we can show that limigf,o||[Df ™" || = O for each
X € He(p).

The converse is clear by Theorem C in [5], and so completeptbef of The-
orem C. ]
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