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Abstract
For the ring of p-adic integersp being a fixed prime, any sequence which plays

a similar role to Weyl's irrational rotation has not been gweed yet. We will see
that a modifiedp-adic van der Corput sequence provides us with a reasonahle c
terpart of Weyl's irrational rotation in the ring. We will @sent a similar random
Weyl sampling on the ring to the one proposed by Sugita an@r@bu. In the pro-
cess of establishing the counterpart, a sampling methoddbaa a function with
naturally extended domain to the field gfadic numbers in terms of the additive
characters will be mentioned.

1. Introduction

For the ringZ, of p-adic integers,p being a fixed prime, any sequence which
plays a similar role to Weyl's irrational rotation has noteheproposed yet. In main-
frame of the article, we are going to investigate how a secgiexf points in the ring
can be generated relying on algorithmic procedure, aimingnaapproximation to the
integral of function with respect to the Haar measure on ihg Z, without losing ad-
vantages in use of the sequence given by purely random clodipeints. To achieve
this objective onZ, in the present article, we will introduce a sequenceZgnhinted
by the p-adic van der Corput sequence, similarly to the sequende raitdomness pro-
posed by Sugita and Takanobu on the multidimensional torus.

Numerical approximation methods with an empirical avera§dunction at algo-
rithmically generated points could result unsatisfactate of convergence to the inte-
gral, if the function takes exceptional values at those siagnpoints. To avoid such
a problem, we can shift our focus onto so called i.i.d.-samgplwhich is a core idea
supporting the Monte Carlo method. Sugita and Takanobu oreedi in [8] two facts
on the i.i.d.-sampling, one of which says that sampling Vatlge sample size provides
us with a secure approximation for square integrable fonstiand the other says that
the i.i.d.-sampling with large sample size responds thditguaf the generated pseudo-
random numbers, i.e., the statistical bias of them may kardge amplified and diminish
the quality of the sampling method. We can find some advantagesequence of ran-
domly generated points on the state space. However, it megtecra problem arising
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776 H. KANEKO AND H. MATSUMOTO

from statistical bias.

For improving this dichotomous situation, Sugita and Takanfocused on a se-
guence with a hybrid effect of random and algorithmic chaéesampling points and
proposed a sampling method with the sequefioce+ na}}3, each term of which is
given as the fractional paftx + na} of X + ne with a random initial valuex and a
random common difference in the k-dimensional torusT.

As for the algorithmically generated points &y, it has been revealed in [3]
that such non-random sequence of numbers as the sequenam-ofgative integers
in Z, plays a similar role to thep-adic van der Corput sequence in the unit interval
as traditionally studied in [5]. However, non-random setgeof sampling points could
again result unsatisfactory rate of convergence, if thegirtnd has exceptional values
at those sampling points.

One might imagine that the sequenfe 4 na};°, with randomly taken initial
value x and common differencer from Z, gives us some hints. However, one fails
to achieve this by simply using the sequence. In fact, wkeand « is taken from a
ball centered at zero with a small radius, the non-archimedaequality shows that
X + nallp, < max{||x||p, llallp}. This fact results that the empirical average can not
cover the value of the function at any points outside the belitered at zero with
radius max||x||p, [leelp}-

In this article, instead of non-negative integers, we wsk dhep-adic van der Corput
sequence for approximating the integral of functionsZgn Let

(1) D,=1{0,1,...,p—1)
and
) L:{%—i—---—l—% Me{1,2,...},&1,...,¢Mer}.

We define the fractional pafix}, of x € Q, as a unique elemente L which satisfies
X—Yy € Z. Accordingly, the integer par], of x € Q, is defined by k], := x—{x} .

In Section 2, we will see that, for any € Z, the subsef[ne/p™, | n e {0,1,...,
p™ -1}, me{1,2,...}} in the ringZ, of p-adic integers is dense in the ring if and
only if @ ¢ Q. This suggests that thp-adic van der Corput sequence provides us with
a counterpart of Weyl's irrational rotation i@ .

In the one-dimensional case in [8], the method with the FousEries is employed
based on the complete orthogonal systﬁnﬁfﬁkt}kez in L?([0, 1)), which is viewed
as a sequence of periodic functions on the real line withogefi. The fundamental
system of functions is used for extending domain of functiém the real line without
removing the integer part of the variable of functions in thescription. In accordance
with the procedure, we will take a complete orthogonal systiescribed by the addi-
tive characters o, for extending the original domaif, of functions to the whole
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spaceQ, without removing the fractional part of variable of funci®in their descrip-
tion. For square integrable functioh with respect to the Haar measure By, we will
examine the behavior of the sequer{¢®/N) Y"1 g f (X + xk) —pr f(y)dy} involv-
ing the k-th term x¢ of the p-adic van der Corput sequence afdwith the extended
domain, under independently random choicexptr € Z, for achieving a similar re-
sult to random sampling method established by Sugita anantddu in [8]. We will
finally be in a position to regard this approximation fﬁzrp f(y) dy as the one based
on a modified random Weyl sampling.

The authors express their gratitude to the reviewer for hibey valuable sugges-
tion. The authors were not able to describe this modified sandampling in a smart
fashion without the reviewer’s insightful suggestion.

2. Fundamental property of p-adic van der Corput sequence inZj

For the random Weyl sampling in the unit interval in the réaéIbased on Weyl's
irrational rotation, one takes the sequence each term othwhi given as the frac-
tional part of the product of non-negative integer and a fixeational real number. As
pointed out in Introduction, it is required to find some seweein Z, other than the
one involving an irrational number as common difference dorating a similar effect
to Weyl's irrational rotation. We will make an attempt of tag§§ the integer part of the
terms in the sequence i@, obtained as the product of a fixed numberdire Z, \ Q
and the p-adic van der Corput sequence.

Proposition 2.1. Leta € Z,. The set

- {[5],

is dense inZ,, if and only ifa ¢ Q.

ne{0,1,...,p"-1}, me{1,2,...}}

Proof. Letx ¢ Q. To prove of the densenessd{x), it suffices to showrje/p™]
can be an element of any given ball ), with radius p~* for some positive integem
andn e {0,1,..., p" —1}. For that purpose, we employ the canonical representation
o =---apan_1---ad in [9]. If U(—«) is dense inZ,, so isU(x). Consequently, if
it is necessary, we may prove the assertion by replagingth —«. This means that if
n > —logy|a|p, then-th digit a, of @ € Z\ Q in its canonical representation is replaced
with p—1—ap, if n = —logylalp, an is replaced withp — a,, and ifn < —logp|e|,,
an remains the same, i.ea, = 0, where|«/|, is the p-adic norm ofo.

First we consider the case the canonical representatioitsakim 1 consecutive dig-
its a1 ky1 # 0, a4k = --- = a1 = 0. Since the canonical representation dgmp<+'+1
givesa/p<t+t = "'@+k+1-&“;9&&—1 -+ with ax41 # 0, the set{[na/ pk+|+l]p |

k

n=1,..., pX has an element in each @f balls with radiusp™ in Z,.
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Second, in the case that a sequence of consedtiligits by ,,-..,b .1 appears as

o= kr1bjk- b1 -+ and ase = - @bk D@ with &4k #
&/ 4kt1, & > & for some integers’ > 1 > 0, it turns out that

o o
Pt i 0 -0CkaCua-
p p -

= ... C2C1Cp.

with some digits....,Cy,C1,Co andc_x_1,C_¢_2,C_k—3,.... Accordingly, the sef[na/p™p, |
ne{0,1,...,p"—1}, me{1,2,...}} has at least one element in eachpfballs with
radius p™ in Z,,.

We can establish an algorithmic method for finding a sequerficeonsecutivek’
digits b4k, ..., b1 which appears ag = -q w110 - by1a .-+, and asa =
< Qake1bak - -ba -+ - in the canonical representation @fwith a1 # &/ w11
and g > a for some positive integek’ with k' > k and some positive integets, |
with I’ > |. For that purpose, we define a set of integers

lk(okss, ... b)) ={l €{1,2,...} | (@g+2k+1s - - - k1) = (Dky1, - -, 1)}

which is determined by an integé, 1 p** +--- +byp e Zy. We note thatly(by1,
...,by) consists of infinitely many non-negative integers for sdwg p<*1+4---+bip e
Z,. Therefore, we can take the increasing sequghgg®, consisting of all elements
in |k(bk+1, ey bl).

By using the increasing sequence, we can find a sequence séadivek digits
bkt+1, ..., b1 which appears a&x = ---ag,,+1k+20k+1 - 1@y k- -+ and asa =
<+ a0+ )k+20k1- - -b1dy k- - - with some non-negative integgrsatisfyingay k—; # &, ,k—j-
In fact, if &,k = &,k &k-1 = &, 1k—1, Hk—2 = &, k-2, - - - » B0 = &, ,k—I;k fOr eachi, it
turns out that the sequen¢a,} in the canonical representation= - --apan_1---a18 IS
eventually periodic. This contradicts the assumptio# Q (see [4]). Consequently, we
can find thatey k—j # a,,.k—j With &1 = & 1k+1, Ak = &gk Akl = Bpak-15 - - -
ak—j+1 = a,,k—j+1 for some sufficiently larggk — j. If it is necessary, by replacing
with —« and applying the canonical representation few, we see thata =
<A k2D o DrAg Kk ko j+18k—j and asa = - -+ g, 4 1)kr2bkg1 - DK -
A k—j+18y,.k—j With a,—j > &, ,,k—j in the canonical representation @f Sincec is not
a rational number, we s€@, 1,...} \ Ik(bky1, - .., b1) contains infinity many positive in-
tegers. Therefore, we S@@, 1+ j'+1 7 &(,,,+1)k+j'+1 for some positive integej’. This
shows that the se{ne/p™, In€{0,1,..., p" =1}, me {1, 2,...}} has at least one
element in each op* balls with radiusp™ in Z,.

Conversely, we assume thbk(c) is dense inZ,. Let o € Q \ {0}. Thenu is
uniquely represented by = a/b with mutually prime non-zero rational integeasand
b, where we may assunmte> 0. Sincea € Zp, b is not divisible by p and /b € Z,.
The assumption implies that there exist some integet {1,..., p™ —1} and positive
integermy such that fike/p™], is some element in the ball centered @t /b with
radius p¥ for any positive integek. Therefore, by taking some € {0,..., p™ —1} and



RANDOM SAMPLING METHOD IN Z, RANDOM SAMPLING METHOD IN p-ADICS 779

p-adic integerNy, we obtain x/p™)a — v/ p™ = p~1/b + NgpX. This implies that
bNy is a rational integer and/b = vy/nk 4 ((1 + bNep)/bn) p=tp™. If #{k | bN¢ >
0} = oo, thena/b > (1/bny) p*~1p™ for infinitely manyk. Otherwisea/b < p™/ny,—
pk~tp™ /bny for infinitely manyk. In either case, we have a contradiction. O

3. A modified random Weyl sampling onZ,

In this section, we will present some results for estahtigha reasonable modified
random Weyl sampling of, by taking the results of the previous section into account.
In what follows, the Haar measure dfy, will be denoted byu and assumed to be
normalized asu(Zp) = 1. The integral of complex valued integrable functibron Z
with respect to the Haar measure will be denotedjm/f(y) dy.

DEFINITION 3.1. A random elemeny in Z, is said to be uniformly distributed
if P(y € E) = u(E) for any topological Borel subséf in Z,. For any complex-valued
square integrable functiori on Z, the variance Var{) of the function is defined by

2
Var(f) = pr|f(x)—fZp f(y)dy| dx.
We introduce the Fourier transform

fEe)=| feVredx, £eQp,

Zp

for any complex valued square integrable functibnThen, the original functionf is
restored as

(0= [ feesTehd, xez,
Qp

by performing the inverse Fourier transform (see ChaptevIll,in [9]). Since f can
be regarded as a function @, whose support is contained iy, i.e., the ballB(0,1)
centered at the origin and with radius f,takes a constant on every ball with radius
1 as seen in Chapter 1, VII in [9]. Accordingly, another regreation of the function
is given as

f(X) — Z f\(éj) /; e—Zlen{(§+ﬂ)X}P dn

Eel 1)
=Y fEe? T, xez,
el

where L has been defined by (2).
As for the additive charactery(ét) = e2V~I6th e easily observe that
Jz, IXEDP At = [, xEDx(=st)dt = [ x(( — &) dt = 1 for any & € L and
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pr x(EDx(nt)dt = pr x((E — n)t)dt = 0 for any pair of distincté, n € L. From
these identities, we can deri\_[%p [f(t)]?dt = > el | f(£)[2. Consequently, we see that
the additive characters provide us with the complete odhoal system{ x(§t)}gcL in

LZ(Zpa /"l‘)
A natural extension of the domain df to Q, is performed by

fo) = fe)e® e =3 f(e)x(—£x), X € Q.

el el

For any positive integeM, we take functionfy on Q, defined by

fa(X) = Z fA(%-) B(Ol)efk/jlﬂ((EJrﬂ)X}p dn
(3) £€eLNB(0,pM) A ’
= > fEx50, xeQqy,
£eLNB(0,pM)

where B(0, pM) stands for the ball centered at the origin with radpl$.
We recall that the sequence
do d

M=kt g k=012,

determined by thep-adic expansiork = do + - - -+ d p' of non-negative integek con-
stitutes thep-adic van der Corput sequence in [6]. Hereafter, we will tthe p-adic
van der Corput sequendei}ye,. We will focus only on f(x 4 xkar) and fy (X + Xkar)
instead of f (x + [xk]p) and fy (X + [xka]p) respectively without removing fractional
part of variables, similarly to the method of extending domaf functions in [8] with-
out removing integer part of the variables.

In the first theorem in this section, we will consider the s=wpe{(1/N) ZE‘;& f(x+
xkoz)}(,’j:1 with uniformly distributed independent random variabdesandx on Z,. Our
main interest is under what condition the seque¢s/~/N) Y po(f(x + xa) —
pr f(y) dy)}f\f:1 with a slower growth rate in the denominator can be expedembh-
verge to zero abl — oo for any square integrable functidnonZ,. In the present article,
the method focusing on the sequence for fast approximadidimetintegral z, f(y)dy by

the empirical average [N) Z|<N;()l f (X + %) is called modified random Weyl sampling
onZ,.

We see that the modified random Weyl samplingZy has the robustness in the
sense in [7] as the method proposed by Sugita and Takanobu.

Lemma 3.2. Let f be a complex valued function in2(|Zp, u) and & €
L\ {0}. Then
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() f(X+aE) € LX(ZyxZp, pnxp),

(i) impoooll f(X + o) = fm(X + aé)lLzz,xzpuxw) = O,

(iii) jfszzp f(X+ag)dxda = pr f(y)dy, ffszzp| f(x+oz§)—fZp f(y)dy]?dx de =
Var(f),

(V) & € L\ {0} and &" # & imply

//przp(f(eraé)—/Zp f(y)dy)(g(erozé/)—/Zp g(y)dy) dx da = O,

for any complex valued function g inZ(Zp, w).

Proof. For anyf € LZ(Zp, wu), we can take a sequen¢#l; )52, of positive inte-
gers such that

f(x):len;o fM,.(x):len;o > fx(-nx) p-ae. xeQ,.
neLnB(,pMi)

This implies that
fix+ ag) = fim > fmx(=n(x +af))
neLnB(,p™i)

=lim > fx(-neb)x(-nx) uxp-ae. g a)
neLnB(,p™)

from which we can derive (i) and (ii). In fact, for anye L \ {0}, (ii) is obtained by
replacing| f (x + «£)|? with | f (X + a&) — fu(X + «£)|? as follows:

// |f(X 4+ &) — fu(x + «&))? dx do
prZp

= // lim
ZoxZp 170

f () x (—nag)x (—nx)
neLnB(,pMi)

2

- > fx(-nag)x(=nx)| dx de
neLNB(0,pM)
2
< lim inf / / > fmx(=na&)x(=nx)| dx d
EoxZo e Ln(e(0,pM)\BO.PM)
=liminf | do > | £ ) x(=ne) x (=nx)|? dx

j—00
Zp Zo eLn(BO,p™ )\ B(O,pY))
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= lim f(n)|?
lim > KOl

neLN(B(0,pi)\B(0,p"))

< > IfmP—>0 asM—oo.
neL\B(0,pM)

The square integrability (i) is shown by the following fimtess which is given by re-
placing B(0, pM) with the empty set in the preceding estimates:

// |f(x + )P dx de < ) | f(n)]* < oo.
ZpXxZyp

nelL

(iii) Thanks to (ii), we see that

// f(X + a&) dx do

ZpXLyp

= lim // fm(X + &) dx do
M—o0 ZpxZ,

—m_ [ X ot s dx

neLNB(0,pM)

=Jm 3 [ xemoox [ x(onae) e

(o)
neLNB(0,pM)

= lim >~ f(1) 8,080

M—o0
neLNB(0,pM)

= f(y)dy.

The first identity of (iii) is proved. The second identity afi)(and the one in (iv)
follow from this identity. In fact, we observe that

// (f(x+as)— f(y)dy)(g(x+asf)—/ g(y)dy)dxda
ZpxZ, Zp Z,

= lim / / (Fu(x + o) — F(O))(am (X + #&) — §(0)) dx c
prZp

M—o00

= lim //z,,xzp( > f(m)x(—n(x + aE)))

n€(L\{0HNB(0,pM)

x ( > 9 )x (=n'(X + a§ /))) dX do
n'e(L\{

0)HNB(0,pM)
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= lim > f (&) //szzp X (=nX)x (—nag)

o
n.1'€(L\{0})NB(0,pM)

X x (=" X)x (—n'a&’) dX da

= lim > fA(n)ﬁ/; X (=nx)x (=n'%) dx

M—o00
n,n7'€(L\{0})NB(0,pM)
x / X (o€ X () da
Zp

- Nllinoo Z f(’?)@(ﬁ/) 81],71’ 8775,77'5'
n.1'€(L\{0})NB(0,pM)

= lim Y fmat duae

* pe(L\1o)NB(O,pM)
=M"210( > f(n)w) 8.
ne(L\(0DNB(0,pM)
B { | G- foEm—a@y i ¢ =¢.
0 if & 0¢.

Theorem 3.3. For any complex valued function € L%(Zp, w),

{f(XJrOan)—/;p f(y)dy}:o_O

constitute an orthonormal family in 2I(Zp X Ly, b x ) satisfying
//ZPXZP

N-1

. 1
Jim DX+ axy) = / fy)dy uxp-a.e.(x,a),
—00 e Zy

2
dx de = Var(f).

f(x+axn)—/; f(y)dy

In particular,

and for any positive integer N

b

Proof. The assertions on the fami{yf (X 4+ axn) —pr f(y)dy} of functions with
two variablesx and « follow from the previous lemma. As seen in [1] and [2], by

N—

2
> f(x+axn)—/Z f(y) dy

n=0

[uy

dx do = %Var(f).

Z| -
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applying general theory, we see the validity of {jm..(1/N) Zn 01 f(X + axp) =

pr f(y) dy at u x p-almost every X, «). The final identity in the assertion is proved
by the following observation:

/> 3
//Z,,sz NNX:O(f(X—i-aXn)—[Z f(y)dy) 2
I 3 (f(x—i—axn)—/ () dy)

n,n'=0

f(X + ax,) — f(y)dy| dx do

dx do

X (f(x+o:xnf)—/Zp f(y)dy) dx do

N

_ %ngzzo//szzp(f(waxn)—/zp f(y)dy)

x (f(x—i-axnl)—/ f(y)dy) dx do
Zp

=

pd
-

S, Var(f)
0

nn

Var(f). ]

1
N2
1
N

Let us recallDp, = {0,1,2,...,p—1} (cf. (1)). To each integeN with N—1> p?,
there corresponds a unique pair of sequence of integers h, > --- > hg > 0 and
ri,r2,...,rs € Dp\ {0} such that

(4) N—1=rip™ +rop" 4. +rsp™,

wheres = maxX{| € {1,2,...} IN—1> p'}. We let (i1, »») denote the greatest common
divisor of integersv; and vs.

Lemma 3.4. For any q withl<q <2,anyé& € L\ {0}, and any Ne {1,2,...}
with N —1> p?,
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(i) under the correspondendd)

N-1
—— > x(Eax,)
N n=0

§—+ Z(/Z

¢l 1/q
da) ,
where s= max| || is positive integer satisfying N-1> p'},
(i) forany je{1,...,s} and& € L\ {0} represented a5 = v/pM withv € {0,...,pM -1}
and (v, p) = 1,

J.

1 1 .
= oM phil (ryp")T + Z

CoeDp\ {0}

q

rj—1phi*
¥ e2v/~Trafsa/p" M, 2v=Trn(ga/p" }p

a=0 n=0

p

ri—1 phi- q
Z Z ezﬂna {Ea/p"i Y Jog 2v/—Lrn{ga/p"i ),

a=0 n=0

da

singzrico/p) , |°

sin(zco/ p)

M-+h;

LDINDY

I=hj+1 coeDp\{0}
C1,...,0€Dp

sinzrj(co+cap+---+cp)/ptt
sinT(co+cip+---+¢cp)/ptt

L sinTph(Co+ept---+6ap7h)/p "
sinm(co+cip+---+a_1p1)/p

(iii) for any positive integer Mnon-negative integer h and & Dy,

Mir:h Z Sinnr(co+c1p+...+clpl)/pl+1
i 1)/ pl+1
I=h+1 coeD,\(0} sinm(Co+cp+---+ap)/pt
C1,...,G €Dy
 sinTp'(Co+ep - +6.1pY)/p !
sin(Co+C1p+---+¢-1p"1)/p
M+h p-1
<plr® Y Y
I=h+1a=1 |S|nyra/p'|q

Mp™M¢(q) oL,

— 1)
=(P-D'—

where¢ stands for the Riemann zeta functior., ¢(z) = > -, 1/n%
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Proof. We can divide the s€D, 1,..., N — 1} of consecutive integers into the
disjoint subsetdy, ..., ls;1 of consecutive integers defined by

i =1{0,1,...,rp™ -1},
lp = {rip™, ..., rip™ 4 rpp" — 1),

I = {rlph1+---+rj_1ph1*1,...,rlph1+---+rjph‘ -1},

ls = {rap™ + - +rsap™t, ..., rp™ 4 frgp — 1)
and
lspr = {rap™ + -+ rsp™) = (N - 1}.

To each integem; € {0, 1,.. ., pM — 1}, there corresponds a sequence of integers
o, ay, - - -, @, -1 € Dp such that

(5) m; =aop" "+ apM T+ - + an 1 p°.
() If nely, thenn = ay + a p* + -+ + an,1p™* + a,, p™ for someay, ay,

.yan,—1 € Dp anday, € {0,...,r; —1}. Accordingly, the integen assigns a frac-
tional number

@ @ An; 1 an,
Xn_B—i_E—i_..-—i_ ph1 ph1+l
m
L, O O<m<pm-1,0<a, <r —1).

If nel; with some 2< j <s, we see
rlphl_i_..._i_rj_lphjfl §n<rlph1+...+rjphJ,

equivalently, 0< n — (r.p™ + --- + rj,lth) <Trj phi. Consequently, by takingy,
a,...,an-1€ Dpanday €{0,...,r; —1}, we see

N—(@p™ + -+ +rj_1p") = aop® + arp’ + -+ + an,—1p" 7 + an, Pl
Such expression af as

Nn=ag+ap’ + -+ an_1p" 4 an PV + (rj_apM 4o+ rp™)
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provides us with a representation of the fractional numbewritten as

T . U= . it o, N
n— p p phj phj+l phj71+l ph1+1
_m all
- phj + phj+l + RJ

under the correspondence (5), whexg € {0, 1,...,r; —1} and
Mj—1 ri
Ri= gt o
If nelsyq, then
n=rep™+---+r.p"=N-1.
This implies that

I's i R
Xn_phs+1 ""i'w— S+1-

From these observations, we can derive that, for aryZz,,

=z

-1
x (Eaxn)

S
Il

= ©

-1
g2V —Tr{Eaxalp

=]
Il
o

I Vel XS: 3 @ Ity 4§ @2y Trleoy

el

S
iy

j=2nel; nelsi
pht -1

= Z @2V ~Lr(ga(my/p" +an, /p"* )}y
m;=0 ahl:O

hi—1
s pl ri—1
2/~ Tr (a(m;j/p" +an, /p" TR p V=Ir{taRss1}
D3PI , + PR
j=2 m=0 ay, =0

787
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Therefore, by applying Minkowski’s inequality, we can card# that

([ e )

p't 1 ri—1
_ ( <Z Z @2V~ Lnmy(ga/p")p g2y~ Lran, (sa/ "1,

OahO

\/— Z X(Saxn)

hi—-1 .
s p! Tl—l

+ Z Z Z @2/ =Trm (§a/pM }p 2V ~Tran, (5a/p" T p 20/ =Tr (saRy }p

j=2m;=0 ah =0
¢l 1/q
+ ezﬁﬂ{éa&+l}p) da>

q 1/q
< 1 Zleﬂ{faRs+1]p
< _(e ) da
VN
pht -1 a Y
+ / Z Z @2V —Trmy{Ea/p'}p 2v—1ran, (Ea/p1 ), da)
<Zp =0 an, =0
([ | S 3 e
Zp m; =0 an, =0

« e2«/jlnahj {Ea/phj+1}peZ\/jln{§aRj

q 1/q
I da)

4 1/q
da) .

pJ -1
Z Z g2V~ Tralka/p"i 2/ Trn(ga/p"

n=0 a=0

1 13
< —=+—=
IN N E\ U,
(i) For any j € {1,..., s}, we first note that

phj—l I’i*l q

LIX X

m;=0 an; =0

= /Qp 17, ()

Sinceé¢ is represented by = v/pM with somev € {1,..., pM—1} satisfying ¢, p) =1,
by taking variableg given by 8 = £«, we can perform the integral with respect to the

2/~ Trm (ga/pM ) p g2V ~Tman, 5o/ P o | g

phiTt -1 q
hj+1
bp

Z Z 2V ~Trm €/ p" }p 2v/=Tran, £/ P

m; =0 ay,; =0

do.
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variable 8 on B(0, pM). Accordingly, it turns out that

ph171 ri—1 q
Z Z ezﬁnmj{éa/p“j}pezflnahj{sa/phj“}p dor
Zo |mj=0ay; =0
hi—1
pli—tr-1 q
Z/ 2 (é) Z Z ezﬁﬂmj{ﬂ/ph'}Pez‘/jl”ahj{ﬂ/phjﬂ}p dg
P
Qp é': mj:Oahjzo |§|p
1 phi—t rj-1 q
hj — hi+1
=— Z eZFlnmj{ﬂ/P J}plelnahj{ﬁ/pJ Yo dp
P B(O.p") m; =0 ay; =0
1 phit rj-1 q
= — / Z Z V=Tum; (/0" )5 g2v/~Tran (8/0" Mo |
P BOp™) m;=0 an; =0
M-1 phi~t rj—1 i q
hi — +1
+ > f > @2V—Tam; (B/p"1 ) g2y~ Tran, (8/0" ) dﬁ)
==y =1 ¥ S0P |m;—0 2y, =0

Here and in the seque§(0, pkt1) = B(0, p*t1) \ B(0, p¥). We can perform change of
variables given byy = p~M~18 in the first integral and change of variables given by

y = p**1B in the second integral to obtain
/ Z Z g2/ =Trmj(ga/p"i | pg2v/~Lran; (£a/p" My
Zp|mj=0ay =0

1 Cdy
=™ i q

_

k=—h; -1 S(0.1)

ph171 ri-1 a

do

phi—t rj-1

30N e/ Ao,

m,-=Oahj =0

K+1+hj+1
w @2V—lran; {y/p e

q
pk+1 d)/)
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1 (P
= — W

pM
M-1 phi~t orj-1
Y I 3 @,
k=—h;—1 SO.D|mj=0 a4, =0
q
k+1+hj +1
x @2/ Tman; {y/p dy)
1 ((rjph)e
- p_M phj+1
M+h; phi~t -1 q
i — . _ |+1
+ Z pl—h]/ Z Z e2ﬂnm,{y/p'}pe2ﬂn%j{y/p+}p dy>
1=0 SOD|m; =02y, =0
_ 1)
- p_l\/l phj+1
M+h; phit rj-1
I_h 2+/=Txm(co/p' +¢1/ P+ 4-01-1/P)
£ > > Y e
1=0 coeDp\{0} B(co+C1p+--+a p',p'*t) m; =0 ay,; =0
Clyeeey C|€Dp
o« e2V~Tna, (co/p'+1+c1/p'+---+Q/D)|q dy
1 (ryph)e
- p_l\/l phj+l
M+h; phi—t

1 V=Lrmj((co+cp+--+c-1p 1)/ p')
PY o T | e,

CoeDp\{0} Im;=0
C1,...,C €Dy

ri—1 q
— | |+1
% Z g2V —Lran; (Cot+crp+-+a p)/ph
an, =0
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phiTt -1 q

Z Z ezx/jlnmicer«ﬁnahjco/p
m; =0 ay; =0

1 1 N
= pupnt | (P >
coeDp\{0}

M+-h;

LDIED

I=1 coeDp\{0}
C1,....G €Dy

phj—l

Z g2V —Lrm;((Cot+erp+-+a-1p1)/p)

mj::O

rj——l q

% Z eZHnahj((cO+c1p+...+q p)/p'+h)

an; =0

rj——l q

:E:: ESZN/::iirahj(h/ p F)hj

1 1 _
=g | O D

Co€Dp\{0} ah; =0

M+h;

LD

I=1 coeDp\(0)
Clyeeny ce Dp

phj—l

Z g2V=1rm;((Co+erp+-+6-1p1)/p')

nﬁi::O

ri—-1 q

x 37 @I (Grapttap)/p

an; =0
_ L1 [ ey 3 [SErln) o]
pM phi+t| oo SiNETCo/P)
R e
I=1 coeD,\(0} 1P+ +0apt)/p)

: q
» sm(nrj(co+clp+---+c|p')/p|+1)

sin(r(co +cip+---+¢p)/p+l)

Thanks to the fact thdte {1,...,h;} implies sing p"i(co+c1p+---+c-1p'"1)/p') =0,
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we can conclude that

A

1 1 .
= g | P )

pJ -1 ri—1
Z Z @2v/=Trm;(ga/p"i }p g2v/~Tran (so/p"
mj= Oah =0

q
do

. q
Sin@rjCo/P) n

GeD,H\ (0} sin(zco/p)
M-+h; sin@erj(Co+cap+---+ap)/pth
+ Z Z sin(r(co+cip +---+¢p)/p'+l)
I=hj+1 coeDp\{0}

y sin@ pMi(Co+ cip + -+ +ca_1p'Y)/p) !
sinfr(co+cip+ -+ ¢ ap-b/p)

(iii) From the estimate

sin(h + 1)z x
sinmx

sinnwx
sinmTXx

sinnN X CoSm X + cosne X SinT X
B sinx

=<

we can inductively derivesin(nzrx)/sin(rx)| < n, and so we havésin(ztr(co + c1p +
4 ap/pth)/sin@(co+cip+ -+ ap)/pt <r < p—1. Accordingly, we
easily see that

MZJrh Z sinrp"(co+cip+---+c_1pH)/p)
1Zh51 coe Do () sin(r(co +cip+---+¢_1p1)/p)
C1,..,0€Dp
y sinrr(co +cip+---+¢gp)/ptH A
sin(r(co + cip+---+¢ph)/p'+l)
M-+h

<> > = 1 _ e

A |—1 I
|=h+1 coeDp\{0} |SIn(7T(CO + Clp + + C|—1p )/p )|q

M+h p'—1

- Z Z |sm(na/pl)|q Irf®

I=h+1 a=1
M+h p'—1

=pr® Y > ———

eyttt |S'”(”a/p')|“
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On the other hand, Ifch + cip +--- + ¢ _1p7Y)/p' < 1/2, we seeco + C1p +
4+ gapte(1,2,...,|p"/2]}. Since 0< x < 1/2 implies sinTx > 2x,
1 - p'
|sin@r(Co + cip + -+ +c-1pY)/P) T 2@ +ep+-+Goap )

Otherwise, namely in the case that2l< (Co + cip + -+ g_1p"1)/p < 1, we see
Co+cCp+---+aapte{lp/2 +1,..., p' — 1}, which implies p' — (co + ¢c1p +
o Foop ) e(1,2,...,p'/2] — 1}. Consequently, we have
1
|sinGr(Co + c1p + -+ +c_1p 1)/ p')l
B 1
|sin((r — 7 (Co + C1p + -+ + a1 P 1)/ p))
- 1
T 2-(p' —(co+cip+---+a1pY)/p
|
< P :
2(p' —(co+Cip+---+6-1pY)

By combining these observations, we conclude

M+h

2 2

I=h+1 coeDp\(0}

sin@r p"(Co + cip+ -+ -+ c_1p Y/ ph)
sinr(co+cip+---+6_1p-1)/p)

Clyeeey C|EDp
SIn(m(cO+clp+ ~+ap)/pthH
" Sinr(Co + cap+ - + G P)/p )
M+h [ Lp'/2] p'-1 1
=plr® 7 Z ey S S Py sy
P s 5, s/ I
M+h L'/2J | p'—1 | q
sore (Y X gty
I= h+1 am1 142 a=|p /2]+1 2(p' —a)
M+h Li/zJ | q LP/ZJ 1 p q
=plr|® Y ( )
I=h+1 \ a= 2a b 1 2

M+h g1 /L0721 Lp'/2]-1
p 1 1
— q —

=" > (Z at 2 bq)

I=h+1 =1 b=1

pha+t Mh L2 /2y
= |r|q Z p(l h)q( 5 + Z E)
I=h+1 a=1 b=1
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ph gq+1 M+h h
q q
S T
I=h+1
hg+1 M+h
<(p-1y > pMi-2¢(q)
I=h+1

hg+1

<(p- 1)qp MpMa . 2z (q)

MpMiz(q) pha+L,

— — 1)
_(p 1) zq 1

Proposition 3.5. For any & € L \ {0},

q 1/q
lim ( — da) = 0.
N—o0 z,

Proof. We can deduce from (ii) and (iii) in Lemma 3.4 that

J.

1 1 .
< g [P D)

coeDp\ (0}

q
da

pJ -1 ri—-1
Z Z ezﬁnm, ga/p'i}p Zfbrah {ga/pMi Yy,

m; =0 &, =0

singerjco/p)  [°
sinrco/ p)

M+h;

LDIEDY

I=h;+1 coeDp\{0}
Clyeeny QGDp

sin@rp"i(co+cip+---+c_1p~/p)
sin(r(co+cip+---+c_1p1)/p)

» sin(rrj(co + cip+--- + ¢ p)/p |
sinr(co +cip+---+ap)/ptl)

11 | |
= WW((D_ 1pY9+ (p— PN+ (p— 1)

_ (p— 1y (p L MquHC(Q)) phi@-D

pM+1 20-1

— Cphj(q—l) 1<j<s),

MpMaz(q) phic+1
20-1

whereC = ((p— 1)/pM*)(p + MpMatiz(g)/29-1).
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On the other hand, we will show that

1S phna-D ( 1 )(2“*>/‘2‘*’(Iog<(p—1)(w—1>+1))1/q
\/W;(p AR N—1 '

log p
The inequalitiesh; > h, > -+ > hs > 0 provide us with the estimate dm given by

hj = (hj —hji1) + (hjp1 —hj2) + -+ (hs_1 — hs) + hs
>(s—-1)—j+1+0
=s—j (1=j=y9),

which implies

%)
[%2]
[%2]

s—1
N—1=)"rjph=) pi>>pi=) p=
j=1 i=1 i=1 k=0 P

-1

Since this shows < log((p — 1)(N — 1) 4+ 1)/log p, by applying Holder’'s inequality
we have

(@-1)/q , ¢ 1/q
Z(p )(q 1)/q < _— (Z(p )(q 1)/0-9/(q— 1)) <Z 1q>
f N =
1 s (9-1)/q
_ hj 1/q
VN <j:1

- i(N 3 1)(q1)/q(log((p -)(N-1)+ 1))1/q
VN log p
1\ &V rlog((p — (N — 1) + 1)\
= N-—-1 |0g p !
which yields
1S phit rj-1 1/q
_— Z Z e2«/7171mJ ga/piYp 2ﬂnah afga/p"ith, dot)
= .21(/% Py

< Cl/q Z(p )(q 1)/q

_ v 1 (2-0)/(29) log((p — 1)(N — 1) + 1) 1/q
N—-1 log p

—0 asN — oo.
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Finally, by combining this with (i) in the Lemma 3.4, it turmmait that

q 1/q
lim ([ da) = 0. O
N—o0 z,

Theorem 3.6. For any q satisfyingl < q < 2 and any complex-valued function
f e L%(Zp, pn),

lim //
N—o0 ZpxZy

Proof. We usefy defined by (3) to approximaté;

N-1

jﬁ 3 x(Eaxn)

n=0

q
dx da = 0.

N-1
( Zf(x—i—axn)—/ f(y)dy)

n=0

Z

1
NZ f(x +ax,)— [ f(y)dy

— Zp

N-1

N—
Z fu (X + axn) = F(0) + = Z(f — fu)(x + axn)

Z||—\
23
O

|
Z|r
HM

[y

Y fEx(Ex+ax) + % SF — )+ ax)

£€(L\{0)NB(0,pM) n=0
. 1 =
= > FEXE00 2o x(ax) + Z(f — fm)(X + o).
&€(L\{0HNB(0,pM) n=0

By applying Minkowski's inequality and Hélder's inequalitwe obtain

q 1/q
f ) — f(y)d dx do
(/fH ( ZO (X + %) / ) y) x )
~ 1 —
FEX(EX)—= )  x(—Eaxn)
<//ZPXZP £€(L\(0))NB(O,p™) */Nngo
1 N-1 q 1/q
fZ(f—fM)(x+axn) dxdoz)
1 N—1 q 1/q
< If($)|< IxEX)Y—= )  x(Eaxy)| dx doz)
se(L\{O%:B(o pM) //ZPXZP VN ngc:)

Z(f — fu)(x + axy)

(L.

q 1/q
dx da)
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>1/q

q 1/q
dx doz)

q 1/q
=< | £(8)| < da)
EE(L\{Ol)ﬂB(O pM)
g-2/q q/2
(( Il dx da)
ZpxZyp
(2-q)/2\ /4
% (// 19/(2=9) qx doz) )
ZpXZyp

N_1 q 1/q
= > |f(§)|< | IN ;x@axn) dOf)

£€(L\{0})nB(0,pM)
1/2
dx doz)

<//prp
q 1/q
da) +If = fmll2

= > f (s)|<
£€(L\(0))NB(O,pM) Ze
In the final identity, Theorem 3.3 is applied. By passing tingitlas N — oo, we can
derive that the first term tends to zero from Proposition &Gbsequently by passing
the limit asM — oo, we can conclude that

. 1 N-1
d@w//;pxzp m<ﬁ§) f(x+axn)—fzp f(y)dy)

N—
Z X(saxn)
=0

= > |f(s)|<z

£e(L\{0hNB(0.pM)

(//

N—
Z(f — fm)(X + aXn)

Z x (Eaxn)

N—
Z(f — fu)(x + axy)

Z(f — fu)(x + axn)

N-1
— x(Eaxn)
W&

q
dx do = 0. U]
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