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Abstract

Let X be a CW-complex with basepoint. We obtain a simple desoriptif the
Borel construction on the free loopspace of the suspensfoX @s a wedge of
the classifying space of the circle and the homotopy coliofita diagram consist-
ing of products of a number of copies of and the standard topologicatsimplex.
This is obtained by filtering the cyclic bar construction d¢re tJames model of the
based loopspace by word length in order to express the hgymaype of the free
loopspace as a colimit of powers &f and standard cyclic sets. It is shown that
this colimit is in fact a homotopy colimit and commutativiof homotopy colimits
is used to describe the Borel construction.

1. Introduction

Let X be a connected CW-complex with a basepainand letY = X(X) be the
reduced suspension of. The first aim of this paper is to give a combinatorial model
of the free loopspace oM, which will be denoted byL(Y). To achieve this, we start
with the cyclic bar construction introduced by F. Waldhau$21] which was applied
to the monoid of Moore loops olY by T. Goodwillie [11]. It is shown in the latter
paper that we obtain a cyclic space (i.e. a cyclic object enaategory of spaces) whose
geometric realization is weakly equivalent to the free ke onY in a way which
preserves theSt-action. Following an idea of W. Dwyer we replace the monofd o
Moore loops onY by J(X)—the I.M. James model of the based loopspaceXofBy
filtering the cyclic bar construction by word length, we abta simple description of
the free loopspace in terms of the standard cyclic sets adléy cartesian products of
X (Theorem 1).

The next section describes the Borel construction on the ffsepspace of a sus-
pension (Theorem 6). The proof is based on the observataintile colimit describing
the free loopspace obtained in the earlier section is in dahbmotopy colimit.

The Borel construction on the free loopspace has been studerlier by
C.-F. Bodigheimer [3], Bodigheimer and |. Madsen [4] as well Garlsson and
R.L. Cohen [5]. We will return to the relation later on in thaper.
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We thank William Dwyer for the idea of filtering the cyclic baonstruction by
word length and to David Blanc for a number of helpful conaéms.

2. The cyclic bar construction on the James model

We work in the category Top of compactly generated Hausdoglogical spaces
as described in Steenrod [18]. We use the symbdb denote a homeomorphism, the

symbol ~ to denote a homotopy equivalence, and the sym%oto denote a weak
homotopy equivalence.

We recall the main facts about cyclic sets. The cyclic catego was introduced
by A. Connes in [7]. Our notation and terminology will be ciatent with the fun-
damental reference by J.-L. Loday [14]. The objects are thiéefiordered setsn] =
{0,1,...,n}, wheren > 0. The morphisms are generated by the order preserving maps
i: [n—1] — [n]—skip element, the order preserving maps: [n+ 1] — [n]—repeat
elementi fori =0,...,n (as in the simplicial categorA) and the cyclic order pre-
serving maps, : [n] — [n], (i) =i —1 mod f + 1). With respect to the simplicial
face and degeneracy maps, the cyclic operators satisfyotlmving relations:

Si_1Tn_1, for 1<i <n,
o = .
Sn,for i =0,

S Oi_1Tny1, fOr 1=<i =<n,
nv1 — .
for i =0.

”nrr12+1’
A cyclic space is a contravariant functor fromto the category of spaces (a cyclic set
is a special case of a cyclic space, when all the spaces imatigerof X have discrete
topology).

There is a forgetful functor which associates with eachicygpace the underlying
simplicial space. Fon > 0 let A" be the closed topological-simplex, i.e.{(xo, ce
Xn) € R" \ E{‘ZO xi =1 andx > O}. The geometric realization of a cyclic space is by
definition the geometric realization of the underlying slitipl space,

- (L) /~

where ~ ranges over the simplicial relationsx, (@.(u)) ~ (¢*(x), u) for ¢ € A. The
key property of cyclic spaces is the fact that the geometadization of the underlying
simplicial space has a canonical action3¥f see W.G. Dwyer, M. Hopkins and D. Kan
[9] and Jones [13].

In what follows, a key role is played by the standard cyclits s#efined forn >
0 as

A[n] = Homyoee([N], —).
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We denote the dual elements of the generators of the cydégoey—s;, oi and r,—
by d, s andt,. If an element ofA[n] needs to be explicitly mentioned, it will be
understood as the composite of the latter. In what followsnitemake use of the map
A[n] to A[n— 1], wheren > 1, obtained by precomposing an eleménof A[n] with
the generatosy: [n— 1] — [n] (i.e. O — 6%). Since the cyclic structure mapse+ s,
tn—are applied on the left, this maf[n] — A[n—1] is a map of cyclic sets (denoted
by (s0)* in what follows). We let:, denote the identity mapn] — [n] in A°P, which

is a generator ofA[n]. The realization ofA[n] is homeomorphic toSt x A", with St
acting by rotation of the first coordinate ([9] or [13]). Tkeis also an action of the
cyclic groupZ/(n + 1) on A[n], obtained by precomposition with the cyclic operator
th, i.e. 6 = 6 t,. On the realization it takes the following form (J. Jones]J13

(0, Ug, .. ., Un) = (6 — Up, Uy, . .., Up, Up),

where the first coordinaté belongs toS' = R/Z, with the action of the generator of
Z on R given byt +—t + 1.

It follows from the simplicial relations that every elemanit A[n] can be written
as a composited, whered € A°. In particular, since there is a unique morphism
[0] — [m] in A°P, A[O] in dimensionm is the cyclic group of ordem + 1 generated
by tn.

We defineA[—1] to be the constant cyclic space on a point.

The cyclic bar construction on a topological monoid wasaddtrced by Waldhausen
[21]. Let G be a topological monoid with identity element 1. BW(G) = G"! = G x
---x G (cartesian product afi+ 1 copies ofG). We denote an element o%,(G) by (go |
--- | gn). The following maps give the collection, (G) the structure of a cyclic space.

- GG for 0<i <n,
Gl | ) = (ol 190G+l [dn) .
(OnQolQ1 | -++ ] Gn-1) for i=n,
S(@ Il 1) =(0|--16G[1]gs1]---]gn) for 0O<i<n,

ta(@ |- 1) =(n g0l [gna)

Proposition 1. Let X be a basedconnected CW-complex. There exists a canon-
ical homotopy equivalence
¢: |I.I(X)] - LzZX
which is S-equivariant.

Proof. LetY be a pathconnected pointed space &\ denote the monoid of
Moore loops onY. Goodwillie [11] shows that there is a canonical weak edaivee

y: |I.QY| - LY



296 J. SPALINSKI
which is St-equivariant. Applying this to¥ = X(X), we obtain a weak equivalence
IT.QX(X)| — LX(X).

Combining this with the weak equivalenc¥X) — Q%2 (X) given by the James model
[12], we obtain a weak equivalence

¢ |I.IX)| = LE(X)

which is S'-equivariant. Since we assumé is a CW-complex, the domain of the
above map is a CW-complex. By Milnor [17], the spdcE(X) has the homotopy type
of a CW-complex. Hence the above map is a homotopy equivaléycWhitehead's
theorem. O

3. A filtration of the cyclic bar construction by word length

The goal of this section is to relafé, J(X) to the standard cyclic setA[n]. In
order to do so, we introduce a filtration ®f,J(X) by word length (since the James
model J(X) consists of words inX of finite length).

Let |Jw| denote the length of a word in JX. We define the total word length
of an element g | - | wm) in Tnd(X) as |jwo|| + -+ + |lwm|. Forn >0, let F,
denote the subset df, J(X) consisting of elements of total word length at mast

Lemma 1. For n > 0 the subset Fis a cyclic subspace df. J(X).

Proof. This follows from the observation that each of theigire maps in the
cyclic bar construction preserves total word length. L]

Hence we have a filtration:
FoCcFiC R C---CTI(X).

We can describe the first two filtration elements directlye ™yclic space~, con-
sists of a single element( - - - | ) in dimensionn. This cyclic space is isomorphic
N’

n+1
to A[—1]. The cyclic spaceF; has the following description. Each poirte X \ {x}
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generates a cyclic subset &f of the following form.

t2

/\

20 (x| *] %) ([ x| %) (CHERPY)
~_ 7 ~_2 7
1: (x| %) (x| x)
~_ b7
0: )

Clearly, this is a copy ofA[0]. Inside F; we also have a copy oF, generated
by the basepointx}. We will let the symbolX also denote the constant cyclic space
generated by the CW-complex (i.e. all structure maps are equal to the identity), and
similarly for the symbol{x}. HenceF; is isomorphic, as a cyclic space, to the colimit
of the following diagram:

(¥} x A[0] —25 X x A[0]

g

A[-1]

where Ao is the unique map to\[—1] (the cyclic model for the one point space) and
ito is the product of the inclusion of the basepoint and the idemin A[0]. These
maps will appear again in the second definition below. Theeetao reasons why
the description of the filtration elemer needs to be somewhat more complicated.
First, although a typical elemenk,(y) in X x X generates a copy oA[l], if either

x or y is the base poink, then the pair generates a copy 68f0] accounted for in
F1. Second, given a pair of points, y € X \ {x*}, the pair &, y) generates the same
cyclic subset asy(, x). In order to make the bookkeeping transparent, we intredhe
categoryL and the functorG whose values are products of a number of copies<of
(i.e. a constant cyclic space on the CW-compkkand the standard cyclic set (of an
appropriate dimension). The colimit operation applied he tliagramG(L£) gives the
cyclic bar construction.

DEFINITION. Let £ be the category whose objects are the following pairs of non-
negative integers:

(n,n) and f,n+1), where n>0.
The morphisms are freely generated by:

e An:(n,n+1)— (n,n), forn>0,
e un:(nn+1)—»>(n+1,n+1), forn>0,
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e yy1:(n,n)— (n,n), forn=>2,
modulo the relationy,_1)" = id for n > 2.

The initial part of £ is described by the following diagram:

0.1 1,2 (2, 3)
SN NN S
©0.0) (€. 1) 2.2) @3, 3)

SIS

DEFINITION. Let G: £ — Top*”™ be the functor defined as follows:
G(n,m) = X" x A[m—1],

where X" denotes the constant cyclic space on the CW-complgxi.e. with identity
structure maps). On morphisms, we €ithg) = Ao, G(io) = fio; for n>1, 6 € A[n]:
G()Ln)(XO, e ey anlv 9) = (XO! vy anla 9&))1

G(Mn)(x()a v ey Xn—ly 0) = (XO! *1 le ey Xn—l: 9):

and forn > 2 and¢ € A[n—1]:
G(¥n-1)(Xo, X1, - - -+ Xn-1, @) = (X1, - - -, Xn—1, X0, Ptn_1).

Note that the cyclic structure oX" x A[n — 1] and X" x A[n] is obtained by
applying the cyclic operatorsd, 5, tn) on the left to the last coordinate (i.e? and
¢ in the formulas above). The maga(1,) and G(y,,_1) are defined using the action
of the cyclic operatorsgy and t,_ 1 on the right. For this reason these are maps of
cyclic spaces.

Theorem 1. The colimit of the functor G is homeomorphic to the cyclic ban-
struction on IX):

colim;, G ~T,J(X).
Moreover if we restrict to the N-skeleton of (i.e. pairs with both entries less than
or equal to N), the colimit is isomorphic to f, the N-th word length filtration of
I, J(X).

Proof. The proof is based on the following three observation
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e Forn=>1, the elementxp, ..., Xn-1,tn-1) € X" x A[n—1],_1 representsxg | - - - |
Xn—1) € T'h_1J(X).
e Face maps applied to this element represent removal of firaplicial dimension
in A[n — 1] corresponds to dimension in, J(X).)
e The role of the elements in the upper row of the diagram (cysfiacesG(n, n +
1)) is to ensure that elements of the form,( . ., Xn_1,tn) With somex; = x fori > 0
represent degenerate simplices in the colimit.

In order to establish a homeomorphism of the colimit withJ(X) (in each di-
mension), forn > 0 we construct maps of cyclic spaces

an: G(n, n) — I',J(X),
Bn: G(n,n + 1) - T, I(X),

which are compatible with the maps in the diagr&(.).
We setog(*,t-1) = (%) and Bo(*,10) = (x). Forn>1, ¢ € A[n—1] andd € A[n]
we let

Oln(XOa vy Xn—1s 4’) = ¢(X0 | T | Xn—l),

,Bn(Xo, . eoy Xn=1; 9) = 9(X0 | * | X1 | s | Xn_j_).

First we need to check that the following diagram commuteereim > 1 (the
commutativity of then = 0 analogue of this diagram is obvious):

X" x A[n]

Giy Y‘ﬂn)

X" x A[n—=1] X"+l A[n]

R ‘/rwl

r.J(X)
anG(An)(Xo, - - -y Xn—1, 0) = an(Xo, - - ., Xn—1, 6%0)
= anfSo(Xo, - - - » Xn_1, tn_1)
= O0sooen(Xo, - - -y Xn—1, tn—-1)
=0%(Xo | -+ | Xn-1)
=00 | [ X1 [+ [Xn-1),
ans1G(un)(Xoy « -+« s Xn=1, 0) = any1(Xo, *, X1y« v ey o v vy Xn—1, 0)
=0(Xo | * [ X0 || Xn-1).

Moreover, each of the above composites must be equal, tavhich it clearly is.
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Second, we need to check that the following diagram comnifates > 2:

X" x A[n— 1] =29 o xn 5 Aln— 1]
Nt
anG(yn-1)Xo, - - -, Xn-1, ) = an(X, . - ., Xn-1, Xo, Ptn_1)
= an(Ptn-1(X1, . . ., Xn—1, X0, tn-1))
= ¢tn_1on(X1, - . ., Xn—1, Xo, tn-1)
= ¢ta1(Xa | -+ [ Xn-1[X0)
=¢(Xo |+ [Xn-1) = an(Xo, - - s Xn-1, @).

Hence the maps,, and 8, assemble to a map from the diagr&®{,) to I'. J(X),
and therefore induce a unique map

a:colim; G —T,J(X).

Since every nondegenerate element'in)(X) is an iterated face map of an elem-
ent of the form Xo | - - - | Xh_1), we conclude that the magp is onto.
It is a little harder to show that the mapis one to one. We will call two elements

(X0, ..., Xn-1, ) € X"x A[n—=1] and §o,..., Ym1, ¥) € X" x A[m—1]

equivalent if they determine the same element in the caliMénce we need to show
that if two elements as above map byto the same element iiv, J(X), then they
are equivalent.

First, note that if Xg, ..., Xn_1, @) is such thatxg = --- = x,_1 = *, then the
equality an(Xo, - - . » Xn-1, ®) = ¢m(Yo, + - - » ¥m_1, ¥) impliesyg = -+ = yn_1 = * and
the two tuples determine the same element in the colimit,are equivalent.

Hence from now on we assume that at least mnand at least ong; is different
than x. Therefore, by changing or ¢ if necessary (replacing a givexrtuple or y-
tuple by an equivalent one), we may assurge# x and ygy # *.

Next, replacing a giverx-tuple or a giveny-tuple by an equivalent one if neces-
sary, we may assume that all tixe and all they; are different thanx. (Essentially,
the role of the diagran@(£) is to allow replacement of tuples containirgin position
other than the first from the left by equivalent shorter tapgle

Hence the proof of injectivity reduces to showing that fdvitary (xo,...,Xn_1,¢)
and fp, ..., Yym-1, ¥) with all x; andy; different thanx if we have

an(XO: ceoy Xp—1, ¢) = am(YO: sy Ym-1, W),
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then Ko, - - ., Xn—1, ¢) and §o, - - ., ¥m-1, ¥) are equivalent.
By definition of «n, the above equality can be restated as

dXo |- - | %) =¥ (Yo | -+ | Ym-1)-

It is not hard to check that any element in the cyclic categh?y can be uniquely
written asT SD whereT is some power of a cyclic operatdg is a composite of de-
generacy maps, anb is a composite of face maps (for details see Loday [14], 6.1.8
and May [16], formula (3) on p. 4).

Hence we can write

¢=TXS(DX and ¢=TyS)/Dy.

By applying an appropriate power &(y,_1), we can replace the abowetuple by
an equivalent one in whichy is the identity. Similarly for they-tuple. We will retain
the earlier notation, i.e. we have two tuples,(..,Xn_1, S(Dx) and o, ..., Ym-1, S Dy)
which @ maps to the same element i J(X). Since the coordinates equal oin the
imageI', J(X) are determined bys, and S, we conclude that these degeneracy maps
must be equal.

It remains to show that if

(XO; ces Xn—1, DX) and 6’01 e Ym-1, Dy)

determine the same elementlih J(X), then they must be equivalent.

Since none of the; or y; equals the base poimt, we must haven =m, X = V;
fori =0,...,n, and finally Dy = Dy.

We conclude that the originad-tuple andy-tuple are also equivalent.

We have obtained a continuous bijectian col i m; G — TI', J(X) (i.e. this map
is a continuous bijection in each simplicial dimension)nc® we work in the category
of compactly generated Hausdorff spaces, to conclude thatda homeomorphism, it
is enough to establish that it is proper, i.e. inverse imagesompact sets are compact
(see e.g. N.P. Strickland [19], Proposition 3.17). Fix apiomial dimensionp > 0. By
Lemma 9.3 in Steenrod [18], a compact subSedf I',. J(X), is contained in a filtra-
tion elementF,, for some nonnegative integen. Next, observe that the CW-structure
of X determines a canonical CW-structure #mfp, as well ascol i mg nk<m G(n, K).
Moreover, the mapy establishes a bijection on the cells of the two structuresica
it is a proper map. O

Note that the cyclic subspace generatedoqgxo, . .., Xn_1, tn_1) Need not be iso-
morphic to the standard cyclic safn—1]. Namely, if some of the elementg(...,Xn_1)
coincide, then this cyclic subspace will be isomorphic t® guotient of the standard cyc-
lic set A[n — 1] by a subgroup ofZ/n (the action given by precomposition with ;).
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This interesting property of cyclic spaces does not haveumteopart in the setting of
simplicial spaces.

For example, ifxg is not the basepoint, the cyclic subsetr,(xo, Xo, t1) is homeo-
morphic to A[1]/(Z/2), whose realization is homeomorphic to the Mdbius band. More
precisely,A[1]/(Z/2) is a cyclic set with a single element in dimension zero, two-
degenerate elements in dimension 1 and a single nondegeredeanent in dimension
2. The cyclic operatot; switches the degenerate and one nondegenerate element, and
these give a copy of a circle with a freég -action in the realization. The remaining
nondegenerate element in dimension one is fixed by the cyg&ratort;, and this
element generates a copy of a circle in the realization widcfixed by the copy of
7/2 sitting inside the groufs.

The geometric realization is a left adjoint, hence commutéh colimits (see
e.g. S. Mac Lane, Chapter 5, 85, [15]). Hence we have the foilpweorollary.

Corollary 1. The free loopspace on the suspension of a based CW-commex ha
the homotopy type of the colimit of the following diagram

{x} x St X x St x Al X2 x St x A?
X x St X2 x Stx Al X3 x Sl x A2

O @

The above model is related to the configuration space mod¢héoMay—Milgram—
McDuff-Bédigheimer model) in the following way. LeX be a connected CW-complex
with basepointx and S, be the symmetric group om elements. By Bédigheimer [3] or
Carlsson—Cohen [5] we have, up to homotopy,

LE(X) ~ <]j Cn(SY) xs, xn)/N
n=0

where C,,(S!) is the configuration space of orderaduples of pairwise distinct points
on the circle and~ is the standard basepoint condition:

(Mg, ..oy Mp) Xs, (Xa, o vy Xn) ~ (M, oo My, M) X, (X, ooy Kiy e e ey Xn),

if X = *. We can observe thaE,(S') is homeomorphic toSt x C,_1(I), where |
denotes the open unit interval. Moreov&, 1(1)/S,-1 = Al! (see e.g. C. Wester-
land [22]). However hereAl~1 denotes the open topologicatsimplex, not the closed
simplex A" in our description.
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4. The Borel construction

Let G be a topological group anX a space on whicl acts. A. Borel [2] intro-
duces the space

XhG =EG XG X.

This space is currently referred to as the Borel constrnctio the homotopy orbit
space ofX by G. This space encodes the w& acts onX and invariants of this
space can be used to study the action. For an interesting staatern account, see
Dwyer and H.-W. Henn [8].

The main properties are as follows:
e The Borel construction on a point is the classifying spaegihc = BG.
e There is a fibration sequence - X, — BG.
e A G-map f: X — Y which is a homotopy equivalence induces a homotopy equiva-
lence of the Borel constructionf,g: Xhg — Yhe.

For our next proposition, we need the following two standeasults.

Theorem 2. The pushout of the diagram & B — C in which one of the two
maps (i.e. B— A or B — C) is a cofibration is a homotopy pusho(ite. such a
diagram is cofibrank

Theorem 3. Given a group G a free G-CW-complex is a cofibrant diagram in
Top®, and hence the homotopy orbit space coincides with the orginebit space.

For a proof of the above, see e.g. J. Strom [20], Theorem htllTheorem 8.72.

Proposition 2. The colimit which describe§, J(X) in Theorem 1is in fact a
homotopy colimiti.e.

. w .
colim: G ~ hocol i m; G.

Proof. LetGp = col i Mynecki<n G(k, 1). Clearly, Gny1 is the colimit of the
following diagram:

G(n,n+1)
GV Wi)
Gn G(n+1,n+1)

()
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and there are natural maga, — Gn1 induced by the colimit. Moreover,
colim; G ~col i MGy —> G1 —> Gy —---).

We know that a colimit over a sequential category is in factombtopy colimit
(see e.g. [8]). Hence

coli mﬁGghocoI i MGy —> Gy > Gy —---).

Next, we observe that the colimit diagram representgg; above can be decom-
posed into two diagrams: a pushout and a diagram repregeatiyclic group action
(via yn). Since the right diagonal arrow in the above diagram is abcation (a prod-
uct of the basepoint inclusion with a number of identity majpisis pushout is in fact
a homotopy pushout. Next, since the actionZof(n + 1) on the result of the pushout
is free (the action is free on tha[n] factor), we conclude that the colimit diagram
defining Gn,1 in terms of G, is in fact a homotopy colimit. Hence we see that the
calculation ofcol i m; G can be decomposed into three stages: a pushout, colimit over
a diagram representing a free finite group action, a secletdlimit. In our specific
case we conclude that these are homotopy colimits, and hieceriginal colimit is
in fact a homotopy colimit. O

We need the following two preliminary results.

Theorem 4 (Fiedorowicz and Loday, 5.12 in [10]) For any cyclic space X there
is a natural weak equivalence

hocol i My X ~ ES xg | X|.

Theorem 5. Let C and C’ be small categories and F be @ x C' diagram of
spacesi.e. a functor . C x C' — Top. Then

hocol i mc hocol i me F ~ hocol i me hocol i me F.

For a proof see e.g. D.J. Benson and S.D. Smith [1], Theorén2@. Now we
can make the following calculation.

T I(X) g = ES Xst [ I(X)]

PE

hocol i mpe 'y J(X)

PE

hocol i mye hocol i mp myes G(N, M)

~ col i Mumez hocol i myew G(n, m).
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The first weak equivalence above follows from the above #vmoof Fiedorowicz
and Loday, the second from our description of the cyclic larstruction at the begin-
ning of this section and the third from the commutativity tfrated homotopy colimits
stated in the theorem immediately above.

We let G(n, m) = hocol i mye G(n, m). Observe that fom > 1 we have:

G, m) = ES xg |G(N, M)
~ ES xg (X" x |[A[m—1]))

s

ES xg (X" x St x A™ 1)

ES x X"x A™1

=

s

~ X" x A™ 1,

Here is the justification of each weak equivalence above:
1. The theorem of Fiedorowicz and Loday.
2. The definition ofG(n, m).
3. The known structure of the realization of the standardicyset stated in the in-
troduction (Proposition 2.7 in [9] or Theorem 3.4 in [13]).
4. The realization of the standard cyclic set has a Beaction (again Proposition 2.7
in [9] or Theorem 3.4 in [13]).
5. Contractibility of ES'.
Moreover, we have

G(0,0)~ ES x5 |G(0, 0) ~ ES! xg * ~ BS.
For n > 1, the mapG(x,): G(n, n + 1) — G(n, n) is the map
X" x A" > X" x AL

induced bysj, i.e. is the product of the identity map oX" and the affine map from
the simplex to itself which identifies the 0-th and the 1-shdex.

The mapG(ro): G(0, 1)— G(0, 0) is a map sending the basepointo BS.

For n > 1, the mapG(un): G(n, n+1) — G(n + 1,n + 1) is the map

XM x AN 5 XML 5 AP

which is the product of the inclusion mag" — X", (X, ..., Xn—1) = (X0, *, X1, . .
Xn—1) and the identity map om\".

The mapG(uo): G(0,1)— G(1,1) is a map sending the basepointo the natural
basepoint ofX x A9,

For n > 2, the mapG(yn_1): G(n, n) — G(n, n) is the map

XM x AM1 5 XN x AN
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which is
(X0, - - -» Xn—1, Ugy - - -, Up—1) > (X1, - - -, Xn—1, X0, U1, - - -, Un_1, Ug).
We have established the following result.

Theorem 6. For a connected CW-complex X with basepointhe Borel con-
struction on the free loopspace of the suspension has theviah description

ES xg LE(X) ~ BS' v hocol | Mumez, nmz1 X" x A™ 1

where the maps between the variou8 X A™ ! are the ones described immediately
above.

References

[1] D.J. Benson and S.D. Smith: Classifying Spaces of Spor&toups, Mathematical Surveys
and Monograph447, Amer. Math. Soc., Providence, RI, 2008.
[2] A. Borel: Seminar on transformation groups, Annals of Mahatics Studiel6, Princeton
Univ. Press, Princeton, NJ, 1960.
[3] C.-F. Bodigheimer:Stable splittings of mapping spac¢es Algebraic Topology (Seattle, Wash.,
1985), Lecture Notes in Matt1.286 Springer, Berlin, 1987, 174-187.
[4] C.-F. Bodigheimer and |. MadsenHdomotopy quotients of mapping spaces and their stable
splitting, Quart. J. Math. Oxford Ser. (39 (1988), 401-409.
[5] G.E. Carlsson and R.L. Coherthe cyclic groups and the free loop spa&@omment. Math.
Helv. 62 (1987), 423—-449.
[6] R.L. Cohen:A model for the free loop space of a suspensianAlgebraic Topology (Seattle,
Wash., 1985), Lecture Notes in Math286 Springer, Berlin, 1987, 193-207.
[7] A. Connes: Cohomologie cyclique et foncteutt”, C.R. Acad. Sci. Paris Sér. | Matl296
(1983), 953-958.
[8] W.G. Dwyer and H.-W. Henn: Homotopy Theoretic Methods iro@ Cohomology, Advanced
Courses in Mathematics, CRM Barcelona, Birkhauser, Ba$#l12
[9] W.G. Dwyer, M.J. Hopkins and D.M. KanThe homotopy theory of cyclic seffrans. Amer.
Math. Soc.291 (1985), 281-289.
[10] Z. Fiedorowicz and J.-L. LodayCrossed simplicial groups and their associated homalogy
Trans. Amer. Math. Soc326 (1991), 57-87.
[11] T.G. Goodwillie: Cyclic homology derivations and the free loopspacelopology 24 (1985),
187-215.
[12] I.M. James:Reduced product spaceann. of Math. (2)62 (1955), 170-197.
[13] J.D.S. JonesCyclic homology and equivariant homolggyvent. Math.87 (1987), 403—423.
[14] J.-L. Loday: Cyclic Homology, Springer, Berlin, 1992.
[15] S. MacLane: Categories for the Working Mathematiciarir@gr, New York, 1971.
[16] J.P. May: Simplicial Objects in Algebraic Topology, Wnbf Chicago Press, Chicago, 1967.
[17] J. Milnor: On spaces having the homotopy type of a CW-comfl@ns. Amer. Math. So®@0
(1959), 272-280.
[18] N.E. Steenrod:A convenient category of topological spacégichigan Math. J.14 (1967),
133-152.
[19] N.P. Strickland:The category of CGWH spacgsreprint, 2009.



BOREL CONSTRUCTION ONFREE LOOPSPACE 307

[20] J. Strom: Modern Classical Homotopy Theory, Graduatediss in Mathematic427, Amer.
Math. Soc., Providence, RI, 2011.

[21] F. Waldhausen:Algebraic K-theory of topological spacdf in Algebraic Topology, Aarhus
1978 (Proc. Sympos., Univ. Aarhus, Aarhus, 1978), Lectuotebdl in Math.763 Springer,
Berlin, 1979, 356—394.

[22] C. Westerland:Configuration spaces in topology and geomgtystral. Math. Soc. Gaz38
(2011), 279-283.

Faculty of Mathematics and Information Science
Warsaw University of Technology

Koszykowa 75, 00-662 Warsaw

Poland

e-mail: jan.spalinski@gmail.com



