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1. Introduction

Among many problems concerning pseudo-differential operators, one of the
most interesting problem is “to what extent does the symbol function p(x, &)
describe the spectral properties of an operator p(x, D)?”’ Motivation of this
paper comes from this problem.

Actually what we do in this note is the following: Assume that P=p(x, D)
is a self-adjoint pseudo-differential operator of class L, of Hérmander [4].
Then starting from its principal symbol, we explicitly construct self-adjoint
operators P*, P~, R, F* and F~ with the following properties;

(i) F*+F=Id.

(ii) P=P*—P +R.

(iii) P*, P~ and F*, F~ are non-negative self-adjoint operators.
(iv) We have the following estimates;

|(P*F-u,F*0)| < Cllull-yslloll-y 5 »
|(P~F*u, F*o)| = Cllull-yslloll-v s,
'(Ru) ‘v)l = Cllull-ysllol] =175 »
for any u, v C3(R").
Theorem I gives more precise statement. Proof is found in §5 and §6.

If the principal symbol does not change sign, the problem has been settled.
In fact strong Garding inequality [3], [6] means that we can take P~=0, F~=0
and that R satisfies stronger inequality

[ (Ru, v)| < Cllull-zll0]]-175 -

However our result seems new if the principal symbol changes sign. Difficulty
arises at the point of characteristics of the operator p(x, D). The operator F*
and F- are closely related to location of characteristics of p(x, D). This is
discussed in §7.

1) As to general theory of pseudo-differential operators. See [1], [2], [5] and [7].
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Our method is based on localization of Hormander in [4]. His terminology
will frequently be used.

2. Localization

We treat a pseudo-differential operator p(x, D) defined by
@1)  p Dyul) = @x) " [{pw, )= tu(y) dydt .

R"xR"
We assume that the symbol p(x, &) is of the form
(%, &) = pox, E)+pi(x, E),

where p,(x, £) is homogeneous of degree 0 with respect to & for large |£| and
bi(x, £) is a function in Sy3(R") in the sense of Hormander [4]. We further
assume that the principal part p,(x, £) vanishes unless x lies in a bounded
domain QCR”. (See [4]). We use Hormander’s localization in [4]. Let g,=0,
&1 &2 +++, be the unit lattice points in R". Then R" is covered by open cubes
of side 2 with center at these points. Let ©(x) be a non-negative Cs function

which equals 1 in |x;| <1 and zero outside |x;| g%, 1<i=n. We use
(22)  oulx) = Bx—gs)/( X} O(x—gs))” and
() = | X 8%
Pu(x) = ‘Pk( 3 k+gh) :
The following properties hold:

(2.3) MNep(x)*=1 and
k
(2.4) 2 D%py(x) = C,,
k
where « is an arbitrary multi-index a=(a,, a, ***, @,). D®is the usual notation,

ie., D“=(—i 9 )"‘.--<~i 0 )“".
0x, 0x,,

(2.5) [x—y| =2v/n if x, ySsupp @ .
Let

_ £ . . 3

(2.6) Vu(E) = ¢/z< H 2,3> » Pe(E) = P Téﬁ) .
Then

e SEr =1,
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(28)  |EIM S DYAE)I'SC,  for Va.
29)  [E—u|SCIEI™  if & nesupp.

2 ClE—n|* "
2.10 — = for Vg, neR".
(2.10) ; | 9re(&)—Vre(m) | *= AL TEI A+ 1) or VE, ne

Functions ¢ and +, are identically one in some neighbourhood of supp @,
and supp +, respectively. They also have properties (2.4)~(2.10) except (2.7).
Note that 8%g; belongs to supp +r; if §;=|g;|. We define operator yr;(D) by

2.11)  +i(D)u(x) = (2)™" SS e ot (EYu(y) dy dE .
R"xXR"
Obviously we have

(2.12) z (D) = Id,
and
(2.13)  Cluli2< f: 85l (D) ulE=C|lull?,

where ||u||, is Sobolev norm of u of order s in R".
We set @,(x)=p;(8x) and ¢,(x, E)=@;i(x)yre(E). Note that for any multi-
indices «, B, we have

(2.14) | DiDEpjp(, E)| SCugS | E| 2PIPIS C | E| V14125181

This means that ¢, belongs to class S35 15 of Hormander. It follows from
(2.3) and (2.13) that

(2.15)  Clulii= ? 33'llp(x, D) u|3=C~*|lull?,
and

(2.16) X dsu(x, D)*dju(x, D) = Id.

ik
For any pair (j, k) of integers we set

(217)  Pilx, D) = po(’™, £+ 3] pocn(a’®, EN(—a),
+ 2, EYD—EH),

where £* is a point in supp . and x7# is a point in supp @, The following
proposition is due to Hormander.

Proposition 2.1. For any Vu, ve D(R"), we have
(2.18) | (p(x, D)u, v)— ,E,, (Pix(%, D)pju(x, D)u, ¢;u(x, D)v)|
= Cllull-yslloll -1z -
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Proof is found in [4].

3. Spectral decomposition of localized operators

We shall call Pj,(x, D) localized operator. Pj;,(x, D) is an operator of
order 1. The spectral decomposition of Pj,(x, D) is well known. In fact,
after multiplication of ei** and suitable change of coordinates, Pj(x, D) is
unitarily transformed to an operator of the form

L= aD,+b-x,
where o is a real constant and b-x is Euclidean scalar product of two vectors

b= (b, b, -+, b,) and x = (%, &, *+*, %,) .
Let

L= SlxdE(x)

be spectral decomposition of L. 'Then the projection operator E(\) is the mul-
tiplication of function Y(A—b-x) if a=0. Here Y(t), tR, stands for
Heaviside function, that is,

() — { 1 t=0
0 t<0.
If ¢30, we set I — e—"b:}ff L eibzlzllz )

L’ is an operator of the form
L' = aD,+¥ %,
where b'=(b,, -+, b,) and ¥'=(x,, --+, x,,).

Taking partial Fourier transform with respect to x,, we have reduced to the case
that o=0.
We shall use the following notations:

(3.1) P, D) = S:xdEfk(x) .

Here E () is the spectral measure of Pjy.
We put Ej, = E;(0) E;,=I—E7,
P;k == ijE;k P;k == —ijEyk .
4. Statement of Theorem I

We put
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(1) P =2 dulx, Dy*Plbsx, D),

*#2)  P7=2du® D)y*Prdsulx, D),

(#3)  F' =2 dux Dy*Ejibsulx, D),

(4.4) F- = %} b 5u(x, DY*E i ;i(x, D).
Then we have

Theorem I. Operators P+, P~, F* and F~ are self-adjoint and satisfy the
Jollowing properties:
(4.5) (i) I=F"4F-.
(4.6) (i) (P*u, u)=0.
4.7) (iii) [(F P Fu, )| Cllull-yslloll-ys -

(4.8) |(F~P*Fu, v)| < Cllul|-yslol]-vs -
(4.9) |(F~P~F*u, v) | < Cllull-ysl[0]] s -
(4.10) [(F P~ Fu, v)| = Cllull-yl[oll-ys -
#11)  (v) ([P, F*]u, 0)| = Cllull-ylloll-ys -
(4.12) |([P*, F*]u, v)| < Cllull-1sll2ll -y -

(v) If we set R= P—(P*—P") then
(4.13) | (Rut, ©)| < Cllull-yllol]-s -

Corollary 4.2. We have

(4.14) |(PF u, 0)—(F*P*F*u, v)| = Cllul|-ysllvll -
(4.15) |(PF~u, 0)+(F~P~F~u, 0)| = Cllull-ysllv]] s -
(4.16) |(P*F~u, 9)| S Cllull-ysallll s 5

(4.17) |(P~F*u, v)| = Cllul|-yslloll -5 »

(4.18) P=P"—P +R.

We shall prove Theorem I in §6.
5. Some lemmas about self-adjoint operators
In this section X stands for an abstract Hilbert space.

Lemma 5.1. Let A be a self-adjoint operator in X and A* be its positive part.
Then
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Atu— %ﬁ,sp<x(x—A)-l— 1— xi 1)udx

provided ue D(A*)=domain of A*. T is the complex contour as is shown in fig 1.

fig 1.
I
|4
) T2
™ /4
Proof. Note that
AA—o) ' —1—_ 7 — __le+])

M1 A=) (A1)

Integrate this with respect to A on I" then we have ¢ if >0 and 0 if o<0.
Therefore if we use spectral decomposition of 4, then we can prove our Lemma.

Lemma 5.2. Let A be a self-adjoint operator in X and let B be a bounded
linear operator. We assume that operators AB and A’B are densely defined.
We further assume that the communtator [4, B), [A, [4, B]] are bounded.

Then we have

(52)  lI[4% BllI=C(IBIlI+I[4, BllI+-I[[4, B], 4]Il).
Proof. Let ueD(A4% N D(A*B) N D(AB),

2mi[A*, Blu — SP[(x(x—A)'l—l—x%), B:ludx .

We split T into theree parts T',+T",+T;. (see fig. 1). Corresponding integrals
are denoted by 4,, 4, and 4,. Obviously [4*, B]l=[4,, B]+[4., B]+[4., B].

Since Srzi:l?ld)‘ — log (1—i)—log (14-4) ,
we have
(5-3) 1[4, BllI=4(I|BII+1I[4, B]ll) -

Let us treat
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i — g4
il Ay Ay, B]_S”F A=Ay 120 | Bl

. 1+T2
dx -
—_ A —A)! —A)dn.

[4, B] Srl+r3x+1+$mrf(7” A4, Bl(r—A) " dx

We know

, < const.

SI‘;-H."s A+1

On the other hand we have
Smrsh(x—A)"’[A, Bl(r—A4)dn
- SF =44, B]dM-S e MOV A4, [4, BIJv—4)

The last term is majorized by C||[4, [4, B]]ll.
The first is

Sr'1+rs AMr—d)dr = Sr1+r‘3

= gmmd"siw(;_—ﬂ ))d (@)

dxlsz‘— <2,

def A(A—0)*dE(c)

Since !< Const. and lS

SI‘1+I‘37\. [ ( —O‘)2

we have

llspl+pa7”(7‘_A)’z[A» Bldn||=Cl|[4, B]Il .

We have thus proved our lemma.

Lemma 5.3. Let A and B be two self-adjoint operators in X. If the com-
mutator [A, B) is bounded, then for any

xeD(4*) N D(B?)
we have
(A —B")xl| = C(I[4, B]Il x|+ g [1(A—B)*xl|+lx|[+11[4, BI]l I(A—B)xll) -

Proof. We have to majorize

(2ri) (A*x—B" ) — SP(X(X_A) —MA—B)" l—x—+1+7&+1) xdX .
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We decompose T as we did in the proof of Lemma 5.2. The :integral over T,
is majorized by C(||x||4[/(4—B)x||).
Note that
AMA—A4)'—A(A—B)'x
= —AMA—B)(4—B)(n—4)'x
= —AMA—B)'(A—4)(A—B)x
—MA—B)'(A—4)[4, Bf(A—A)'x
= —AMA—B)? {1+-(4—B)(n—A4)""} (A—B)x
+AA—B)*(An—A4)[4, Bj(A—4)'x
= —AA—B)* {14+(A—4)(4—B)
+(n—A) [4, BI(r—4)"} (A—B)x
+AA—B)'(A—4)"'[4, Bj(A—4)'x.
From this we can majorize the integral over T',4-T'; by

C(II(A—B)«l+1|(A—B)* ||+ 1[4, Bll llxll+1I[4, Blll l(A—B)xll) -

We have thus proved our lemma.

6. Proof of Theorem

We start with the propositions which simplify discussions later.

Proposition 6.1. Let uc C5(R") be arbitrary and (j, k) be a pair of indices.
Then there is a point % satisfying

6.1)  |2—x*| <ab,,

(6.2) S(x‘,—x,,)lqb,-k(x, Dyu(x)|*dx = 0
for v=1,2,3, ---,n. Here a is a positive constant independent of u and (j, k).

Proof is found in [3], page 171.
The point ® can be chosen in supp @j.

Proposition 6.2. There exists a bounded sequence {¢;i(x, £)} ;4 of symbols in
S%s,13 such that we have

63) () N(Dy—ELdulx, D)ull< Colgju(w, Dyull
and

(6.4) (i) supp ¢)Csupp ¢y

for v=1,2,3, -+, n.
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Proof. We have

(6.5) (D, —E) psu(x, DYyu = &id’u(x, D)u,
where
0

Ox,

(6.6) Bsu(®, &) = 83 (—i—Psu(*) Va(E)F-@su(®) Y u(E)(EV—ED)) -

The sequence {¢)i(x, £)} ;4 is bounded in S5 1/53 because of (2.9) and
. 0 (0
—i—@jp(x) = _18k<’— ¢;‘>(5kx) .
Ox, Ox,

Proposition 6.3. Let {(47%, £7%)} ;. be another sequence of points. Let P,
P* and F* be operators defined by (2.17), (4.1), (4.2), (4.3) and (4.4) where (x7*, £¥)
is replaced by (7%, E7%).  If there exists a constant C'>0 satisfying

(6.7)  |&*—#* <CS' and |E'—E*| <CSE,
then we have

(6.8)  [I(Pu—Pu) sz D)ull’<C87*||$$%(x, D)ull?,
(6.9) I(3i—Ps)* 1), D)ull*<C878|p52(x, D)ull?,
(6.10) I[Py Polll<C83*,

(6.11)  I(P5i—P3) $su(x, D)ull <C87%| 5, D)ull,
(6.12)  |((P=—P*)u, u)| < Cllull-syell®ll-ys -

Here, {¢$%} s, 1=1,2,3, are bounded sequences of symbols in S%5 15 with the
property that supp ¢5% Csupp ¢ ;.

ReMARK 6.4. We require that the point (x/%, £¥) lies in supp ¢, but we
don’t require that (£7%, £7%) lies in supp ¢ ;.

Proof. It follows from Taylor’s formula that
(6.13)  Pj(27%, E7¥) = P,(x7*, £*)4- 2 (B7F—x7%) Pycyy(x7%, EF)
+ 3 (EA— PP (e, B R,
(6.14)  Pyy(87%, E7%) = Pyey(x7%, EF)+R,(,, and
(6.15) P (7%, £7k) = P§(x7*, £¥)4-R§” .
By (6.7) the remainder terms are majorized as

(6.16) R =C87% |Rx,| =C8YY, |RY| =C8;*.
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We have
(6.17)  P;u(x, D)—P (%, D)
= Rl+ Z (x—xf"),Rz(,)—l— VE (D—Ej"),R .
This implies that
(2 j4(*, D)—P ;4(%, D) x(x, D)ul|*
= CE#*llbsa(x, D)ull*+87* 33 |I(x—="*)y b salx, D)ull®
+8:°3) (D—E") (. D)all?)
=C8 |5 (%, D)ull*.

This is (6.8).
Similarly

(6.18)  I(2;u(x, D)—Pu(x, D)) ;u(, D)ull*
=C&;"|$5% (%, D)ull’.

Now
(6.19) [P, Pyl =[Py, Pju—P]
= —[i 33 R P (7%, ) — SIRE Po(a?%, £)]
This proves (6.10). .
We apply Lemma 5.3 to operators A=5§2P,,, and B=§%P,,. 'Then we have
(6.20) (4" —B")$su(x, D)ull=Cllp52(x, D)ul| .
This proves that
(621)  1(PH—P) $,4(x, D)ul|=C8*lipi(x, Dull -
Let v be in C5(R™). Then
[(P*—=P1)u, 0)| < SII(PHi—P1) ¢ (% D)u, $u(x, D))
= O 87195 (%, Dyulllis(x, D)ol -
Take arbitrary positive £=>0. Then

|(P*—P*)u, )| <C'5) ’Ea;wﬁ(x, D)unzﬁ—‘z—aﬁlmﬂ(x, D)a|p
<C(L izt lollan)

Taking the minimum of this with respect to ¢, we have
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[(P*—P*)u, )| Cllull-sssllll-1ss -
Next we need bounds for commutators
[P_:ftln (I)lm(x) D)]! [E.thk’ ¢lm(x’ D)] etc.

These are needed only when supp ¢ ;N\ supp ¢, .
We introduce notation

I(j, k) = {(}, m)|supp ¢jxNsupp ¢;m=+$} .

It is obvious that there is a constant C>0 such that
cgdmce. i (I, mel k).

The number of indices (/, m) in I(j, k) is bounded.

Proposition 6.5. We have the following estimates for commutators: If
(!, m)eI(j, k), then
(6.22) I[P Pumlll=C83%,
(6.23)  [[P;5 Pumls Pilll=C8:*,
(6.24)  l[[P;er Pom)s Pumlll=C82*,
(6.25)  l[[P;xr om™)s Pumll|=C8%,
(6.26)  I[Pjw bumll|=C87,
(6.27)  I[Pjw [T brmlllI=C8*.
Proof. [P s b1m] = [P ks Prm(%) V(D))
=[P ik Pim) ¢’m(D)+¢’1m[P ks ‘I’m(D)]
= 8, 23 P5"(x7*, £¥) Dy 1n(%) (D)
— PimOF 2 D\r,(D)Pocyy(x7%, EF) .
This proves that
ILP 4> Bumlll =C83%.

More precisely, {8i[P s, $.]}ix is bounded sequence of operators in L3, ,/, of
Hormander. By just the same argument we can prove (6.23). (6.24) and (6.25)
are consequences of the fact that

{Sk[ij’ ‘l)lm]}jk

is a bounded set in L33 1/5.
We set A=83P s, B=2387"},,, and apply Lemma 5.2.



276 D. Fujiwara

Then we have

I[PFes Prmll| =C832.
Since
(629) ij[E.:lkk’ d)lm] = [Pjih ¢lm]_EJik[ij’ d)lm] ’

(6.27) 1is a consequence of (6.26).
Now we are ready for proving our Theorem I.

Proof of (iii). Let (j, k) and (5, k’) be two pairs of indices. Then we put
1(jk, j’K) = {(L, m) |supp ¢ NSUPP b+
SUPP G N SUPP &5+ P} -
By definition of P*, F* and F -, we have

(6.30) (F_P_F+u, ‘Z)) = ‘Vr“ ZV (P —d);kkE :;-k jku) ¢;lile'E;k/¢j’k'v) .

If supp ¢,,» N\ supp ¢,;x=¢ and supp @, N supp yr,,+0, then
(6.31)  llpsm(x, D) pju(x, DY*wl|| < CE |||

for any N>0. If supp yr Nsupp Yr,,=¢, then ¢,,,(x, D) ;4(x, D)*u=0.

Thus we have

(6.32) 2 |¢EaPindim®HE Jupaul]
U,MEIGH R

=C|Q| 8637 |Ejap el
=C1QI 8 Ipjeull

where || is the volume of the domain Q.
Similarly

(6.33) 2 ¢EnPinbimd T E fudywolP = C1 Q87w

[CBOTIICHLP)
(6.32) and (6.33) imply that
(6.34) (F P Ftu,0)—23% 20 (P3P PmdBE bt/ Espwr0)

ik 37 CmICGR, §RD

<CIQI( 33 8 ggunl 167wl
LIV
<C10 llull-yallell v -

We have
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(6.35) DI R P

UmMYEI(Gky iR

= > ¢’;ka .1-k¢lm¢’>JkkE 7k¢jku

AmYETCE, 47>
)Sb;km(P im—P ;k)¢lm¢TkE;h¢jku .

umyE Ik, j'%

We apply Proposition 6.3 and have
(6.36) Il Izm] ¢§“m(P{m—P7k)¢,mq§}"kEj’,, jku||§C3;2”¢jku” .

On the other hand,

(6.37) 2 PPt E i

C,mYEI(Gk, j8

= ; {DTAlP 7P 1m) DTE 31 st + S Fonb 1m[ P Tes ST)E Tuh jatt} -
By proposition 6.5, we have

(6.38)  lpFulP7er dlml DTuEuh sullu = C87%||p 5tl|

and

(6'39) ||¢§km¢1m[P1—n ¢=Jkk]E;k¢jku” §C3;2” (i)iku” .
(6.37), (6.38) and (6.39) imply that

©40) 1l 2 P b hE bl < C8lIjull -

umyEI(k, i’k

As a consequence of (6.34) and (6.40), we have

(641)  |(F P Fru o)< 3} C8:%ligull ligwol

= Cllull-ysslloll -y »

where the summation ranges over those (jk) and (j’, k) that I(jk, j’)%=¢. This
proved (iii). Proof of remaining part of Theorem I is the same.

7. The role of characteristics

So far the choice of sequence {(x7%, £¥)} is not specified. In the following
we shall make use of special choice of it in order to simplify operators P 3; and
E7.

The set

(7.1) 2 (P) = {(x, () R™|E=0, Py(x, £) = 0}

is called the characteristics of the operator P. We also use the following
notations;
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(72)  ZT(P) = {(x, §)ER™|E+0, Py(x, £)>0},
(7.3) 27 (P) = {(x H)ER™[£%0, Py, £)<0} .

Proposition 7.1.  Assume that (x7%, E¥)e> " (P)UXY(P) and that
P(x, £)=0 for any x&supp ¢, and E with |E—E*| <adi, where o is the constant

appeared in Proposition 6.1. Then we can replace E7, by the identity operator with-
out altering results in Theorem 1.

Proof of Proposition 7.1.
We put L,= {j| (x’*, £¥) satisfies the assumption of Proposition 7.1}

74 Qe= 21 ¢%ux D)Prdu(x, D)
and
(7.5) Gy =i§k¢"f&(x» D)E5i$u(x, D).
We claim that there exists a constant C >0 such that
(7.6)  1Qwull S C8*||ru(D)ul| .
We admit this for a moment. Replacing Ej (jE€L,, k=0, 1,2, --) in (4.1)~

(4.4) with the identity, we obtain operators O* and G*.
Differences between old and new operators are

(7.7) O*f—P=* = kz O,
(7.8) G*—F* = »E G.
These relations imply that
(79 (G~0"G*u, v) = (GG, v)— 3} (G4P F'u, v)
k k
+ 2Y(FP*Gu, v)— 2 (GpP*Gu, v)
k ksl

+(F-P*F*u, v).
We know by Theorem I that
(7.10)  |[(F~P"F*u, v)| =Cllull-sllell-vs -

On the other hand we can use (7.6) and prove the following inequalities in the
same way as the proof of (6.34):
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22 [(GoP Fru, o) | = Cllull-sslloll -y »
22 |(F P G, 0)| =Cllull-ysllel]-vs»
2 1(GhP* G ju, 0)| =Cllull-yslloll-vs
22 (GG u, 0)| =Cllull-ssslloll -5 -

(7.11)

These prove
(7.12) [(G~O*G*u, v)| =Cllul]-ysll0l] -1/

which corresponds to (4.7). Other inequalities can be proved in the same
manner.

Now we must prove our claim (7.6). We choose & as in Proposition 6.1.
Let

(7:13)  Qu(x D) = (& £+ 3 po(®, E4)(5—H),
+ 28, E(D—E"), -
Then
(7.14)  (Q,u(x, D);u(x, D)u, dju(x, D)u)
= ((po(®, E¥)+ 33 p8°(%, EXYD—E*).) bal, D)u, §su(x, D))
= Po(®, EN(1—4(D)) bsu(x, D)u, $pju(x, D)u)
F((o(®, £5)+ 22 p8°(®, EXY(D—E),) Wu(D)bsu(%, D), bsu(, D)u)
+ 22p8°(%, EN(D—E(1—a(D)) b1(%, D), $u(, D))
because of (6.2).

Since « is large, we may assume that p(%, £)=0 if £ Supp yrg,. Taylor’s
expansion of p,(%, £) at £=£* imply that there exists a constant C>0 such that

(po(®, EM)+ 22 p8°(R, EXYD—E)) (D) (%, D), b u(x, D))
=—C87%|pju(x, D)ull*.
We know that
(D—ER)(1—ru(D)) $sa(%, D)u = (D—EF)(1—re(D)) (%) Yri( D) dri( D) u

and that the sequence of double symbols
{E—E¥)(1—ra(E)) @u(%)Yu(n)} 7 1 is bounded in S-=. Therefore we have
estimate for any N >0,

(D —E¥)(1—ra(D)) $u(x, D)ul|*< C87 | D) [ .
This implies that
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(Q;x(%, D)bji(%, DYu, dju(%, D)u)+C83%|lpu(0, D) uel|*+CE7N |[nfri(D)ul[* 20 .
This and Proposition 6.3 prove that
(Pjx(%, D)$;u(x, D)u, bju(%, D))+ C(87%||d3u(x, D)ull*+ 877 |Wra(D)ul|) 20,

where {pji(, £)} is a bounded sequence in S35 1/5 as of Proposition 6.3. Tak-
ing sum of these with respect to j& L, we have

3 (Pl D) ,u(x, D), bin(w, D)u)+C8372¥ru(D)ul*20.
JELy
Our claim is an immediate consequence of this inequality.

RemaRrk. Result similar to Proposition 7.1 holds for E7,.

Next we discuss the case that Py(x, £) changes sign in the neighbourhood
of supp ¢j,. In this case we compare P (x, D) with the operator P, (=, D)
which is determined at a characteristic point.

Proposition 7.2. Assume that Py(x, £) changes sign at some point (%, ’g’) with
(7.6) | X7#*—%| <adi', |EF—E|<ad?.
Then we can replace P j,(x, D) by
(7.7)  Pislx, D) = 31 Puos(#, E)x—%),
+ SIP(#, E)(D—E)
without altering results in Theorem 1.

Proof. This proposition is contained in Proposition 6.3.
Finally we discuss the case where the operator E7, can be arbitrarily chosen.

Proposition 7.3. Assume that we have
Py, £) =0 grad,tP(#, £) =0

at some point (%, E) with | #—x7%| <ad7l, |E—&*| <adi Then we can replace
P;.(x, D) by zero operator O without altering Theorem 1.

Proof. This is because of Proposition 6.3.

ReEMARK 7.4. In this case, the operator E7, does not matter. We can put
E}=1Id or 0 at our disposal. From Proposition 7.1, 7.2 and 7.3, we can see F'*
and F~ depend only on location of sets > *(P), 21" (P) and > (P). An
interesting consequence comes out when one compare two pseudo-differential
operators whose characteristics are the same. Let Q be another self-adjoint
pseudo-differential operator of class Li,. We assume Q ihas homogeneous
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principal symbol g,(x, &) and Q—gq,(x, D) L1 . Just as we did for the operator
P(x, D) we can consider operators Q*, O~, F3 Fg and sets > (Q), 21" (Q),
27(9)

Theorem II. If 33" (Q)UX(Q)D>X2F(P)UX(P) and 23 (Q)UX(Q)D
27 (P)U2(P), then we can take F*=F} and F~=F3.

Proof. If Proposition 7.1 applies to (x7%, £¥) and operator P, then the same
applies to the operator Q. If Proposition 7.2 applies to (x/%, £¥) and P, then we
have (£, £)e>°(P)c>Y(Q). If Proposition 7.2 does not apply to (x/%, £¥) and
O, then (%, ) satisfies g,(%, £)=0, grad, gq(%, £)=0. Proposition 7.3 can be
applied to this case and we come to the conclusion that we may take Q;,=0 and
the operator E7;, does not matter so far as Q is concerned.
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