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Abstract

The purpose of the KOTO experiment is to search for new physics that brakes the CP symmetry
beyond the Standard Model of the elementary particle physics, by discovering the KL → π0νν
decay and measuring its branching ratio.

I have developed the data acquisition system for the KOTO experiment, and integrated
veto detectors into the system.

To suppress the background caused by neutrons hitting the CsI calorimeter, I have de-
veloped a new method to reject neutron-induced clusters based on the pulse shapes of the
CsI calorimeter. The method can reject 92% of background events with two neutron-induced
clusters while keeping 90% of the signal acceptance.

Combined with other methods, the background caused by neutrons is suppressed to the
level below the branching ratio of KL → π0νν predicted by the Standard Model.
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Chapter 1

Introduction

When particles and anti-particles were created in the early universe, naive expectation from the
symmetries of physics would be that particles and anti-particles should have been generated in
equal amounts. However, all the matter around us is made of particles. This can be explained
if the symmetry between particles and anti-particles, called “CP symmetry”, is broken. In the
Standard Model (SM) of particle physics, the symmetry is broken in the weak interactions for
quarks. The broken symmetry is explained by the Cabibbo-Kobayashi-Maskawa (CKM) model
[1, 2]. However, the amount of asymmetry predicted by the SM is not large enough to explain
the difference in the abundance of particles. This is why we are looking for new physics that
can break the CP symmetry.

KL → π0νν is a rare decay mode of the long-lived neutral K meson, KL. This decay directly
breaks the CP symmetry. Its branching ratio is predicted by the SM with a small theoretical
uncertainty. If a measurement of the branching ratio is different from the theoretical prediction,
it signifies new physics beyond the SM. Thus KL → π0νν is one of the most sensitive probes
to search for the physics beyond SM that breaks the CP symmetry.

Although there were several experiments to search for KL → π0νν, the decay has not been
discovered yet. The KOTO experiment [3] is a rare kaon-decay experiment at J-PARC [4, 5] in
Ibaraki, Japan. Its goal is to discover the KL → π0νν decay and measure its branching ratio.

This thesis describes the improvement of the Data Acquisition (DAQ) system for the KOTO
experiment, which was needed to conduct the first physics data taking in May 2013. This thesis
also describes the study to discriminate photon-induced clusters and neutron-induced clusters
on the CsI Calorimeter to suppress background events caused by neutrons.

1.1 CP violation in the Standard Model

The SM is based on CPT symmetry, the combined symmetry of three fundamental symmetries
in the Quantum Field Theory:

• Charge conjugation (C): transformation between particle and anti-particle,

• Parity (P): x⃗ → −x⃗

• T: Time reversal, t → −t.

Although CPT is conserved, CP symmetry is broken in weak interaction.

1



1.2. KL → π0νν

In the SM, the Lagrangian of the charged current in the weak interaction involving W boson
is

LCC = −gw
2

{
uiγ

µVijdjW
+
µ + djγ

µV ∗
ijuiW

−
µ

}
, (1.1)

where i, j = 1, 2, 3 are generation numbers, ui and di are left-handed up-type quark and down-
type quark, respectively, and W± denote the W bosons. The Vij is an element of 3× 3 unitary
Cabbibo-Kobayashi-Maskawa matrix (CKM matrix) VCKM [2] which connects the mass eigen-
state and weak eigenstate of the up-type quarks and down-type quarks:

VCKM =

 Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 . (1.2)

L.Wolfenstein parametrized [6] the matrix by setting λ = |Vus| = 0.22,

VCKM =

 1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4), (1.3)

where A, ρ, λ, and η are independent real parameters. The parameter η represents the imagi-
nary part of the CKM matrix elements which causes CP violation.

1.2 KL → π0νν

1.2.1 KL → π0νν in the Standard Model

Figure 1.1 shows the Feynman diagrams of the KL → π0νν decay. Each diagram has an
electroweak loop with a virtual top quark.

The amplitude of KL → π0νν can be expressed as:

A(KL → π0νν) ∼ A(Ko → π0νν̄)− A(K̄o → π0νν̄)

∝ V ∗
tdVts − V ∗

tsVtd

= 2Im (V ∗
tsVtd)

∝ η. (1.4)

Thus the branching ratio of KL → π0νν decay is proportional to η2 and the decay is induced
directly by CP violation in the weak interaction. By measuring the branching ratio of KL →
π0νν decay, we can directly measure η in the K meson decay. The SM predicts the branching
ratio BR(KL → π0νν̄) to be (2.43 ± 0.39 ± 0.06) × 10−11 [8]. The first error is related to the
uncertainties in the input parameters, and the second error is related to theoretical uncertainty.
The theoretical uncertainty on the prediction is only 2.5%. If a measurement of the branching
ratio is different from the theoretical prediction, it signifies new physics beyond the Standard
Model.

Because its branching ratio is predicted to be small with a small theoretical uncertainty,
KL → π0νν decay is one of the best probes to examine the SM and to search for physics beyond
the SM.
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CHAPTER 1. INTRODUCTION

Figure 1.1: Feynman diagrams of the K0
L → π0νν̄ decay. The decay is mediated by penguin

(top) and box diagrams (bottom). In both cases, contributions of the top quark in the loop
dominate the decay.

3

Figure 1.1: Feynman diagrams of KL → π0νν decay. This figure is taken from [7].

1.2.2 KL → π0νν in physics beyond the Standard Model

The branching ratio of KL → π0νν can put a strong restriction on new physics beyond the
SM alone or with the branching ratios of its iso-symmetrical partner, K+ → π+νν. Here I will
describe the effect of the measurement of the branching ratio of KL → π0νν to new physics
beyond SM.

1.2.2.1 K+ → π+νν decay and Grossman-Nir bound

The branching ratio of K+ → π+νν can set a restriction to the branching ratio of KL → π0νν.
A model-independent upper bound on the BR(KL → π0νν̄), called the Grossman-Nir bound
[9], is derived as

BR(KL → π0νν̄) < 4.4×BR(K+ → π+νν̄).

This relation between the decay modes of neutral and charged kaons is obtained from isospin
symmetry arguments.

The branching ratio of K+ → π+νν was measured by BNL E787/E949 group as BR(K+ →
π+νν̄) = (1.7 ± 1.1) ×10−10 [10, 11]. This branching ratio of K+ → π+νν sets an upper limit
on BR(KL → π0νν̄) of 1.46 ×10−9 (90% C.L.) [3].

1.2.2.2 KL → π0νν and K+ → π+νν decays and physics beyond the SM

The combination of the measurement of the branching ratio of KL → π0νν and K+ → π+νν
decays can put a strong restriction on new physics beyond the SM. Figure 1.2 shows the two
branching ratios with a contributions from new physics models [12]. Some physics models
predict that there is correlation between the branching ratio of these two decay modes. There
are also possibility to have the branching ratio of KL → π0νν much larger than SM but below

3



1.3. THE KOTO EXPERIMENT

the Grossman-Nir bound. Even if the KL → π0νν is not observed, the improvement of the
upper limit of BR(KL → π0νν) can put constraints on such new-physics models.
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Figure 1.2: Correlation between the branching ratios of KL → π0νν and K+ → π+νν with new
physics models beyond SM [12].

1.2.3 History of KL → π0νν search

There were several experiments to search for KL → π0νν, as shown in Fig. 1.3. However,
KL → π0νν decay has not been discovered yet due to its small branching ratio, and only upper
limits on the branching ratio were given. The current experimental upper limits is 2.6 × 10−8

at the 90% confidence level (C.L.) given by the KEK E391a experiment [13] which was the first
dedicated experiment to search for KL → π0νν.

1.3 The KOTO experiment

In this section, the basic concept of the KOTO experiment is described. The detailed design
of KOTO experiment will be described in Chapter 2

1.3.1 The KOTO experiment

The KOTO experiment [3] is a new kaon-decay experiment at J-PARC [4, 5] in Ibaraki, Japan.
Its goal is to discover the KL → π0νν decay and measure its branching ratio. The KOTO
experiment is a successor of KEK E391a experiment and was designed to improve the sensitivity
of E391a by three orders of magnitude.
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Figure 1.4: History of the 90% CL upper limit of Br( KL → π0νν̄). The pink line shows
standard model prediction. The green line shows the Grossman-Nir limit set from K+ → π+νν̄
decay.

Figure 1.5: Schematic view of KOTO experiment.

Figure 1.3: The history of the search for KL → π0νν. Each point shows the 90% C.L upper
limit of Br(KL → π0νν). Blue (Red) points show the results of the analysis using π0 → e+e−γ
(π0 → γγ). The pink line shows the prediction in the SM and the green line shows the
Grossman-Nir limit set by K+ → π+νν decay experiment. This figure is taken from [7].

1.3.2 Signature of KL → π0νν

The experimental difficulty in observing the KL → π0νν decay is due to the lack of charged
particles both in the initial and the final states. The two photons from the π0 decay are the
only observable decay products because ν is difficult to detect.

Other KL decay modes such as KL → 3π0, KL → 2π0, KL → π+π−π0, and KL → π±l∓ν
(l = e, µ) have extra photons or charged particles. Two-photon system from KL → π0νν has
a finite transverse momentum PT due to missing neutrinos while two photons from KL → γγ
has zero PT .

The signature of KL → π0νν is thus “π0 → γγ (PT ̸= 0) with nothing else”.

1.3.3 Background sources and its reduction

There are two types of backgrounds: KL decay background, and the beam-interaction back-
ground. If extra particles from other KL decay modes are not detected, it becomes a source of
the background. If a π0 is produced by a beam particle interacting with detector materials, it
can also be a source of background.

1.3.3.1 Background from KL decay modes

Table 1.1 shows a list of the branching ratios of KL decay modes. Among the top four decay
modes, three decay modes have charged particles in the final state. To reject those modes, the
detectors are required to have a high efficiency to detect charged particles. The KL → 2π0 and

5
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KL → 3π0 decays can be backgrounds if extra photons are missed. In particular, KL → 2π0 is
thought to be a major source of backgrounds.

The KL → γγ has only two photons in the final state, as KL → π0νν. The KL → γγ decay
mode has zero transverse momentum and can be rejected by requiring large PT . This decay
mode can be a background if the transverse momentum is miscalculated.

Table 1.1: A list of the branching ratios of KL decay modes. The KL → π0νν, top four decay
modes and relevant two decay modes are listed. The branching ratio of KL → π0νν by the
Standard Model is quoted from [8] and other values are quoted from [14].

KL decay modes Branching ratio particles in the final state

KL → π±e∓νe (Ke3 mode) 40.55± 0.11% charged particles
KL → π±µ∓νµ (Kµ3 mode) 27.04± 0.07% charged particles
KL → π+π−π0 12.54± 0.05% charged particle
KL → 3π0 19.52± 0.12% six photons
KL → 2π0 (8.64± 0.06)× 10−4 four photons
KL → γγ (5.47± 0.04)× 10−4 two photons
KL → π0νν (2.43± 0.39)× 10−11 two photons

1.3.3.2 Background from the interaction between beam and detector materials

In the neutral beam, there are many neutrons produced by hadronic interaction at a production
target. If a neutron in the beam interact with any materials, it can produce π0 or η which decay
into two photons and mimic a KL → π0νν decay event.

interaction with residual gas
The residual gas in the decay region and the detector components around beam can be

sources of the background. To reduce the interaction between neutrons and residual gas, the
decay region must be kept in a high vacuum with the level of O(10−5) Pa.

interaction with detector materials
If a neutron in the beam hits the detector materials, π0 or η can be generated and two

photons will be produced. This background can be rejected by calculating the decay vertex
position of π0 → γγ. However, if we miscalculate the decay vertex position, it can be a source
of background. To reduce this background, the amount of material around the beam must be
minimized, and the detectors are required to have good energy resolution.

1.3.4 The concept

The KOTO experiment shares its concept with its predecessor experiment, KEK E391a. The
experimental concept of KOTO experiment is shown in Fig. 1.4 and is described as follows.

1. Use of a well collimated KL beam to have decays on the beam axis.

Because KL is a neutral particle, we cannot track the trajectory of KL, and it is difficult
to reconstruct the decay vertex of KL. By collimating KLs, we can assume that the KL

have small transverse momenta and will decay on the beam axis. With this assumption,
the decay vertex is reconstructed.

6
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Figure 1.4: A conceptual view of the KOTO experiment.

2. Detect two photons from π0 with a calorimeter and reconstruct the decay vertex of π0.

Two photons from a π0 decay are the sole observable particles in this decay. By mea-
suring the energies and incident positions of the two photons, the decay vertex Zvtx and
transverse momentum PT of the π0 can be calculated. An electromagnetic Calorimeter
made of Cesium Iodide crystals (CsI calorimeter) was used to measure the energies and
incident positions of the two photons with good energy and position resolutions.

3. Require large transverse momentum PT due to the momentum taken away by two neu-
trinos.

KL → γγ decay can be discriminated by using the PT of two-photon system.

4. Cover the decay volume with hermetic veto detector subsystems to veto extra particles.

Other decay modes of KL such as KL → 3π0, KL → 2π0, KL → π+π−π0, and KL →
π±l∓ν (l = e, µ) have extra photons or charged particles. To reject these decay mode,
the decay volume is covered by hermetic veto detector subsystems with high detection
efficiencies for photons and charged particles.

1.4 Purpose and Outline of the Thesis

The purposes of this thesis are the followings.

1. Develop trigger logic required to take KL → π0νν events.

2. Study the difference in pulse shape between neutron events and photon events and estab-
lish a method to discriminate them.

1.4.1 Development of trigger logic

In the original design, the Data Acquisition (DAQ) system of KOTO experiment used the
information only from the CsI calorimeter for making triggers. In this case, most of the collected
events will be the background events from KL decays such as KL → π0π0, KL → π0π0π0, and
KL → π±l∓ν (l = e, µ). To reject those events and to take only the events with the activity only

7
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in the CsI calorimeter, the integration of the veto detector subsystems into the DAQ system
was required. I developed new trigger logics and implemented into the KOTO DAQ system to
use the information from all the detector subsystems for the trigger decision.

1.4.2 Pulse shape study

During the analysis of first physics run to search for KL → π0νν, we found some background
events after applying all the kinematic cuts. Most of those background events could be rejected
by requiring the cluster shape on the CsI calorimeter to be consistent with typical cluster shape
of photon induced cluster. Remained background events are thus thought to be induced by
neutrons instead of photons. Though most of the background events were rejected by the cut on
cluster shape, one event still remained after all the cuts. To suppress the background induced
by neutrons even more, we needed a new method with a new perspective other than the cluster
shape was required. I studied the pulse shape of the CsI calorimeter for photon-induced clusters
and neutron-induced clusters, and found a difference between them. I developed a new method
to discriminate between neutron-induced clustes and photon-induced clusters.

1.4.3 Outline of this thesis

In this chapter, the basic information about CP symmetry, KL → π0νν decay, KOTO exper-
iment, and the purpose of my thesis are described. The apparatus of KOTO experiment is
described in Chapter 2. The improvement to KOTO DAQ system that I have developed is
described in Chapter 3. The analysis of KL → π0νν is described in Chapter 4. The pulse shape
study for photon and neutron events, and the impact of this thesis for KL → π0νν analysis
in the KOTO experiment are described in Chapter 5. The mechanism to make differences in
pulse shapes, and other methods for further reduction of background events are discussed in
Chapter 6. Chapter 7 concludes this thesis.
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Chapter 2

KOTO experiment

In this chapter, I will describe the J-PARC facility and the apparatus of the KOTO experiment.
I will first describe the J-PARC accelerator facilities and the hadron experimental facility. The
KOTO detector and the data acquisition system will be also described. At the end, the summary
of the physics data taking runs for KOTO taken in May 2013 and 2015 is described.

2.1 J-PARC

The Japan Proton Accelerator Research Complex (J-PARC) [4, 5] is a high-intensity proton
accelerator facility in Ibaraki, Japan. A bird’s-eye view of the entire J-PARC facility is shown
in Fig. 2.1.

J-PARC consists of three accelerator facilities: a linear accelerator (LINAC) [15], a 3 GeV
Rapid Cycle Synchrotron (RCS) [16], and the Main Ring (MR) [17]. The protons from those
accelerator facilities are used in three experimental facilities: the Material and Life science
experimental Facility (MLF), the Neutrino Experimental facility (NU) [18], and the Hadron
Experimental facility (HD-hall) [19, 20].

2.1.1 Accelerator facilities

Table 2.1 shows main parameters of the J-PARC accelerator facilities. Negative hydrogen ions
(H−) are extracted from the ion source and accelerated up to 400 MeV [21] by the LINAC
and delivered to RCS. H− ions are converted to protons by a charge-exchanging foil and the
produced protons are injected to RCS. RCS accelerates protons up to 3 GeV at a repetition
cycle of 25 Hz. A portion of 3-GeV protons are delivered to MR for further acceleration, and
most of the protons are delivered to MLF. The MR accelerates protons from 3 GeV up to 30
GeV. The accelerated protons are extracted via two different methods: a fast extraction (FX)
within 5 µs to NU using kicker magnets, and a slow extraction over 2 s to HD-hall using a
resonant extraction. As of December 2015, the MR achieved operation with beam power of 330
kW for FX and 43 kW for SX.

2.1.2 The Hadron Experimental Facility (HD-hall)

The primary proton beam extracted from MR is delivered to the Hadron Experimental Facility
(HD-hall) through the beam switchyard (SY). Figure 2.2 shows the layout of the SY and HD-
hall. The length of SY is about 200 m along the primary beam line. The 30-GeV protons are
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PTEP 2012, 02B001 S. Nagamiya

Fig. 1. The entire view of J-PARC.

Need to have high-power
proton beams

 MW-class proton accelerator R&D toward Transmutation at 0.6 GeV
Nuclear & Particle Physics at 50 GeV
Materials & Life Sciences at 3 GeV

Fig. 2. The goal of J-PARC.

significant this improvement is. The MR was steadily operated at 30 GeV. We achieved 145 kW to
the neutrino beamline in March 2011. Slow extraction at 5 kW to the hadron facility is still very low
compared to the anticipated level of 30 kW or more.

3. Selected results before the earthquake

Shown here are three typical scientific results obtained at each experimental facility before the
earthquake in 2011, to provide a flavor of the scientific output.

3.1. Neutrinos
Muon neutrinos are produced for the neutrino program at J-PARC. While traveling from J-PARC
to the Super-Kamiokande detector, located 295 km away, a muon neutrino may transform into an
electron neutrino. This depends on the mixing angle between the 1st and 3rd neutrinos, θ13. This is
a brand-new approach to determining this parameter θ13 to understand the neutrino masses. Strong
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Figure 2.1: A bird’s-eye view of the entire J-PARC facility. This figure is obtained from [5].

Table 2.1: A list of parameters of J-PARC accelerator facilities.

LINAC
Ion species Negative hydrogen ions
Repetion cycle 25Hz
Extraction Beam Energy 400MeV

RCS
Circumference 348.333 m
Repetion cycle 25Hz
Extraction Beam Energy 3 GeV

MR
Circumference 1567.5 m
Beam cycle 2.56 s (FX), 5.52, 6.0 s (SX)
Extraction Beam Energy 30 GeV
Achieved Beam Power 330 kW (FX), 43 kW (SX)

10



CHAPTER 2. KOTO EXPERIMENT

(High-p)

(Test beam facility)

Extraction from MR

T1 target
(30% loss)

beam dump

KL

K1.8

(future
extension)

HD-hall 56mSY 200m

Figure 2.2: Layout of the primary beam line and the hadron experimental facility. The extracted
proton beam is delivered to the hadron experimental facility (HD-hall) through the beam
switchyard (SY). The solid lines represent the beam line in operation and dashed line shows
the additional beam line planned for the future extention. This figure is taken from [19].

extracted to SY over 2 s. The beam was extracted every 6 s in the runs before the summer of
2015 and 5.52 s after then. A beam extraction in one cycle is called “spill”.

Figure 2.3 shows the layout of the hadron experimental hall and its secondary beam lines.
The dimensions of the HD-hall are 60 m × 56 m.

The protons delivered to the HD-hall are injected to a production target, called T1 target,
located in the HD-hall. Figures 2.4 and 2.5 show the photograph and structural drawing of the
T1 target used in 2013 and 2015, respectively. The T1 target consists of gold blocks bonded
on a copper block for with a water cooling mechanism [22].

The secondary particles produced at the T1 target are delivered to the secondary beam
lines which share the T1 target. Currently, there are three beam lines for charged particles and
one beam line for neutral particles.

2.2 Beamline

The KOTO experiment uses a neutral beam line, called “KL” beam line, in the HD-hall.
Figure 2.6 shows the layout of the KL beam line. This beam line is 21 m long toward 16◦

direction from the primary proton beam line. As shown in Fig. 2.6, the beam also has to go
through many equipments for another beam lines which share the same T1 target. Figure 2.7
shows the components in the KL beam line. The KL beam line consists of a photon absorber,
a sweeping magnet, a beam plug, and two long collimators.

The particles extracted from the T1 target are collimated by two collimators. The length of
the first collimator is 4 m and the length of the second collimator is 5 m . They are made of iron
except for their edge regions. The edge regions are made of tungsten to increase mass-thickness.
The collimators were designed to make a narrow beam and to suppress halo neutrons produced
by the multiple-scattering of the beam neutrons [24].

Photons coming from the T1 target are stopped by a 7 cm lead block, called “Photon

11
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small spot size of the primary beam at the target. Thus, the
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In the next section, the design of the new target is
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Figure 2.3: Layout of the the hadron experimental facility. This figure is taken from [22].
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Figure 2.4: Photograph of the T1 target in May
2013 before the installation and its crosssec-
tional drawing. A gold target is bonded to a
copper block with cooling water pipes. This
figure is taken from [22].

normal 50-kW operation. According to our tensile tests, the

ultimate tensile strength of thick tungsten plates was
measured to vary from 340 to 472 MPa at the temperature,

which yield the design margin of 0.8–1.2. In case of a

short-pulse beam, the maximum temperature of the tung-
sten is 3,367 !C, almost the same as its melting point, and

the maximum stress produced in the tungsten is calculated

as 4.7 GPa. It is much higher than the tensile strength of
tungsten, and the tungsten plates are expected to be broken

by the short-pulse beam. Because of the poor design mar-
gin of the tungsten target for the normal operation and the

risk of the breaking by the unusual beam, we finally

decided to adopt gold rather than tungsten as the target
material.

Target chamber, beam windows, and gas circulating
system

The structure of the new target chamber is given in Fig. 7.

Airtightness of the chamber body is ensured by the seal

welding, and the beam entry and exit are covered with the

Fig. 3 Structural drawings of the new T1 target
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Fig. 4 Comparison of the
calculated temperature and the
measured data for the previous
gold target. The thermocouples
set in each piece of the gold are
indexed as from TC#1 to TC#6,
where TC#1 is the most
upstream thermocouple. Points
denote the measured
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Figure 2.5: Structural drawings of the new T1
target used from the 2015 beam operation. New
T1 target consists of two gold targets with wider
cross section. This figure is taken from [22].
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Figure 2.7: Schematics of the KL beam line.

the T1 target. Based on the beam survey performed in February 20103), the number of KL at the
exit of the beam line was 1.94⇥ 107 per 2⇥ 1014 protons on target (POT) for the Ni T1 target and
4.19 ⇥ 107 per 2 ⇥ 1014 POT for the Pt T1 target[24].

2.3 CsI Electromagnetic Calorimeter

The CsI electromagnetic calorimeter was the main detector of the KOTO experiment. It consisted of
2716 undoped CsI crystals, stacked in a cylindrical shape of 2 m diameter and 500 mm (27 X

0

) depth
along the beam direction. We used crystals of two sizes in cross section: small (25 mm ⇥ 25 mm)
and large (50 mm ⇥ 50 mm). As the size of 25 mm was smaller than the Moriere radius of CsI,
35.7 mm[1], we were able to use shower shape information to distinguish good electromagnetic
showers from hadronic showers and merged showers which were originated from multiple incident
photons. Each crystal was wrapped with a 13 µm thick aluminized mylar. Figure 2.10 shows a
front view and a picture of the CsI calorimeter. We stacked 2240 small crystals in the central
region and 476 large crystals in the outer region. The CsI crystals were read out by two models of
Hamamatsu photomultiplier tubes (PMTs): R5364 for small crystals and R5330 for large crystals,
which are summarized in Tab. 2.4. Both CsI crystals and PMTs were previously used in the KTeV
experiment[27]. We put a 4.6 mm thick silicone cookie between the crystal and the photocathode
of the PMT to improve the light transmission e�ciency. We also put an UV transmitting filter to
remove the slow component of the scintillation lights4).

It was essential for the operation in vacuum to reduce a heat generation. Cooling a heat in
vacuum always causes a problem in the first place. In case of the KOTO experiment, the light

3)A beam power was 1 to 1.5 kW in this measurement.
4)The scintillation light from the CsI contains two components: one is fast (6 ns) and peak light wavelength is

310 nm, and the other is slow (35 ns) and its wavelength is 420 nm[1]. The UV bandpass filter around 310 nm enables
us to use only fast component of the scintillation light.

Figure 2.6: Layout of the KL beam line. This figure is taken from [23].

Figure 2.7: Components in the KL beam line [24].
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Figure 2.8: Estimated neutron profiles of the KL beam line at the beam exit in the vertical (left)
and horizontal planes (right). They were obtained by the beam line simulation. The vertical red
lines show 8.5 ⇥ 8.5 cm2 region.

analysis efficiencies, as well as the decay probability in the fiducial
region. To obtain the K0

L momentum spectrum at the exit of the
beam line, the expected distribution was calculated from a given
K0
L spectrum and compared with the measured distribution. The

simulation included effects of detector resolutions. The result was
fed back to the K0

L spectrum iteratively to minimize the difference.
Fig. 9 shows the resultant K0

L momentum spectrum at the exit of
the beam line, with overlays of various MC expectations.

As seen in the figure, the data have a slightly broader spectrum
than those from the simulations.

4.3. Systematic uncertainties

Estimates of the systematic uncertainties are listed in Table 8.
The largest uncertainty comes from ‘‘cut effectiveness’’. In reality,
the effectiveness of various kinematical cuts differed from those
expected by the MC simulations. We considered the differences to
be sources of systematic uncertainties, and took them into account
in the following way. A partial acceptance, Ai, was defined by

Ai ¼
N ðall the cuts appliedÞ

N ðall but the i$th cut appliedÞ
ð3Þ

where the index i denotes one of the kinematical cuts listed in
Table 6, and N is the number of remaining events after applying
the cuts specified in the parentheses. We compared the values of
Ai obtained with the real data and the MC data; the fractional
differences between the two were considered to be the systematic
uncertainties. These fractional differences were summed in quad-
rature. This systematic uncertainty resulted in 12.2% for the Ni and
10.4% for the Pt target, respectively.

The second largest systematic uncertainty originated from
uncertainties in the K0

L spectrum. As stated in the previous
subsection, the momentum spectrum was necessary as an input
for calculating the acceptance. The obtained spectrum shown in
Fig. 9 has statistical uncertainties. The variation of the acceptance
based upon the statistical fluctuations of the momentum spec-
trum was studied with MC simulations. These systematic uncer-
tainties resulted in þ3.5/$1.1% for Ni and þ4.2/$0.2% for the Pt
target, respectively.

Other systematic uncertainties due to the alignment errors of
the detector or uncertainties in the background estimations and
the POT values were found to be small, as shown in Table 8.
Summing up all the contributions in quadrature, the systematic
errors amounted to be þ12.8/$12.3% for Ni and þ11.3/$10.5%
for the Pt target, respectively.

5. Summary

In this paper, we have described the results of K0
L flux

measurements carried out at the newly built neutral-kaon beam
line of the J-PARC Main Ring accelerator. The primary proton
energy was 30 GeV and the K0

L production angle and the solid
angle of the beam line were 161 and 7:8 msr, respectively. The K0

L

flux and spectrum were measured by counting K0
L-pþp$p0

decays with a simple setup consisting of an electromagnetic
calorimeter and a tracking hodoscope system. The K0

L yields at
the exit of the beam line, normalized to 2&1014 POT, were
obtained to be 1.94&107 for 5.4-cm-long Ni target and
4.19&107 for 6-cm-long Pt target, respectively. The measured
K0
L flux was consistent with or larger than the values predicted by

the MC simulations, and its momentum spectrum was somewhat
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to be 1 when integrated.

Table 8
Summary of systematic uncertainties.

Source Uncertainties (%)

Ni target Pt target

Cut effectiveness 712.2 710.4

K0
L momentum distribution þ3.5/$1.1 þ4.2/$0.2

Others 71.4 71.3

Total þ12.8/$12.3 þ11.3/$10.5

K. Shiomi et al. / Nuclear Instruments and Methods in Physics Research A 664 (2012) 264–271270

Figure 2.9: KL momentum spectra at the exit of the beam line. Dots show the experi-
mental data, and histograms show the simulation results obtained with FLUKA[25](solid line),
GEANT3[26](dots) and GEANT4(dashed line). All histograms are normalized to be one when
integrated. This figure is quoted from [24]

Figure 2.8: The momentum spectrum of KL in the KL beam line. The dots shows the result
from the measurement and the histograms show the expectations from various simulations.
This figure is taken from [25].

Absorber”. Charged particles from the T1 target are swept out by a dipole magnet placed
between the two collimators with the magnetic field of 1.2 T.

A beam plug is a pair of rotatable D-shape brass blocks placed in the middle of the beam
line. In the normal state, called “Open” state, beam can go through between two brass block.
By rotating the beam plug by 90◦, to “Closed” state, most of the beam particle can be stopped
at the beam plug.

The beam solid angle is 7.8 µsr, and the width of the beam is 10 cm at the exit of the beam
line (21 m from the T1 target). The KL flux in the beam was measured in the past beam tests
[25] for two types of production target materials, nickel and platinum. With 2 × 1014 protons
delivered to the T1 target, the numbers of KLs passing through the exit of the KL beam line
were 1.94× 107 for the Ni target and 4.19× 107 for the Pt target.

The momentum spectrum was also measured in the past beam tests. Figure 2.8 shows the
measured and expected momentum spectra of KL; they are both peaked at 1.5 GeV/c.

2.3 Detectors

Figure 2.9 shows the side view of the KOTO detector. The KLs in the KL beam line enter the
KOTO detector. The kaons and pions that decayed in the region 3∼5 m downstream of the
beam exit were used for the analysis. We call this region “decay region”. Two photons from π0

in KL → π0νν were detected by an electromagnetic calorimeter made of Cesium Iodide crystals
(CsI calorimeter) placed downstream of the decay region. The decay region was surrounded
by hermetic detector subsystems, called “Veto detectors”, to detect extra particles from other
KL decay modes. The detector subsystems to detect charged particles and photons, are called
“Charged Veto” and “Photon Veto” detectors, respectively.
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1. Introduction1

KL → π0νν̄ is a rare decay that directly violates CP symmetry. Its branching ratio is pre-2

dicted with a small theoretical uncertainty to be 2.43(39)(6)× 10−11 in the Standard Model3

(SM) of elementary particle physics [1], where the numbers in the first and second parenthe-4

sis indicate parametric and intrinsic uncertainties, respectively. Several new physics models5

suggest large enhancement up to a few orders of magnitude in the branching ratio, and6

KL → π0νν̄ is a powerful tool for searching for new physics [2]. Experimentally, this decay7

has not yet been observed and its upper limit of 2.6× 10−8 (90% CL) was given so far8

(KEK-E391a [3]).9

The KOTO experiment [4] is an experiment dedicated to observing the KL → π0νν̄ decay10

for the first time, using an intense kaon beam at Japan Proton Accelerator Research Com-11

plex (J-PARC) [5]. We use an upgraded detector from the KEK-E391a which was the pilot12

experiment for the KOTO experiment. The KOTO experiment was designed to achieve the13

single event sensitivity of 8× 10−12.14

Figure 1 shows a schematic view of the KOTO detector. The signature of the KL → π0νν̄15

consists of two photons from a π0 decay with no other particles detected. The position and16

energy of each of the two photons are measured by a CsI electromagnetic calorimeter. The17

decay-vertex position and the transverse momentum of π0 are reconstructed to identify the18

decay. Hermetic neutral and charged particle detectors (veto detectors) surround the decay19

region in order to ensure that no extra particles exist. The hermetic detector system plays an20

essential role to achieve a background rejection factor of 1011 required for the experiment.21

The Charged Veto (CV) is located in front of the CsI electromagnetic calorimeter, and

Fig. 1 Cross sectional view of the KOTO detector. CV in the figure indicates the charged

particle counter we developed. Most of detectors, including the CV, are installed in a cylin-

drical vacuum chamber. We search for the KL → π0νν̄ decay in flight that occurs in the

central region of the vacuum chamber.

22

detects charged particles entering the calorimeter. Almost all the charged decay modes of23

KL have two charged particles; if two charged particles fly toward the CsI calorimeter and24

2

KL

Decay region

Figure 2.9: Side view of the KOTO detector. CsI calorimeter detects two photons from π0 in
KL → π0νν̄. Many detector subsystems surrounding the decay region are used to detect extra
particles from other KL decay modes. Only one out of 25 BHPV modules is shown in this
figure.

2.3.1 Coordinate definition

We define the coordinate for the detector system as follows.

• Origin of the coordinate: On the KL beam axis, the upstream surface of Front Barrel, 21
m downstream of the production target.

• Z: Parallel to the KL beam axis, pointing downstream.

• Y: Points vertically up.

• X: Points in the direction for the coordinate system to be right-handed.

2.3.2 The CsI calorimeter

An electromagnetic calorimeter made of Cesium Iodide crystals (CsI calorimeter) is the main
detector of the KOTO experiment. The CsI calorimeter was placed downstream of the decay
region with its upstream surface located at Z = 6148 mm.

Figure 2.10 shows a front view and Fig. 2.11 shows a photograph of the CsI calorimeter.
The CsI calorimeter consisted of 2716 un-doped Cesium Iodide (CsI) crystals stacked inside a
cylinder with a diameter of 1.9 m. The length of the CsI crystals was 50 cm which was equivalent
to 27 radiation lengths (X0). The inner square region with a width of 1.2 m consisted of 2240
crystals whose cross sections were 2.5 cm × 2.5 cm (“small crystals”), and the outer region
consisted of 476 crystals whose cross sections were 5 cm × 5 cm (“large crystals”). A square of
20 cm × 20 cm beam hole was made at the center of the CsI calorimeter to prevent KLs not
decayed in the decay region and other particles coming from the beam line from hitting the CsI
calorimeter. The beam hole was maintained by a beam pipe made of Carbon-fiber-reinforced-
plastic (CFRP).

15
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The OEV counters fill the narrow space between the CsI crystals
and the cylindrical support structure. The main role of the OEV
counters is to reject photons passing through the outer-edge
region of the CsI calorimeter before entering the inactive material
of the support structure (see Fig. 1b). In particular, photons from
the K0

L-π0π0 decay with an energy around 600 MeV must be
detected with high efficiency. In fact the kinematics allows one of
the two photons from the π0 to hit the barrel detector (MB in
Fig. 1a) with an energy about 10 MeV. However this low energy
photon may not be detected with a 20% probability due to
sampling fluctuations of MB [5]. To keep a short veto time window
under high rate condition, the time resolution of a few nanose-
conds is required for the OEV counters. In addition, they need to
operate stably in vacuum under the heavy load of the CsI crystals.

In consideration of the requirements mentioned above, we
adopted a technology based on lead–scintillator sandwich calori-
metry with wavelength-shifting (WLS) fiber readout. This type of
detector is efficient for photons with an energy higher than
100 MeV [11,12]. Moreover, it is characterized by a fast response
due to the short decay times of plastic scintillator and WLS fiber.

We describe the design of the OEV counters (Section 2) and the
construction process (Section 3) in detail. The following topics on
the required performance are discussed in Section 4: mechanical
robustness of the counters located under the CsI crystals, dis-
charge characteristic of photomultiplier tubes (PMTs) in vacuum
conditions, light yield, and time resolution. Finally, we discuss an
energy calibration method with cosmic rays as well as its perfor-
mance and validity (Section 5).

2. Design

Fig. 2 illustrates the upstream view of the endcap of the KOTO
detector. The CsI calorimeter, the cylindrical support structure of
the vacuum vessel, and the OEV counters are shown. The CsI
calorimeter consists of two types of undoped CsI crystals: 2240
small (25 mm!25 mm) and 476 large (50 mm !50 mm) crystal
blocks. All crystals are 500 mm long. Hamamatsu PMTs (R5330
and R5364) with Cockcroft-Walton (CW) bases [13] are used as
readout devices. The CsI crystals are installed in the cylindrical
support structure of the vacuum vessel, which is made of 12-mm-

thick stainless steel with an inner diameter of 1.93 m. OEV is a
group of 44 lead–scintillator-sandwich counters. They have differ-
ent cross-sectional shapes in order to fill the space between the CsI
crystals and the cylindrical support structure.

The material spares of the barrel detectors FB and MB, which
were originally built and used in the E391a detector [14], were
utilized for the OEV counters since they shared the same compo-
nents. The first component consists of 5-mm-thick extruded
plastic scintillator sheets developed for the long barrel detectors.
This scintillator is based on MS resin (polystyrene 80%,
polymethyl-methacrylate 20%) [15] and is suitable to be used

Fig. 1. (a) Schematic side view of the detector setup of the J-PARC KOTO experiment. Most of the detectors are contained in the cylindrical vacuum vessel of 3.8 m in
diameter and 8.7 m in length. The K0

L beam passes through the center of the setup from the left. The CsI calorimeter is located downstream of the decay region. FB, NCC, MB,
OEV, CC03, CC04, CC05, CC06, and BHPV are photon veto counters; HINEMOS, BCV, CV, LCV, and BHCV are charged-particle veto counters. A membrane separates the decay
region, which is in vacuum at 10"5 Pa, from the detector region which is kept at about 0.1 Pa. (b) Detail of the outer-edge region of the CsI calorimeter. The main role of the
OEV counters is to detect possible photons coming from the K0

L-π0π0 background as indicated by the blue arrow. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.)
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Fig. 2. Cross-section of the endcap CsI calorimeter (view from beam upstream).
Detector subsystems are contained in the cylindrical support structure of the
vacuum vessel made of stainless steel. The beam pipe is made of carbon-fiber-
reinforced plastic (CFRP). CC03 and LCV are the inner photon-veto and charged-
particle-veto counters, respectively. The inner region of the calorimeter consists of
2240 undoped CsI crystals with a 25 mm!25 mm cross-section, while the outer
region consists of 476 undoped CsI crystals with a 50 mm!50 mm cross-section.
OEV counters, which consist of 44 counters with different cross-sectional shapes,
fill the space between the outer side of the CsI crystals and the vacuum vessel. The
numbers written on each OEV counter (0–43) are the ID numbers.

T. Matsumura et al. / Nuclear Instruments and Methods in Physics Research A 795 (2015) 19–3120

Figure 2.10: A front view of the CsI calorimeter for the
KOTO experiment. This figure is quoted from [26].

Figure 2.11: A photograph of the
CsI calorimeter for the KOTO exper-
iment.

The CsI crystals for the CsI calorimeter were originally used at the FermiLab KTeV experi-
ment [27]. There were two types of crystals. The 20% of crystals were made from a single crystal
fabricated by HORIBA company (Fig. 2.12), while 80% of crystals were made by glueing two
25-cm-long single crystals (Fig. 2.13) [28]. As shown in Fig. 2.14, each CsI crystal was wrapped
with a 13-µm-thick mylar. To achieve a uniform light response along the crystal length, the
half of the crystal farther from the PMT was wrapped with aluminized mylar and the other half
was wrapped with black mylar. The length of reflective region and effective reflectivity were
tuned 1 for each crystal to keep the uniformity of scintillation response within 5% [28, 29, 30].

Two types of Photo Multiplier Tubes (PMTs) were used to read the scintillation light from
the two sizes of the CsI crystals. Hamamatsu R5364 3/4 inch PMTs were used for the small
crystals and Hamamatsu R5330 1.5 inch PMTs are used for the large crystals. Those PMTs
were originally used at the KTeV experiment and re-used in the KOTO experiment. The
combination of PMTs and crystals were tuned so that the variation of the product of the light
yield of CsI crystals and the gain of PMTs, is kept under 3% [31].

A UV transmitting filter (Schott UG-11), with a peak transmission of around 80% at the
wavelength of 300 nm, and a near-zero transmission band in the wavelength range between 400
nm and 650 nm, was attached in front of each PMT to suppress the “slow-component” of the
scintillation of CsI crystals.

A 4.6-cm-thick transparent silicone disk, called “Silicone cookie”, was placed between each
CsI crystal and PMT to connect them optically without glueing. To suppress the heat generated
by the PMT bases, we developed a new High Voltage (HV) system with a Cockcroft-Walton

1The effective reflectivity was tuned by partially masking the aluminized mylar with stripes which are ink
applied with a pen[29]
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Figure 2.12: A 50-cm-
long CsI single crystal.
(Picture: Fermilab Visual
Media Services)

Figure 2.13: A 50-cm-
long CsI crystal made
by glueing two 25-cm-
long CsI single crystals.
(Picture: Fermilab Visual
Media Services)

Figure 2.14: A CsI crystal being
wrapped with an aluminized mylar.
(Picture: Fermilab Visual Media Ser-
vices)

(CW) circuit [32].
To compensate for the low-gain (O(103)) of PMTs, three types of preamplifiers with different

gains were developed and installed right after the output of PMTs. The types of preamplifiers
were chosen according to the gain of PMTs. The preamplifier converted the PMT output
signal to a differential signal to reduce the effect from environmental electromagnetic noise.
The preamplifier output signal was transferred by a commercial Category-6 Ethernet cable.

2.3.3 Charged Veto (CV)

To detect the charged particles incident on the CsI calorimeter, the Charged Veto (CV) was
placed in front of the CsI calorimeter. The CV consisted of two layers of plastic scintillators
fixed on the CFRP plate [33]. Figure 2.15 shows a schematic view of the front layer of the CV.
Each layer of the CV has a quadrant symmetry. Each quadrant consisted of twelve (eleven)
scintillator strips in the front (rear) layer. Each scintillator was 70.7 mm wide and 3 mm thick.
The length of scintillators varied depending on the position of the strips. The scintillation light
from each strip was read out by seven wavelength-shifting (WLS) fibers glued on the strips.
Multi Pixel Photon Counters were attached to the both ends of the WLS fibers. Figure 2.16
shows a photograph of the CV installed in the detector complex.

2.3.4 Barrel Photon Veto

Barrel-shaped photon detectors called the Front Barrel (FB) and the Main Barrel (MB) were
placed around the decay region. The FB detects the photons from KL decayed upstream of the
decay volume, and MB detects the photon from those decayed inside the decay region.

The FB and MB were originally developed for and used in the KEK E391a experiment [34].
The FB and MB were lead/scintillator sandwich-type photon detectors. Figure 2.17 shows
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photomultipliers. The arrangement of the scintillator strips without gaps is important to59

minimize the inefficiency, which will be discussed later.60

Third, the CV is required to have a good timing resolution. A poor timing resolution61

requires a wider timing window to keep a sufficient efficiency, and causes event loss due to62

accidental hits. The timing resolution is required to be less than 3 ns to suppress the event63

loss to lower than 5%.64

2.2. CV structure65

The CV consists of two layers of plastic scintillators. Each layer is named as “front” and66

“rear” along the beam direction. Figure 2 shows a schematic view of the CV layer.
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Fig. 2 Schematic view of a CV front layer. The figure at the bottom shows the side view

of the scintillator near the center viewed from the bottom. We call each end of a strip “long

side” and “short side” according to the length of fibers extending out of the strip. In the

bottom figure, “long side” is the left side and “short side” is the right side of the strip. The

figure on the right shows the side view of the scintillator viewed from the right. Each layer

has a quadrant structure with a 90-degree symmetry. Plastic scintillator strips are tied onto

an octagonal supporting CFRP plate with fluorocarbon wires passing through the cutouts

in the edges of strips. Rectangular holes on the CFRP plate are for routing WLS fibers to

MPPCs at the outer circumference.

67

Each layer has a quadrant structure with a 90-degree symmetrical arrangement, with a68

beam hole in the center. Each quadrant consists of twelve (eleven) scintillator strips in the69

front (rear) layer. Each scintillator is 70.7 mm wide and 3 mm thick. The lengths of the70

4

Figure 2.15: A schematic view of the front layer
of CV. This figure is taken from [33].

Figure 2.16: A photograph of CV installed in
the detector complex.

cross-sections of the module of the FB and MB. The FB consisted of 59 layers of 5-mm-thick
plastic scintillators and 1.5-mm-thick lead plates stacked alternately. The MB consisted of 45
layers of 5-mm-thick plastic scintillators and lead plates stacked alternately. For MB, 1-mm-
thick lead plates were used for inner 15 layers and 2-mm-thick lead plates were used for outer
32 layers. A 10-mm-thick plastic scintillator was attached in front of the first layer of the MB to
detect charged particles. These layers of scintillators and lead plates were fixed to a backbone
structure with steel bolts.

The scintillation light from the scintillator was read out by the WLS fibers glued on the
scintillators. For MB, PMTs were attached to the both upstream and downstream ends of the
WLS fibers. With the readout from both ends of the fibers, the hit position on the MB modules
were measured by comparing the timing or energy deposits measured at both ends. For FB,
PMTs were only connected to the upstream end of the WLS fibers.

2.3.5 Neutron Collar Counter (NCC)

A small calorimeter made of un-doped CsI crystals called the Neutron Collar Counter (NCC)
[35] was placed inside the FB. The NCC detects the photons from the KL decay to veto them.
The NCC was also made to measure the flux and the energy spectrum of the neutrons coming
outside the beam (halo neutron). Figure 2.19 shows a schematic view of the NCC. The NCC
has a design with three segments along longitudinal and transversal directions to discriminate
between photons and neutrons. Scintillation light from the crystals was read out by the WLS
fibers glued on the acrylic plate attached to each crystal. The charged veto detector called
HINEMOS was placed inside the NCC to cover four inner surfaces of the NCC.

2.3.6 Collar Counters

Detectors made of un-doped CsI crystals were placed around the beam to detect photons and
charge particles from KL decay escaping through the beam hole in the CsI calorimeter. These
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only way to fabricate such a long plate. It is also inexpensive and
offers control over plate thickness. On one side of the plate,
multiple grooves with a cross-section of 1:2 mm (width)!
1:3 mm (depth) were machined with 10 mm spacing in order to
house WLS fibers of 1 mm diameter. The WLS fibers are BCF-91A
by Bicron [10] for the FB and Y11-M by Kuraray [11] for the MB.
Both are of the multi-clad type. Fibers were glued into the
scintillator grooves with NORLAND Optical Adhesive NOA61 [12].
The glue was cured by exposure to ultraviolet (UV) light.

Between the lead sheet and the scintillator plate, we inserted the
reflector sheet of Toray TiO2 PET [13] with a thickness of 188mm.

The number of readout units per module was two for both the
FB and MB, as shown in Table 1.

The PMTs used for the WLS fiber readout were the newly
developed Hamamatsu R329-EGPX [14,15], with photo-cathode
sensitivity 1.8-times larger than that of the standard R329 in the
wavelength region of 500 nm.

2.3. Construction

2.3.1. Scintillator plate with WLS fibers
First, multiple grooves were processed on the scintillator plate

by using multi-blade saws. With one pass of the machine through

the scintillator plate, all grooves were formed. After groove
cutting, the scintillator plate was machined to a pre-determined
size, and holes for stud bolts were drilled. In order to maintain
accurate dimensions, all machining was done at a room
temperature of 20" 1 #C.

Next, we glued fibers in the grooves according to the following
procedure:

(1) fill the scintillator grooves with glue,
(2) arrange fibers in the grooves and apply tension,
(3) cure the glue by exposing it to UV light with a light flux of

10.8 W over the 5.5 m-long plates for 30 min. The accumulated
light energy is estimated to be 1 J=cm2.

Using two exposure tables, we could fabricate plates for the MB at
a rate of 15 plates per day. Since the total number of plates is 1500
for the MB, it took about 100 days to finish gluing. A photo of the
gluing process is shown in Fig. 4.

2.3.2. Lead/scintillator stacking
We used an inclined table (inclination angle of 20#) for

laminate stacking, as shown in Fig. 5.
For the position adjustment of the scintillator plate and lead

sheet, we used bolts passing through the module. Since the length
of the lead sheet is limited to be less than 1.5 m for easy handling,
we used four separated sheets for MB and two for FB. Between the
scintillator plate and the lead sheet, we inserted a reflector sheet
of TiO2 PET. After stacking half of the laminate layers, we applied a
pressure of 3 tons/m from the backside with a press. Through this,
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Fig. 2. Cross-sections of the barrel vetoes. Top is the front barrel (FB) and bottom is
the main barrel (MB) modules. For FB, the lead/scintillator laminate is fixed to the
backbone structure with five steel belts (100 mm-thick and 200 mm-wide) and six
stud bolts (5 mm diameter). For MB, the laminate is fixed to the backbone plate
with fifty stud bolts (5 mm diameter).
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Fig. 3. WLS fiber setting and light shields. The grooves for the WLS fibers have
cross-sections of 1:2 mm (width)! 1:3 mm (depth). The distance between grooves
is 10 mm.

Fig. 4. Photo of the gluing room. On both sides, tables equipped with UV-light
sources for glue curing are visible.
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Figure 2.17: Cross-sections of a module of
FB (top) and MB (bottom) detectors [34].may be the different conditions in the scintillator. For the single-

fiber test, the fiber is free and looped with a diameter of 40 cm,
except at the injection point of light. On the other hand, for the
fabricated module, the fibers are straight and buried in the
scintillator grooves with glue for the full length. This may improve
the light transmission efficiency of the fibers.

A similar position dependence of the light yield was also
measured for the FB modules. In this case, the fiber was read out
from a single end. On the other end, an aluminized Mylar sheet
was glued to the polished surface of bundled fibers using optical
cement. The position dependence of the signal shapes and the
output charges are shown in Fig. 12. Regarding the signal shape, a
second bump due to reflected light can be seen, especially at the
cosmic-ray position closer to the PMT.

The results could be well fitted with the parameters given in
Table 3 and by taking into account the reflection efficiency of
15–35% at the other end.

The distributions of the photoelectron number obtained for
each MB module at the center (x ¼ 320 cm) are plotted in Fig. 13.
The maximum fluctuation was "20%, and which might be caused
by optical contacts between the fibers and the PMT.

The mean value was 13:8" 1:5. For comparison, the light
output from the FB was measured to be 9:8" 1:3 at the same
distance from the PMT. The reflector at the fiber end of the FB is
expected to increase the light yield; yet the light output of the FB
is smaller than that of the MB. This outcome is attributed to the
smaller light conversion efficiency for Bicron BCF-91A fibers
compared to Kuraray Y-11 fibers (see Section 4).
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Figure 2.18: Cross-sections of FB (top) and MB
(bottom) detectors [34].CHAPTER 2 The KOTO Experiment

are mounted cylindrically on the inner surface of the FB upstream part via PMT aluminum

supports.

NCC module
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CFRP Beam Pipe

HINEMOS

Common PMT

Individual PMT

HINEMOS PMT

HINEMOS CFRP Beam Pipe

Front Middle Rear
Common Fiber Individual Fiber

SUS Crystal Support

SUS Crystal Support

PMT Support

Fig. 2 Cross-sectional front (left) and side (right) views of NCC. The region inside FB

approximately 628 mm in diameter is filled with 48 NCC modules and 8 NCC outer modules.

The NCC module consists of optically isolated three blocks of undoped cesium iodide crystals

aligned in the longitudinal direction (front, middle, and rear), 66× 66mm2 in cross-section,

and 148, 200, and 96 mm in length, respectively. The NCC outer module is a single undoped

cesium iodide crystal 500 mm in length with a pentagonal cross-section processed from 50×
50mm2 square cross-section. Those crystals are supported with an outer support structure

made of stainless steel, and are also supported from the inside with a beam pipe made of

CFRP 2 mm in thickens. Four plastic scintillators 3 mm in thickness are mounted inside the

beam pipe (HINEMOS). The “Individual Fiber” and “Individual PMT” in the side view are

additionally written just for a reference. The fibers and PMTs at the top half in the side

view are omitted.

2.2. Roles of NCC in the KOTO experiment

In the KOTO experiment, NCC is anticipated to play 3 major roles; they are to stop and

detect gammas from a KL decay, to veto neutron induced backgrounds, and to measure flux

and spectrum of such neutrons. We explain each of them in turn below and present basic

design concepts appropriate to satisfy these requirements.

The most important role of NCC is to stop and detect gammas from KL decays taking place

at the upstream of NCC. Without NCC, a large number of gammas would go into the CsI

calorimeter, some of which may mimic the signal. Although NCC is indispensable for the

gamma veto as above, it is at the same time a source of another background. This occurs in

the following way: there exists many neutrons around the collimated beam (“halo neutron”)

and they would interact with NCC and generate π0’s, again some of which may mimic the

signal. Such a mechanism was found to be a main background source in the previous pilot

experiment [7] (E391a). Thus the second role is to suppress the halo-neutron backgrounds.

For the first and second roles, the following considerations are important.

4

Figure 2.18: Structure of the NCC detector. The left figure is a front view and the right one is a
side view. Quoted from Ref. [77].

Table 2.4: Specifications of the CV detector.

Scintillator BC404 (Saint-Gobain [78])
Wavelength shifting fibers Y-11(350)MSJ (Kuraray [79])

1 mm in diameter
Glue EJ500 (Eljen [80])

Photosensor MPPC S10943-0928(X) (Hamamatsu)
3 × 3 mm2 photosensitive area
60 × 60 pixels (50-µm pitch)

Reflector Tetolight (Oike [81])
12-µm-thick polyester film

one side aluminized

length so as to form a hexadecagon without gaps between neighboring modules as shown in Fig. 2.19.
Fibers are laid on grooves of scintillator strip and these are glued with optical cement using the
automatic glueing system, which was developed for this detector and its photograph is shown in
Fig. 2.20. Detail of the production procedures is described in App A. After the gluing process,
modules are wrapped with thin film as reflector and equipped with connectors to attach MPPCs at
the both ends of fibers. Finally, they are fixed on the carbon fiber reinforced plastic (CFRP) plate
with thickness of 0.8 mm with fluorocarbon wires. The CFRP plate is supported with aluminum
structure which consisted of U-channels welded one another to form a hexadecagon. The readout
and control system including photosensor, voltage controller and preamplifier, were custom-built for
this detector. The MPPCs are equipped with peltier cooler so as to keep their temperature within
(10±0.1) ◦C with feedback system. Preamplifier with a gain of 50 is connected to compensate for
small gain of a MPPC. These MPPCs and preamplifiers are mounted on the aluminum support
structure. Control of these components as well as voltage supply for the MPPCs and monitoring of
detector operation is managed remotely. More information is found in Refs. [82, 83, 84].
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Figure 2.19: A schematic view of the NCC detector. The NCC has a segmented design to
separate photons and neutrons. This figure is taken from [35].
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detectors are called Collar Counter and named as CC03, CC04, CC05, and CC06.
As shown in Fig. 2.10, the CC03 was placed inside the CsI calorimeter to detect photons

hitting the inner region of the CsI calorimeter close to the beam pipe. The CC03 consisted of
16 CsI crystals, and each crystal had two PMTs for readout. The charged veto detector called
Liner Charged Veto (LCV) covered four inner surfaces of the CC03. The LCV was made of
plastic scintillators readout by WLS fibers.

Other Collar Counters, CC04, CC05, and CC06 were placed downstream of the CsI calorime-
ter to detect photons and charged particles escaping through the beam hole of the CsI calorime-
ter. The schematic views of CC04, CC05, and CC06 are shown in Figs. 2.20, 2.21, and 2.22,
respectively.

2.3.7 Outer Edge Veto

Outer Edge Veto (OEV) [26] is a photon veto detector subsystem surrounding the CsI calorime-
ter, as shown in Fig. 2.10. The OEV consisted of 44 modules made of the layers of lead plates
and plastic scintillators. Figure 2.23 shows a schematic view of one OEV module. The layers
of lead plates and plastic scintillators were stacked and packed inside a frame made of stainless
steel. The scintillation light from the scintillator was read out through WLS fibers glued on
the scintillators.

2.3.8 Beam Pipe Charged Veto

The Beam Pipe Charged Veto (BPCV) [36] was placed around the beam pipe between the
CC05 and the CC06 to detect the charged particles escaping between them. The BPCV was
installed before the data taking in 2015. Figure 2.24 shows a schematic view of the BPCV. The
BPCV consists of four plastic scintillator plates surrounding the beam pipe. The scintillation
light from the scintillator was read out through WLS fibers glued on the scintillators.

2.3.9 Beam Hole Charged and Photon Veto

There were some detectors placed inside the beam to detect the particles escaping along the
beam.

2.3.9.1 Beam Hole Charged Veto

The Beam Hole Charged Veto (BHCV) was placed downstream of the CC06. The BHCV used
in 2013 was made of plastic scintillators as shown in Fig. 2.25.

In 2015, three layers of Multi Wire Proportional Chambers (MWPC) were added as a
“newBHCV”. Figure 2.26 shows a layer of MWPCs used as a module of the newBHCV. Mixture
of n-Pentane and CF4 gases was used as an operation gas. Gold-plated tungsten wires were
used as anode wires. Graphite-painted polyimide sheet was used as cathode planes.

2.3.9.2 Beam Hole Photon Veto

The Beam Hole Photon Veto (BHPV) was placed at the most downstream of the KOTO detector
subsystems. The BHPV consisted of arrays of 25 aerogel Čerenkov counters. Figure 2.27 shows
a schematic view of a single BHPV module. Each BHPV module consisted of a lead plate as a
photon converter, an aerogel block as a Čerenkov radiator, light-collecting mirrors, and PMTs.
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CHAPTER 2. KOTO EXPERIMENT

第3章 CC04の設計・開発

本章では CC04実機の製作にあたり必要となる設計概要と、使用する結晶やシン
チレータ、PMT、またそれらの性能評価について述べる。

3.1 CC04の設計
ここではCC04の設計として、CC04の本体部分にあたる検出器、それを設置し支
えるための設置架台、PMTの発熱を抑えるための水冷配管について説明する。

3.1.1 検出器
CC04検出器を第２章で説明した要求を満たすように設計した。CC04は図 3.1に
示すように、ガンマ線検出器とその前面を覆う荷電粒子検出器で構成されている。

図 3.1: CC04のデザイン。右はビーム軸に沿って上流側から見た図で、左はビーム
軸に垂直な方向 (南側)から見た図。水色で表された部分はCsI結晶から成るガンマ
線検出器、黄色で表された部分はプラスチックシンチレータから成る荷電粒子検出
器である。
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Figure 2.20: A schematic view of the CC04 detector.

第4章 CC05, CC06の製作

本章ではCC05, CC06の製作に使用したCsI結晶やプラスティックシンチレータ、光
電子増倍管 (PMT)の性能等について述べる。

4.1 構成
CC05, CC06は γ線を検出する必要が有るため, 放射長が短いCsI結晶を使用する. 3

章での議論をふまえ, γ線を効率よく測定するために, CsI結晶を図 4.1, 図 4.2のように
積み上げた.

第3章 CC04の設計・開発

本章では CC04実機の製作にあたり必要となる設計概要と、使用する結晶やシン
チレータ、PMT、またそれらの性能評価について述べる。

3.1 CC04の設計
ここではCC04の設計として、CC04の本体部分にあたる検出器、それを設置し支
えるための設置架台、PMTの発熱を抑えるための水冷配管について説明する。

3.1.1 検出器
CC04検出器を第２章で説明した要求を満たすように設計した。CC04は図 3.1に
示すように、ガンマ線検出器とその前面を覆う荷電粒子検出器で構成されている。

図 3.1: CC04のデザイン。右はビーム軸に沿って上流側から見た図で、左はビーム
軸に垂直な方向 (南側)から見た図。水色で表された部分はCsI結晶から成るガンマ
線検出器、黄色で表された部分はプラスチックシンチレータから成る荷電粒子検出
器である。

30

第3章 CC04の設計・開発

本章では CC04実機の製作にあたり必要となる設計概要と、使用する結晶やシン
チレータ、PMT、またそれらの性能評価について述べる。

3.1 CC04の設計
ここではCC04の設計として、CC04の本体部分にあたる検出器、それを設置し支
えるための設置架台、PMTの発熱を抑えるための水冷配管について説明する。

3.1.1 検出器
CC04検出器を第２章で説明した要求を満たすように設計した。CC04は図 3.1に
示すように、ガンマ線検出器とその前面を覆う荷電粒子検出器で構成されている。

図 3.1: CC04のデザイン。右はビーム軸に沿って上流側から見た図で、左はビーム
軸に垂直な方向 (南側)から見た図。水色で表された部分はCsI結晶から成るガンマ
線検出器、黄色で表された部分はプラスチックシンチレータから成る荷電粒子検出
器である。

30

第3章 CC04の設計・開発

本章では CC04実機の製作にあたり必要となる設計概要と、使用する結晶やシン
チレータ、PMT、またそれらの性能評価について述べる。

3.1 CC04の設計
ここではCC04の設計として、CC04の本体部分にあたる検出器、それを設置し支
えるための設置架台、PMTの発熱を抑えるための水冷配管について説明する。

3.1.1 検出器
CC04検出器を第２章で説明した要求を満たすように設計した。CC04は図 3.1に
示すように、ガンマ線検出器とその前面を覆う荷電粒子検出器で構成されている。

図 3.1: CC04のデザイン。右はビーム軸に沿って上流側から見た図で、左はビーム
軸に垂直な方向 (南側)から見た図。水色で表された部分はCsI結晶から成るガンマ
線検出器、黄色で表された部分はプラスチックシンチレータから成る荷電粒子検出
器である。

30

第3章 CC04の設計・開発

本章では CC04実機の製作にあたり必要となる設計概要と、使用する結晶やシン
チレータ、PMT、またそれらの性能評価について述べる。

3.1 CC04の設計
ここではCC04の設計として、CC04の本体部分にあたる検出器、それを設置し支
えるための設置架台、PMTの発熱を抑えるための水冷配管について説明する。

3.1.1 検出器
CC04検出器を第２章で説明した要求を満たすように設計した。CC04は図 3.1に
示すように、ガンマ線検出器とその前面を覆う荷電粒子検出器で構成されている。

図 3.1: CC04のデザイン。右はビーム軸に沿って上流側から見た図で、左はビーム
軸に垂直な方向 (南側)から見た図。水色で表された部分はCsI結晶から成るガンマ
線検出器、黄色で表された部分はプラスチックシンチレータから成る荷電粒子検出
器である。

30

210
mm

CC05

630
mm

600mm 210mm

x

y

z

y

図 4.1: CC05の全体図

CsI結晶部分は,70×70×300 mm3の 7cm角のCsI結晶を 54個を使用し, 9段 3層に積
んで構成されている. 全体での大きさは 600×630×210 mm3 であり, 中央部にはビーム
を通すために断面積 210×210 mm2のビームホールが空いている. CsI結晶の表面には
反射材としてアルミナイズドマイラーとテフロンが巻かれている (厚さ 50 ∼ 100µm)。

CC06でも同様に 7cm角の結晶を使用するが, ビームホールの大きさの調整のため,

12本は 70×55×300 mm3の大きさに加工した結晶を使用した. CC06では、結晶部の大
きさは 600×600×210 mm3 でありビームホールの断面積は 180×180 mm2である。
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Figure 2.21: A schematic view of the CC05 de-
tector.
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図 4.2: CC06の全体図

CC05, CC06いずれの前面にも荷電粒子検出器として厚さ 5mmのプラスティックシ
ンチレータが設置されている。上段部、下段部のシンチレータは両読み、中段部は片読
みである。

CsI結晶、シンチレータともに透明なシリコン樹脂を使用して光学接続を行い、光電
子増倍管 (PMT)で信号読出しを行っている。PMTは浜松ホトニクス製の R4275-2を
使用した.

荷電粒子測定用シンチレータ
荷電粒子測定用のプラスティックシンチレータには ELJEN Technology社の EJ-200

を使用した. CC04での研究から, Collar検出器での使用に対し, 十分な性能を持ってい
ることがわかっている [7]. シンチレータはCC05, CC06共に大小 2枚ずつ使用し, 大き
さは大小それぞれ, 600×210×10 mm3と 250×230×10 mm3である.

シンチレータとPMTの間はCC04と同じ型のアクリル製のライトガイドを使用した.

こちらも CC04での研究から, Collar検出器での使用に対して, 十分な性能を持ってい
ることがわかっている [7].

結晶の光量
CC05, CC06に使用した CsI結晶は CC04に使用した結晶と同じく KEK E391aと
いう別の実験の電磁カロリメータに使用されていたものである. CC04における結晶
光量の測定の結果から [7], それらの結晶は最小で 22 [photoelectron/MeV], 最大で 41

[photoelectron/MeV], 平均的に 30 [photoelectron/MeV]の光量を持っている. CC05,

CC06が見るべき数MeV以上の γ線では 100 photoelectronを超えるため, 光統計によ
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Figure 2.22: A schematic view of the CC06 de-
tector.
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under heavy weight load of the CsI crystals. The next element
consists of 1.5-mm-thick lead sheets which were used for the FB
construction. We studied the effect of the lead thickness on
detection efficiency with the constraint of the same counter
thickness with a simulation based on Geant4 [16]. The results
suggested that there was no difference in the rejection power to
the K0

L-π0π0 background if the lead thickness is between 1 mm
and 2 mm. We decided to use the 1.5-mm-thick lead sheets for the
OEV counters. The sampling ratio was estimated to be 23%. The
WLS fibers Kuraray Y11(200)M [17] are used to collect scintillation
light. These 1-mm-diameter fibers were the same as the ones used
in MB. Readout with the WLS fibers has the advantage of avoiding
light-yield non-uniformity originating from the short attenuation
length (45 cm) of the extrusion-molding scintillator [15].

Fig. 3 shows the exploded views of a typical OEV module
located at the bottom of the endcap. Both the plastic scintillators
and the lead sheets are 420 mm long. They are stacked alternately
in the stainless steel frame. The lengths of the frame and the CsI
crystals are the same. The WLS fibers are bent in the remaining
space of the frame as a bundle located outside the end plate. The
reflector sheets, Toray Lumirror E60L with a reflectivity of 97%, are
188 μm thick [18]. They are inserted in direct contact with the
whole surface of the scintillator to achieve high light-collection
efficiency. Note that we selected this particular reflector based on
our past experience of long-term stable operation with large
pressure (15 tons/m2) in the E391a experiment [14].

The frame structures of the OEV modules at the lower and upper
half of the endcap are different. The OEV modules placed at the
bottom half of the endcap have a robust frame made of 2-mm-thick
stainless steel (see Fig. 3) because they need to support the CsI
weight. By fastening the stacked layers in the frame tightly, warped
scintillator plates and/or deformed lead sheets were flattened. In
contrast, there is no such load on the OEV modules located in the
upper half of the endcap. Hence, these modules are just covered by
1-mm-thick aluminum plates and bound with polyester tape to
protect the contents. The impact on the detection efficiency of the
thin iron frame has been studied with the Geant4 simulation, and
shown to be negligible for the K0

L-π0π0 background.
Hamamatsu R1924A 1 in. PMTs [19] were used as readout

device. A total of 44 PMTs were placed about 80 cm behind the
end plate of the counters. As shown in Fig. 4, some OEV counters
which consist of two modules are connected to one PMT. Thus, the
44 OEV counters actually consist of 64 modules with nine different
cross-sectional shapes.

The CW base, Hamamatsu C10344MOD13, was selected as
the high-voltage power supply for the PMTs which could operate
in the atmospheric pressure or below 0.1 Pa. The maximum
power consumption of the base is 30 mW, which is an

order-of-magnitude less than that of the resistor-type dividers.
This reduces the amount of heat generated inside the vacuum
vessel. Another advantage is that this CW base can be operated
with the same voltage distributor developed for the CsI
calorimeter.

As illustrated in Fig. 4, the direction of the stacked layer is
horizontal for the OEV modules located at the top and the bottom
region while the direction is vertical for the side modules. This
serves to reduce the azimuthal angle dependence of the effective
radiation length for photons emitted from the beam region.

3. Construction

Scintillator plates were cut out from a large scintillator sheet
with an area of 5.5 m!0.68 m. They were then shaped to the
desired cross-sections (rectangle or trapezoid, as shown in Fig. 5)
with a milling machine and polished with abrasive cloth for
optical quality. Grooves to embed the WLS fibers were then
machined on one side of each scintillator plate with an interval
of 10 mm. The width and the depth of the grooves were 1.2 mm
and 1.5 mm, respectively. Note that we set the depth somewhat
deeper than the WLS-fiber diameter in order to prevent glue from
overflowing.

Ultraviolet curing adhesive, NORAND NOA61 [20], was chosen
to glue the WLS fibers to the grooves with good optical contact.
The short 30-min curing time of the adhesive was well suited to

Fig. 3. Exploded views of an OEV counter (OEV-32), which is located at the bottom
center of the endcap (see Fig. 2). The left figure shows the downstream view with
the top board and the top reflector sheet removed, while the right figure shows the
upstream view. The area in white color shows the reflector sheet on the second
scintillator plate. Inside the frame, scintillator plates and lead sheets are stacked
alternately. Light from the scintillator plates is read out through WLS fibers. The
fibers are extracted through windows in the end plate.
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Fig. 4. OEV counters located at the bottom right section of the endcap. In this
figure, each of four counters, OEV-26, 27, 28 and 31, consists of two modules which
are read out with a PMT. The stacking-layer direction is horizontal at the bottom
and vertical at the side.
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Fig. 5. Cross-section of an OEV module (OEV-33) for the bottom center of the
endcap. Scintillator plates and lead sheets are stacked in the frame. Green circles in
the scintillator plates represent the end of the WLS fibers. The top plate is fastened
to the aluminum side bars in order to press stacked layers in the frame. The module
was installed upside down, so that the slope of the top board matches the inside
slope of the cylindrical vessel. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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Figure 2.23: A schematic view of an OEV detector module. This figure is taken from [26].
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• To cover the square beam pipe

- Put 4 plastic scintillators on each side

- WLSF is attached

• PMT readout, 4 channels

• 125MHz FADC
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Figure 2.24: A schematic view of the BPCV detector. This figure is taken from [36].

14 3.2. 現在の BHCVとその問題点
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図 3.3 現在の BHCVの geometry。60 mm × 115 mmの大きさの 3 mm 厚プラスチッ
クシンチレータを８枚並べて、両サイドからそれぞれを PMTを用いて読み出している。

子がシンチレータ等と相互作用を起こして信号を生じさせてしまい、カウントレートを著しく
上昇させてしまっているためで、その解決が求められている。以下にこの２つの問題について
詳しく述べる。

3.2.1 PMTのゲイン変動

PMTは、カウントレートが増大すると光電子増倍管の電子増倍部で起こる電子軌道の変化
や後段ダイノード電圧が変動によりその出力 (ゲイン) が変動する (カウントレートスタビリ
ティ,[15])。現在設置されている BHCVの PMTについてもこのゲイン変動が見えており、図
3.4 のように特にビーム中心付近のモジュールについて顕著である。このデータは 2013 年 5

月のランのものであり、24 kWの陽子ビーム強度ですでに最大 4.5%程のゲイン低下が起きて
いることがわかる。今後予定されているビーム強度の増強が進むと現状のままではレート上昇
に耐えられず、BHCVが機能しなくなることが懸念されている。

3.2.2 Accidental loss

中性子・光子による信号はKL 粒子の崩壊とは関係なく偶発的に生じる。この偶発的な veto

信号がKL → π0νν シグナル事象の検出と同じタイミングで発せられた場合、その事象はシグ
ナルとして認識できない。すなわちアクセプタンスの低下を引き起こす。このようにしてシグ
ナルを損失してしまう割合を”Accidental loss”と呼ぶこととする。
ある検出器によるAccidental lossはその検出器のカウントレート Rと”veto time window”

Figure 2.25: A schematic view of the BHCV
detector used in 2013. BHCV consists of eight
plastic scintillators.

ਤ 1.8: త৴߸ʹΑΔKLൃۮ → π0νν̄ࣄ৅ͷϩεͷϝΧχζϜɻ

ਤ 1.9: MWPC൛ BHCVɻ

ͷݕग़ޮ཰Λ εͱ͢Δɻݕग़ͷ৚݅ͱͯ͠ 3୆த 2୆Ҏ্͕৴߸Λൃ͍ͯ͠Δͱ͍͏͜ͱΛ՝͠
ͨ৔߹ͷݕग़ޮ཰͸࣍ͷΑ͏ʹͳΔɿ

ε3 + 6ε2(1− ε)

͜ͷࣜΛ༻͍ΔͱɺҰ୆͋ͨΓͷݕग़ޮ཰͕ 96%Ҏ্Ͱ͋Ε͹ɺʮ2 out of 3ʯͰ 99.5%ͷݕग़ޮ
཰Λୡ੒͢Δ͜ͱ͕ՄೳͱͳΔɻ

1.3.2 BHCVͷ৴߸ಡΈग़͠ܥ

BHCVͷ৴߸ಡΈग़͠ܥͷུਤΛਤ 1.10ʹࣔ͢ɻBHCVʹ͸ຊڀݚʹ͓͍ͯ։ൃ͞Εͨઐ༻ͷ
৴߸૿෯͕ث௚઀઀ଓ͞Εɺ૿෯͞Εͨ৴߸͸ಉ࣠έʔϒϧΛ௨ͬͯόοΫΤϯυͷ೾هܗ࿥༻
ADC·Ͱಋ͔ΕΔɻKOTO࣮ݧͰ͸ɺBHCVʹݶΒͣશͯͷݕग़ثͷ৴߸೾͕ܗ ADCʹΑͬ
Λද༷࢓ΔADCͷ͢༺࢖࿥͞ΕΔɻBHCVͰهͯ 1.2ʹࣔ͢ɻ
BHCVͷ৴߸૿෯ث͸ͨͩ୯ʹརಘΛେ͖͘͢Δ͚ͩͰ͸ෆे෼Ͱ͋ΔɻͳͥͳΒ͹ɺMWPC

ͷग़ྗ೾ܗ͸ΠΦϯͷυϦϑτʹىҼ͢Δ஗͍प೾਺੒෼Λ࣋ͭͨΊɺ਺ µsʹΘͨͬͯ৴߸͕࢒
ཹ͢Δʢਤ 1.11ʣ͕ɺBHCV͸ୈ 2ষͰड़΂ΔΑ͏ʹߴϨʔτͳݕग़ثͰ͋ΔͨΊɺ৴߸೾ܗͷ
ύΠϧΞοϓ͕໰୊ͱͳ͖ͬͯͯ͠·͏ɻͦ͜ͰɺຊڀݚͰ͸৴߸૿෯ثʹ೾ܗ੔ػܗೳΛ౥ࡌ

8

Figure 2.26: A schematic view of a MWPC
added as the new BHCV detector. This figure
is taken from [37].
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CHAPTER 2. KOTO EXPERIMENT

Figure 2.28 shows the layout and configuration of the BHPV detector with full 25 modules.
The thickness of the lead converter and aerogel radiator for each module were optimized to
achieve a high photon detection efficiency with low sensitivity to the neutrons. Only twelve
modules were installed in 2013. Four more modules were additionally installed in 2015.PTEP 2015, 063H01 Y. Maeda et al.

250 cm 

33.2 cm 

42 cm 
32 cm 

40 cm 

10.5 cm 
Winston cone 

Aerogel 

Flat mirrors 

5-inch PMT (R1250) Acrylic plate 

LED 

Lead sheet 

Beam 

Fig. 2. Diagram of a single module (top view).

Design concepts. Photons are detected through Cherenkov radiation of the converted electrons and
positrons in the aerogel, which is known to have a small index of refraction in the range 1.007–1.13.
This method enables us to reduce sensitivity to neutrons since they tend to produce slower particles
which yield less Cherenkov light than e±.

In order to achieve high photon efficiency, optimizations of the thicknesses of the converter and
radiator and of the refractive index of the aerogel are important. In general, a large number of sam-
plings are required because each converter should be thin enough to reduce the stopping of shower
particles inside the converter, and the total thickness should be large enough to ensure conversion
of photons into showers. In our case, a total converter thickness of 10 X0 and 25 samplings were
adopted, where the number of samplings was maximized within the available space while keeping
a 99.9% conversion probability of incident photons. The refractive index of aerogel was chosen as
n = 1.03 by optimizing the photon efficiency and neutron blindness. The detector performance was
found to be insensitive to the specific index value from simulation studies.

The arrayed configuration along the beam has the additional merit of reducing neutron sensitivity.
We note that electromagnetic showers from high-energy photons tend to develop in the forward direc-
tion, while secondary particles such as protons and pions produced by neutron interactions have more
isotropic angular distributions. By defining photons as events with hits in three or more consecutive
modules, we remove a substantial fraction of the neutron events. Contributions from photons with
energies less than 50 MeV in the beam can also be reduced by this requirement. Quantitative results
of the studies, performed with MC simulations, can be found in Sect. 2.4.

Structure of a single module. Each single module consists of a lead sheet and aerogel tiles fol-
lowed by a light-collection system and PMTs. The thickness of the lead sheet is either 1.5 or 3.0 mm,
depending on the modules. Two types of aerogel tiles with different sizes and optical qualities
are used. They are named type-M and type-A, as listed in Table 1. The type-M aerogel was pur-
chased from Matsushita Electric Works, Ltd.,1 and the type-A was originally produced for the KEK
E248(AIDA) experiment [5]. Several layers of type-M (type-A) tiles are arranged in a 3 × 3 (2 × 2)
grid to cover a transverse size of 300 mm2, larger than the actual neutral beam of 200 mm2 to detect
diverging photons from KL decays. These tiles are wrapped with a thin polyvinylidene chloride
sheet, with a visible light transmittance of 90%. The sheet serves to maintain the aerogel rigidity.
The optical system has two identical arms, each of which consists of a flat mirror, a Winston cone [7]
for collecting light, and a 5 inch PMT. The advantages of the dual readout system include efficient
and uniform light collection. In addition, single counting rates are cut in half, alleviating possible

1 Presently Panasonic Corporation, 1006, Oaza Kadoma, Kadoma-shi, Osaka 571-8501, Japan.
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Figure 2.27: A schematic view of a single module of the BHPV detector. This figure is taken
from [38].

PTEP 2015, 063H01 Y. Maeda et al.

Table 1. Parameters of the aerogel radiators. Type-M tiles were used in the calibration measurement (Sect. 2.2)
and type-A were used in the simulation study (Sect. 2.4) and the physics run (Sect. 3). The refractive index
was measured with the Fraunhofer method [6].

Refractive Dimensions Configuration Transmission length∗ [cm]
Type index† (n) [mm3] of stacking (at the wavelength of 400 nm)

M 1.031 100 × 100 × 11 3 × 3 5.07
A 1.028 159 × 159 × 29 2 × 2 3.35

∗The transmission length, defined as the path length at which the original intensity is reduced to 1/e, is calcu-
lated with Eq. (1) using the measured parameters. See the appendix for details.
†The refractive index was treated as n = 1.03 for both types of aerogel in the simulations.

1-10 
1.5 mm 
2.9 cm 

11-25 
3 mm 
5.8 cm 

Module No.: 
Thickness of lead sheets: 

Thickness of aerogel: 

Parameters for each module 

1-10 
1.5 mm 
2.9 cm 

11-25 
3 mm 
5.8 cm 

Module No.: 
Thickness of lead sheets: 

Thickness of aerogel: 

Parameters for each module 

Fig. 3. Layout of the BHPV detector.

performance deterioration under high rate operation. The flat mirror is made of a 0.75 mm-thick alu-
minum sheet coated by an anodizing method. The reflectivity is 85% over the visible light region.
The Winston cone (480 mm long) is designed to funnel the Cherenkov light from the input aper-
ture of 300 mm in diameter into the output aperture of 120 mm. It is made of aluminum sheet with
deep-draw processing.2 The cone inner surface is coated with aluminum by vapor deposition. The
average reflectivity is 85% for visible light. The 5 inch PMT, Hamamastu R1250,3 has a bialkali
photocathode with borosilicate glass. Its quantum efficiency peaks around the wavelength of 400 nm
with a value of 20%, according to catalog information. Light emitting diodes (LEDs) are installed
for calibration of the PMTs.

Configuration of modules. Twenty-five modules are arranged along the beam axis. The thickness
of the lead and aerogel radiator for each module are shown in Fig. 3. This configuration, used in the
simulation studies described in Sect. 2.4, is referred to as the reference configuration. It is optimized
with respect to experimental conditions including beam intensity in order to maintain high photon
detection efficiency and low single counting rates. For example, the thinner lead sheets and aerogel
in the upstream modules help to reduce the counting rates in these modules where high rates are
expected.

2.2. Photoelectron yield measurement with a positron beam
The average number of observed photoelectrons (p.e.) produced by a single relativistic electron trav-
eling through the aerogel radiator is the most important quantity. The value was obtained by the

2 Manufactured by Yokohama Kiko Co., Ltd., 2-11-1, Fukuura, Kanazawa-ku, Yokohama-shi, Kanagawa,
236-8647, Japan.

3 Hamamatsu Photonics K.K., http://www.hamamatsu.com/jp/en/R1250.html, date last accessed May 21,
2015.
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Figure 2.28: A schematic view of the BHPV detector. This figure is taken from [38].

2.3.9.3 Beam Hole Guard Counter

The Beam Hole Guard Counter (BHGC) is a photon veto detector subsystem placed behind the
BHPV detector to detect the photons going through the edge region of BHPV. Figure 2.29 shows
a schematic view and a layout of the BHGC. The BHGC consisted of four acrylic Čerenkov
counters. Each counter was 120 mm wide and 500 mm long. A lead sheet was used as a photon
converter and the acrylic plate was used as a Čerenkov radiator.

2.4 Gain monitoring system

To monitor the gain of PMTs and MPPCs, the light from LED or laser was distributed to the
detectors. The CsI calorimeter, OEV, CC03 and CC04 used the laser system [31] to monitor
their gains. Other veto detector subsystems used the LED to monitor their gains.

23



2.5. VACUUM SYSTEM

CHAPTER 6 Performance Evaluation of the Beam Hole Photon Veto Detector
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Figure 6.40: Inefficiency as a function of incident photon energy. The left figure is for the configu-
ration used in the physics run in May, 2013 with twelve modules. The right one is in case that four
modules are added.
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Figure 6.41: Outline of the Guard Counter (left) and configuration of downstream detectors in the
next physics run (right). The black arrow in the right figure indicates an example of a photon track
to be handled by the Guard Counter.

6.5.2 Counting rate

Although stable operation was confirmed in the physics run in 2013, the design beam power of
291 kW was not achieved and operation with more intense beam should be considered.

One measure of operation stability in the high rate environment wss, as already discussed in
Sec. 6.3.2, a ratio of base current over output current for each PMT and at least a factor of 20
should be maintained for stable operation in order to prevent possible gain fluctuation under high-
rate environment. The minimum value among all channels was 35 and increase of beam power up
to 40 kW would be tolerable under assumption of the same target and duty factor. Needless to say,
other effects such as space-charge effect which deteriorate PMT performance should be carefully
considered. For more intense beam, optimization of lead and aerogel thickness will be necessary. For
example, using thinner aerogel gives smaller light yield and will be helpful in reducing counting rate.
Possible deterioration of efficiency in particular for low energy photons with energy <1 GeV would
be compensated by making lead thickness smaller. An example of performance on single counting

113

Figure 2.29: Left: A schematic view of the BHGC detector. Right: A layout of the BHGC
detector with the BHPV detectors. The Black arrow indicates an example of a photon track
to be handled by the Guard Counter. This figure is taken from [39].

2.5 Vacuum system

Most of the detectors must be located inside the vacuum to prevent decay particles from
interacting with materials before detection. To achieve this, most of the detectors were placed
inside a vacuum vessel. The output signals and HVs of the detectors inside the vacuum vessel
were conducted through vacuum feedthroughs.

A vacuum level of 10−5 Pa was required for the decay region to suppress the background
from the interaction between the neutrons in the beam and the residual gas. To achieve this
high-vacuum level, thin membranes separated the decay region from the detector region which
was expected to have outgassing from materials.

A vacuum system of KOTO experiment is shown in Fig. 2.30. During the data taking in
2013 and 2015, the decay region was evacuated to around 5×10−5 Pa while the detector region
was evacuated to the vacuum level of 1 Pa.

2.6 Trigger and Data Acquisition System

The data acquisition system was required to have a 14-bit dynamic range for the energy mea-
surement, a sub-nanosecond timing resolution, and capability to resolve overlapping events. A
data acquisition system without dead time was also required to cope with the high counting
rates expected for the detector. To satisfy these requirements, we designed new readout and
trigger electronics systems based on a waveform digitization and a pipeline readout [40].

A total of about 4000 channels of output signals from the KOTO detector subsystems
were digitized with 14-bit 125-MHz ADC modules and 12-bit 500-MHz ADC modules, and
were stored in pipeline buffers inside Field Programmable Gate Arrays (FPGAs) on the ADC
modules until a trigger decision was made. The digitized waveform information of each channel
could be delayed in units of 8 ns so that signals of 4000 channels were time-aligned without
long delay cables.

Three levels of the trigger systems used the waveform information to make a trigger decision
of increased sophistication at each level. We will refer to these three levels of triggers as Lv1,
Lv2, and Lv3 triggers.
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CHAPTER 2. KOTO EXPERIMENT

Figure 2.30: A schematic view of the vacuum system. Membranes separated the decay region
in high vacuum (hatched region) and detectors region in low vacuum (hollow region). Red and
blue ⊗ marks represent closed and opened valves, respectively.

25
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Figure 2.31: Schematic view of the KOTO data acquisition system.

Figure 2.31 shows a schematic view of the KOTO data acquisition system, and Fig. 2.32
shows the layout of the KOTO data acquisition system. In the Hadron Hall, the ADC system
was placed near the detector, and the Lv1/Lv2 Trigger systems were placed outside of the
concrete shield. A PC farm for the Lv3 Trigger was placed in the KOTO counting room
located outside the Hadron Hall.

To reduce the effect from noise and widening of pulses during the transmission via cables,
analog output signals from detectors except for CsI and CV were converted from a single-ended
to a differential signal by converter modules placed near the vacuum feedthrough for the detec-
tor. CsI and CV had differential signals as analog output signals from detectors. Commercial
Category-6a Ethernet cables were used as the analog signal cables. In each Ethernet cable,
two shielded twisted pairs were used to transfer analog signals from two detector channels.
The length of the signal cables for each detector subsystems was determined according to the
location. The timing difference among detector subsystems due to different cable lengths was
adjusted by delays inside the FPGA in the ADC modules.

The ADC system consisted of 16 6U VME64x crates, and each crate held 16 ADC modules.
The system worked synchronously based on the trigger and clock signals sent from the Trigger
system. These control signals were generated at the Lv1 Trigger system and sent to the Fanout
system, placed inside the KOTO experiment area, via Category-6a cables. The fanout system
distributed control signals to the ADC modules via Category-6a cables.

The trigger system consisted of two 9U VME 64x crates which stored the trigger modules
for Lv1 and Lv2 trigger systems. Trigger and waveform information from the ADC system were
sent to the Lv1 and Lv2 trigger systems via optical fibers. Two individual fibers were used to
transfer data to the Lv1 and Lv2 trigger systems. Waveform information of events accepted
by the Lv2 trigger was transferred to the Lv3 PC farm via a 1-Gbit Ethernet link with optical
fibers. Waveform information of events accepted by the Lv3 trigger was transferred from the
Lv3 PC farm to the KEK Computer Research Center in Tsukuba via the SINET4 network.
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CHAPTER 2. KOTO EXPERIMENT

Figure 2.32: Layout of the KOTO data acquisition system at J-PARC.

2.6.1 ADC module

We designed a new 14-bit 125-MHz ADC module [41] and a new 12-bit 500-MHz ADC module
[42] for the front-end electronics of KOTO to record the waveform from each detector channel.
The ADC module is a 6U VME module. The detector subsystems located inside the beam,
such as BHCV and BHPV, used 500-MHz ADC modules to cope with expected high counting
rates, while most of detector subsystems used 125-MHz ADC modules.

2.6.1.1 14-bit 125-MHz ADC module

Figure 2.33 shows a schematic view of the 125-MHz ADC module. The ADC module can
receive 16 differential analog signals via RJ45 connectors.

To record the waveform from about 4000 channels at a reasonable cost, we chose 14-bit
125-MHz ADC chip2 for ADC modules. Figure 2.34 shows the signal from a CsI crystal with
a photomultiplier tube, recorded by an oscilloscope. The leading edge of the photomultiplier
signal was too fast for an 8 ns sampling. To increase the number of sampling points in the
leading edge, we introduced a 10-pole Bessel filter before the ADC chip. The filter converted
differential signals to single-ended signals, and widened the pulses in time to a Gaussian-shape
with a FWHM of about 64 ns. Figure 2.35 shows the pulse shape recorded by the 125 MHz
ADC module with the filter. With this technique, a timing resolution around 1 ns was achieved
even with an 8 ns sampling [43, 44].

2Analog Devices AD9254
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Figure 2.33: 14-bit 125-MHz ADC module with a 10 pole Bessel Filter.

40ns

20mV

Figure 2.34: Signal from a CsI crystal with
a photomultiplier tube recorded by an os-
cilloscope

40ns

20mV

Figure 2.35: Recorded pulse shape by a 125MHz
ADC with a 10 pole Bessel filter
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All ADC modules digitized inputs synchronously based on 125 MHz clock generated by the
Trigger system, and kept digitization during beam spills. After the digitization, the waveform
information was sent to the FPGA3 on the ADC module. The waveform information of each
channel was delayed inside the FPGA in order to align the timing of channels in units of 8
ns. To avoid dead time, the digitized waveform data was stored in a 4-µs-long pipeline inside
the FPGA while waiting for the Lv1 trigger decision. The trigger information such as the sum
of energies from the 16 channels after pedestal subtraction [45] or the hit pattern of the 16
channels were calculated inside the FPGA every 8 ns.

The data output from each ADC module was sent to the trigger system via 2.5-Gbps optical-
links. Each ADC module had two optical-link transceivers to send data to the Lv1 and Lv2
trigger systems individually. The trigger information was sent to the Lv1 trigger system every
8 ns. If the Lv1 trigger system decided to take the event, the waveform information with
a fixed number of samplings in the timing window was saved as the event information and
sent to the Lv2 trigger system after it exited the pipeline. In the runs in 2013 and 2015, we
saved 64 samples. The ADC module also calculated the energy in each channel by integrating
the waveform for a whole timing window of the event. This energy information was used to
calculate

∑
i Ei,

∑
iEixi, and

∑
i Eiyi, where Ei, xi, and yi are the energy, x, and y positions

of the CsI crystal assigned for i-th ADC channel, respectively. These sums were attached to
the waveform information and sent to the Lv2 trigger system.

2.6.1.2 12-bit 500-MHz ADC module

The 12-bit 500-MHz ADC modules without shaping filter were used for BHCV, BHPV, and
BHGC located inside the beam.

The 500-MHz ADC modules received 4 single-ended signal via LEMO connectors. Each
input signal was digitized by 12-bit 500-MHz ADC chip4. The 500-MHz sampling clock was
generated from 125-MHz system clock distributed by the trigger system, by Zero Delay PLL
Clock Generator 5.

After the digitization, the waveform information was sent to the FPGA on the ADC module.
The firmware of the 500-MHz ADC modules treated the 500-MHz sampling information from
one channel as 125-MHz sampling information from four channels, allowing the 500-MHz ADC
module to be integrated easily with 125-MHz ADC modules.

2.6.2 Trigger system

The KOTO trigger system consisted of three levels. The first two levels were implemented in
custom designed hardware modules. The third level trigger was implemented in a computer
farm.

The first two levels used the same type of hardware, which consisted of a 9U VME crate
with a special P3 backplane and custom-designed 9U VME trigger modules.

The P3 backplane was the fourth backplane in addition to the three standard P0, P1, and
P2 VME back planes. The custom designed P3 backplane connected adjacent trigger modules
via a 24-bit-wide bus. Thirteen slots in a VME 9U crate had connections to the P3 back plane.
We refer to this 24-bit connection as the “daisy-chain” and refer the slots with the connection

3Altera StratixII EP2S60F1020
4Texas Instruments ADS54RF63
5ICS8735-21
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to the P3 back plane as the “daisy-chain slots”. With the daisy-chain in this P3 backplane, we
calculated the total sum of the variables in the trigger system. The detail of the P3 backplane
and the daisy-chain will be described in Section. 3.

The trigger module was a 9U VME module. Each trigger module had two FPGAs6, two
2-Gbit DDR2 SDRAMs, a Gigabit Ethernet port, a connection to P3 backplane, and optical
links to receive information from up to 16 ADC modules. The Lv1 and Lv2 trigger modules
used different firmwares.

In addition to the Lv1 and Lv2 trigger modules, the Lv1 and Lv2 trigger systems had
trigger master modules, called MAster Control and TRigger Supervisor (MACTRIS), to make
trigger decisions based on the information from the trigger modules. The MACTRIS was a 9U
VME module with a FPGA7, a connection to P3 backplane, LEMO connectors to receive the
signals such as the beam extraction timing signal from accelerator, and two RJ45 connectors
to exchange logic signals as differential LVDS signals. One of the two RJ45 connectors was
used to distribute the control signals to ADC modules via Fanout system, and the other RJ45
connector was used to exchange the trigger signals with other electronics such as the laser
and LED systems. The Lv1 Trigger system and Lv2 Trigger system used the MACTRIS with
different firmware to use it as its own Trigger Master module.

2.6.2.1 Lv1 trigger system

The Lv1 trigger system was designed to make the Lv1 trigger with the rate of 100 kHz from
the hits on the detector subsystems with the rate of up to 1 MHz. The Lv1 trigger decision
was made every 8 ns, by requiring the total energy in the CsI calorimeter to be above a given
threshold and no activities in the Veto detector subsystems.

Figure 2.36: Lv1 trigger system with the optical link and daisy-chain.

Figure 2.36 shows a schematic view of the Lv1 trigger system. The Lv1 trigger system
consisted of a Lv1 trigger master module and Lv1 trigger modules.

6Xilinx Virtex5 XC5VFX70 and Virtex4 XC4VFX12
7Xilinx Virtex5 XC5VFX30T
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Each Lv1 trigger module received information from sixteen ADC modules via optical fibers
and calculated the sum of energy deposits in the CsI calorimeter or generated the information
of activities in the veto detector subsystems.

The Lv1 trigger master module received the total energy in the CsI calorimeter together
with a summary of the informations of activities in all the veto detector subsystems, and made
Lv1 trigger decisions. The detail of the Lv1 trigger will be described in Section. 3.

The decision was broadcasted to each ADC module which, in turn, saved the waveform
information as it exited the pipeline and sent it to the Lv2 trigger module for a further trigger
decision.

The latency to make the Lv1 trigger decision was about 1 µs, and it was shorter than 4 µs,
the time that the pipeline held. The latency in the Lv1 stage did not make any dead time for
the trigger system.

2.6.2.2 Lv2 trigger system

The Lv2 trigger system was designed to receive the events accepted by Lv1 trigger with the
rate of 100 kHz and to make the Lv2 trigger up to about 10kHz. The Lv2 trigger decision
was made based on the recorded waveform information for the event. The “Center of Energy
(COE) radius” and of the number of photons in the CsI calorimeter were calculated at this
stage. The COE radius is the distance between the beam axis and the energy-weighted-average
position of all the showers which is represented by:

COE radius =

√
(
∑

iEixi)
2 + (

∑
iEiyi)

2∑
iEi

, (2.1)

where Ei, xi, yi are the energy, x, and y positions of i-th crystal in the CsI calorimeter,
respectively.

The COE radius was used to select the events with a large transverse momentum PT .
Figure 2.37 shows a schematic view of the Lv2 trigger system. The Lv2 trigger system

received data packets of digitized waveforms from sixteen ADC modules via optical fibers. The
data packets were stored on a buffer while waiting for the Lv2 trigger decision. When this
buffer became full, the Lv1 trigger decision was suspended. This in turn caused dead time for
the whole trigger system.

The COE radius for the full calorimeter was calculated via the daisy-chain bus similarly
to the Lv1 trigger system. Each data packet of an event from an ADC module contained∑

i Ei,
∑

iEixi, and
∑

iEiyi for 16 channels in the ADC module. Each Lv2 trigger module
calculated these three energy sums for 16 ADC modules (256 channels). These three energy
sum information for all the channels were calculated by summing these energy sums from all
the Lv2 trigger modules. To calculate the sum over the Lv2 trigger modules, the daisy-chain
bus was used.

The COE radius for the full calorimeter was calculated based on Eq. (2.1). A Lv2 trigger
decision was made if the COE radius exceeded a given threshold. Data for events passing the
Lv2 decision were stored on one of two 2-Gbit DDR2 SDRAMs while data on the other SDRAM
were transferred to a computer farm via a 1-Gbps Ethernet.

The latency to make the Lv2 trigger decision with the COE calculation was about 8.5 µs
if 64 samples were read out for each event. The latency included the time to read three sums
and 64 samples of waveform information.
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Figure 2.37: Lv2 trigger system which received data from ADC modules via the optical links
and sent the data to the Lv3 PC farm via the 1 Gbps ethernet.

2.6.2.3 Lv3 Trigger system

The Lv3 trigger system was designed to handle the data of events accepted by the Lv2 trigger
with the rate of 10 kHz and to make the Lv3 trigger with the rate of about 1 kHz. The Lv3
trigger decision was made by a computer farm. The computer farm collected the data packets
from the Lv2 trigger modules and built events.

Figure 2.38: Event building by the Ethernet switch.

Figure 2.38 shows how the events were built at the Lv3 trigger system through an Ethernet
Switch. The Lv2 trigger modules sent the data packets to a different Lv3 PC node according
to its event number. The selected node thus received the full information for a given event.

The Lv3 trigger decision was made by using fully reconstructed events. At present, no
data selection cuts has been implemented, and only the data compression was implemented. A
lossless bit-packing algorithm was used for the data compression. The waveform informations
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were encoded to a 14 bit word for the minimum value of the recorded waveform and the words
with less number of bits to record the difference from the minimum value. Its compression ratio
was 0.25.

The events which passed all the trigger decisions were first stored in the Lv3 PC farm and
later sent to KEK via SINET4 network.

2.7 Data taking

2.7.1 DAQ operation in the beam time

Figure 2.39 shows the operation cycle of the KOTO DAQ system. The DAQ system synchro-
nized with the beam extraction cycle. In the the 30-GeV protons were extracted from the MR
over 2 s and hit the T1 target. The beam was extracted every 6 s in the runs before the summer
of 2015 and 5.52 s after then. The beam extraction timing was given by a signal provided from
the MR group and the Hadron beam line group. This beam extraction timing was used to
generate a 4.3-s-long “LIVE” signal. The DAQ system collected data only during this LIVE
signal. The first 2 s of the duration of LIVE signal with beam extraction was called “On-spill”
and used to collect data related to beam. The later 2.3-s duration without beam extraction was
called “Off-Spill” and was used to collect data with cosmic-ray muons, laser, and LED events
for calibration.

Figure 2.39: The operation cycle of the KOTO DAQ system.

2.7.2 Trigger condition

To conduct the data taking during beam time, several types of triggers were developed. In
addition to the physics trigger for KL → π0νν, there were the triggers for normalization,
calibration, and other purposes. To collect physics-triggered events and other types events
simultaneously while keeping the trigger rate within the bandwidth of the trigger system,
prescaling feature was introduced. Different prescaling factor was applied to each type of
trigger.
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2.7.2.1 Physics trigger

To record the events from KL → π0νν decays, we required large PT for two-photon system
incident on the CsI calorimeter, and no activities in the other detector subsystems. To achieve
these requirements with the hardware-based trigger system, online veto was used in the Lv1
trigger and the cut on COE-radius was used in the Lv2 trigger for the phsyics trigger. The
requirements on the Lv1 and Lv2 trigger systems are shown in Table 2.2.

At first, the CsI trigger was generated based on the total energy of the CsI calorimeter.
During the physics data taking in 2013 with the beam power of 23.8 kW, the number of triggers
satisfying the total energy condition was 258k triggers/spill, which corresponds to 129 kHz for
the 2 s of beam extraction. Total energy deposits in MB, CV, NCC and CC03 were used in
online veto for the physics trigger. After imposing these Veto cuts, the number of triggers was
reduced to 27k events/spill (14 kHz).

After imposing COE cuts at the Lv2 Trigger stage, the number of triggers was reduced to
5k events/spill (2.5 kHz).

Table 2.2: A list of requirements in the Lv1 and Lv2 trigger systems.

Lv1 Trigger system
Main Trigger
CsI >550MeV
Online Veto
NCC <60MeV
MB <50MeV
CV <0.8MeV
CC03 <60MeV

Lv2 Trigger
COE radius >120mm

2.7.2.2 Normalization trigger

To collect the KL → 3π0, KL → 2π0, and KL → γγ decay events for normalization used in
the analysis, the normalization trigger was made by removing COE-radius cut from the physics
trigger.

2.7.2.3 Minimum Bias trigger

To take the data with minimum bias, a trigger based only on the total energy of CsI calorimeter
without any online veto was made. This trigger is called “Minimum Bias Trigger”

2.7.2.4 KL → 3π0 trigger

The six photons from KL → 3π0 hitting the the CsI calorimeter were used for the calibration
of the CsI calorimeter. To enhance the fraction of events with six photon clusters on the
CsI calorimeter, a hardware cluster-counting logic was used. As shown in Fig. 2.40, the CsI
calorimeter was divided into twelve regions. The number of regions with its energy deposit
exceeding a certain threshold was counted as the number of hit regions, Nregion. For the
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KL → 3π0 trigger, we required Nregion > 4. The detail of the hardware cluster-counting trigger
is described in Section 3.4.

3.3. RUN 45
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Figure 3.8: Division of the CsI calorimeter for
the region counting trigger (front view).

Beam Muon Run :
The KL beam line had a beam plug, made of brass with its thickness of 600 mm, that stopped
most of the neutral beam. By closing the plug, we enhanced the portion of muons in the
beam. We accumulated penetrating muons from NCC, CV, the CsI calorimeter to CC04
by requiring the coincidence between NCC and CC04. This muon beam was also used for
calibration purpose.

Al Target Run :
We performed a special run, called “Al target run”, for the calibration of the CsI calorimeter.
In the Al target run, an aluminum (Al) target with a thickness of 5 mm and a diameter of
100 mm was inserted in the beam at z = 2795 mm. This Al target was hung with a wire at
the downstream end of FB1). Using n + A ! ⇡

0 + A

0 reaction, we accumulated ⇡

0 samples
whose vertex position was fixed at the Al target position. Figure 3.9 illustrates ⇡

0 production
at the Al target. As the trigger condition, we divided the calorimeter into twelve regions as
shown in Fig. 3.8, and required the number of regions which had more than 250 MeV energy
deposit, to be equal to or more than two. This trigger mode was called “Region Counting”.
On top of this, we used online veto in order to reduce the trigger rate and accumulate high
statistics in short time because the ⇡

0 events with our interest did not have activities in the
veto counters.

1)The target was normally placed at 74 cm above the beam and moved to the beam core by rolling down the wire
in the Al target run.

Figure 2.40: Schematic view of the CsI Crystals with 12 regions for the Cluster Counting
Trigger. Each region has its own Lv1 CsI Trigger module. The number in each region following
the letter “C” represents the ID of ADC crate assigned to the region. The region covered by
the ADC crate No.5 was divided into two regions to split all the CsI calorimeter channels into
two parts.

2.7.2.5 Gain Monitoring trigger

The trigger signal from the gain monitoring system was used to take the events with flashing
LED and laser. The flashing rates of LED and laser triggers were 10 Hz and 5 Hz, respectively.
The data taken with these triggers were used for monitoring the gain of PMTs and MPPCs,
and also used for monitoring and adjustment of timing offsets between detector modules.

2.7.2.6 Cosmic-ray trigger

For the calibration of the detector, the triggers to take events with cosmic-ray muons were
developed for NCC, CsI calorimeter, and OEV. The total energy information was used for
NCC and CsI. The number of modules with large energy deposits was used for OEV. The
cosmic-ray triggers were enabled only during the off-spill time.

2.7.2.7 Random trigger and Accidental trigger

A 10-Hz clock trigger was used as the random trigger to check the noise and the counting rates
of detector channels.
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To check the effects from the accidental hits on the detector, a trigger from the detector
looking at the T1 target, called “ Target Monitor”, was used to collect the events with accidental
hits related to the beam. Figure 2.41 shows the location of the Target Monitor. The target
Monitor is a telescope-type counter made of two layers of plastic scintillators located in the 50◦

direction respect to the primary beam line.

CHAPTER 3 Data Taking

Figure 3.1: Position of the Target Monitor. Prepared by H. Watanabe.

is shown in Fig. 3.3. Temperature stability is critical especially for performance of the calorimeter
since outputs from a CsI crystal were known to have a slight temperature dependence of -1.4%/◦C
[16]. As shown in Fig. 3.3, temperature for all measurement positions was found to be stable within
0.1 C◦ level.

3.2 Detector Condition

3.2.1 Dead channels

There existed several dead channels where any signals were not observed, although they were not
critical in the analysis of the KL → π0νν search. Two channels were in the calorimeter, two in CV
and one in CC03. These are summarized in Fig. 3.4. Positions of modules with the dead channels
are shown with colored lines for each detector. Although information of these two dead channels in
the calorimeter was completely unavailable, simulation studies showed decrease of signal acceptance
and increase of KL → 2π0 background was not large, as described in App. B. Energy deposit of
these two channels were treated to be zero in the Monte Carlo simulation described in Chap. 5 so
that effects of dead channels were properly considered in estimation of both signal acceptance and
background.

Both the two channels in CV were located in the rear plane. They shared the same signal cable
and it was guessed that there were some troubles in the cable such as disconnection or break inside
the vacuum tank. In these modules, particles were detected with single-end readout. Increase of
inefficiency due to lack of information was found to be smaller than requirement even with single
side readout from a study based on data taken prior to the physics run [82, 83, 84]. More on this
study and effects of these dead channels are in App. B.
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Figure 2.41: Target Monitor looking at the T1 target.

2.7.3 Run Condition

2.7.3.1 Physics run

In the physics run in 2013, data was taken with physics triggers. Other triggers for normalization
and calibration were used simultaneously after prescaling. The list of trigger types used during
the physics run in 2013 and the typical trigger rates are shown in Table 2.3.

The total number of Lv1 trigger per spill was 28k triggers/spill while only 23k triggers/spill
were accepted and recorded. This 17% loss was coming from the dead time in the Lv2 trigger
system.

2.7.3.2 Beam muon run

By closing the beam plug, most of the secondary particles from the T1 target were stopped in
the beam plug and only high energy muons could enter the detectors. Those muons penetrating
the detector subsystems could be used for calibration as minimum ionizing particles. To collect
the events with penetrating muons, the coincidence of the collar counters such as NCC, CC04,
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Table 2.3: A list of trigger rate per spill for each type of trigger in the Lv1 and Lv2 trigger
systems. Note that sum of each trigger type is not matched with the actual total trigger rate
because some triggers can be issued at the same time.

Type Raw Prescaling Lv1 Trigger Lv2 Trigger
Trigger Factor Requested Accepted Accepted

Detector Trigger
Physics 27,000 1 27,000 22,000 5,000
Normalization 27,000 30 900 700 700
Minimum Bias 258k 300 900 700 700
KL → 3π0 4000 10 400 300 300
Cosmic 250 1 250 200 200
External Trigger
Laser/LED 70 1 70 60 60
10-Hz Clock 50 1 50 40 40
Target Monitor 128k 1200 100 80 80
Total 28,000 23,000 7,500

CC05, and CC06 were used. The triggers made by BHCV and BHPV were also used to collect
the muons penetrating them.

2.7.3.3 Al target run

KOTO detector system had Aluminum plates which could be inserted in the beam region as
a production target for several purposes. The aluminum plates were kept out from the beam
during normal data taking.

Figure 2.42 shows the illustrations of the aluminum plates inserted in the beam for special
data taking. Two aluminum plates were placed at different positions for different purposes.

A 5-mm thick aluminum plate was inserted in the beam at the downstream of the FB to
generate π0 → 2γ for the calibration of the CsI calorimeter. Because the z-position of the
Aluminum production target is known, we can reconstruct the invariant mass of two photons
with a known decay vertex position. This Aluminum plate is called “Decay Volume Upstream
Al target” and the data taking with this target is referred to as “Decay Volume Upstream Al
target run”.

A 10-mm thick aluminum plate was inserted in the beam at the upstream of the FB to
enhance the neutrons hitting the CsI calorimeter for the study of the background caused by
them. Because most of photons and charged particles were stopped or detected by FB and
NCC, only the events with scattered neutrons hitting the CsI calorimeter were collected. This
aluminum plate is called “Z0 Al target” and the data taking with this target is referred to as
“Z0 Al Target run”.

2.7.3.4 cosmic-ray muon run

To calibrate detector subsystems with cosmic-ray muons as a minimum ionizing particles,
cosmic-ray muon runs were taken before and after the beam time. The triggers made from
CsI calorimeter, NCC, MB, CC04, CC05, CC06, and OEV were used for data taking.
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Figure 2.42: Illustration of the aluminum plates inserted into the beam. Top: A 5-mm thick
aluminum plate was inserted in the beam at the downstream of the FB to generate π0 → 2γ
for the calibration. Bottom: A 10-mm-thick aluminum plate was inserted in the beam at
the upstream of the FB to collect the neutrons hitting the CsI calorimeter for the study of
background caused by them.
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2.7.4 Beam Operation

The data taking periods are distinguished by the operation cycle of the J-PARC MR, which is
expressed as “Run”. KOTO experiment conduct the physics data taking during the operation
cycle Run 49 in 2013, Run 62∼65 in 2015.

KOTO experiment completed the construction of detector system including the downstream
detector located outside of the vacuum vessel in April, 2013. During the operating cycle Run
49, protons were delivered to the HD-hall between April 28 and May 2, and between May 13
and May 23, 2013. The slow-extraction of protons to HD-hall was originally planned until the
end of July. However the beam delivery was stopped at May 23, 2013 due to a radioactive
material leak accident [46, 47]. During Run 49, the KOTO experiment conducted the first
physics data taking for 100 hours between May 19 and May 23. The intensity of extracted
proton beam was 23.8 kW which corresponds to 3.0 × 1013 protons on T1-Target (P.O.T) in
each spill.

After the renovation works at the HD-hall, the delivery of protons to HD-hall was resumed
on the April 24th, 2015. The KOTO experiment conducted the physics data taking during Run
62∼65 in 2015.

Table 2.4 shows the list of physics data taking in the operation cycles Run 49, Run 62∼65.
In this thesis, the data taken in the operation cycles Run 49, Run 62, and Run 63 were

used.

Table 2.4: A list of physics data taking periods in the operation cycle Run 49, Run 62∼65.

Operation Beam Power duration Total Number of Protons
Cycle hours On T1-Target

delivered recorded
Run 49 23.8 kW May 19, 2013 100 1.42× 1018 1.188× 1018

∼ May 23, 2013
Run 62 23.8 kW ,26 kW April 24, 2015 159 3.05× 1018 2.36× 1018

∼ May 7, 2015
Run 63 26 kW, 29 kW, June 5, 2015 215 4.97× 1018 3.69× 1018

33 kW ∼ June 26, 2015
Run 64 31.7 kW, 32.7 kW, October 15, 2015 254 6.60× 1018 5.42× 1018

38.0 kW, 39.0 kW ∼ November 12, 2015
Run 65 38.6 kW, 41.5 kW November 14, 2015 548 1.60× 1019 1.33× 1019

∼ December 18, 2015
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Chapter 3

Improvements on Trigger system

In this chapter, I will describe the improvements on KOTO data acquisition system which I
have developed and which were required for the physics runs.

The studies and developments described in this chapter were done by the collaboration with
Dr. M. Tecchio of University of Michigan.

3.1 Requirement on Lv1 Trigger system to conduct physics

data taking

The Lv1 trigger system was originally developed as the trigger system for the CsI calorimeter.
The requirements for Lv1 trigger system to conduct physics data taking were the followings:

1. Implementation of cut using Veto detector subsystems to keep the Lv1 trigger rate under
15 kHz.

As shown in Fig. 2.31, the KOTO trigger system consisted of three levels. With the
configuration of hardwares in 2013, we had to keep the total Lv1 trigger rate under 15
kHz to keep the total Lv2 trigger rate under 4 kHz. This limitation came from the size of
the memory in the Lv2 trigger modules to store the waveform data of the events. 1 The
trigger rate of the CsI calorimeter trigger was about 100 kHz with the beam power of 20
kW. The integration of Veto detector subsystems and implementation of cuts using them
were thus required to reduce the Lv1 trigger rate.

2. Implement a special trigger to collect KL → 2π0 and KL → 3π0 decay events.

The KL → 2π0 and KL → 3π0 decay events were used to calibrate the CsI calorimeter
and other detectors. However, most of these events were rejected by “COE radius cut” at
the Lv2 trigger stage. Also, the trigger based on the Total Energy of CsI was not efficient
enough to select these events. More sophisticated trigger to accumulate the KL → 2π0

and KL → 3π0 decay events was thus required.

3. Simultaneous data taking with multiple types of trigger conditions.

1The event data size in each Lv2 Trigger module was 30kB/Lv2 Trigger module/event in Run 49, Run 62,
and Run63. With this event data size, the memory can hold the data of event for up to 8-k events which pass
Lv2 Trigger cut and this corresponds to around 4-kHz Lv2 generated triggers for 2-s beam extraction.
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As described in Section 2.7.2, the trigger system was required to take data with multi-
ple types of trigger conditions at the same time for calibration, normalization, and for
studying trigger biases.

4. Make flexible trigger logic to accommodate the demands at the experimental site.

The combination of detectors used in the trigger decision can be different between the
physics runs and other special runs such as Beam-muon run and cosmic-muon run. There
may be unexpected special runs with different trigger conditions. To accommodate such
demands to change the combination of detector in trigger decision at the experimental
site, the trigger logic was required to be flexible and modifiable.

3.2 Original design of Lv1 Trigger system

In this section, I will describe the original design of Lv1 trigger system based on the total energy
of the CsI calorimeter. The modification to this system to conduct physics data taking will be
described in following sections.

3.2.1 P3 backplane with daisy-chain

As described in Section 2.6.2, the Lv1 trigger system consisted of a 9U VME crate with a
special P3 backplane and custom-designed 9U VME trigger modules.

Figure 3.1 shows a schematic view of a special P3 backplane. Thirteen slots in the VME9U
crate had connection to the P3 backplane. The Lv1 trigger master module sat at the center of
the backplane and twelve Lv1 trigger modules for the CsI calorimeter were divided into left bank
and right bank of the backplane. The P3 backplane had two types of links between Lv1 trigger
modules: 24-bit interconnection between adjacent modules and Peer-to-Peer serial connection
between Lv1 trigger module and Lv1 trigger master module. With this 24-bit interconnection,
the trigger module could receive information from a neighboring module, and pass information
to the next module. We refer to this connection as the “daisy-chain” and refer the slots with
the connection to the P3 back plane as the “daisy-chain slots”. With this daisy-chain, we
could calculate the total sum of energy by summing its energy to the energy received from a
neighboring module, and passing the sums to the next module. The summing was performed
from the left and right-most end modules to the trigger master module located at the center
of the crate. Because the daisy-chain connection was done between adjacent modules, the
daisy-chains in the left and right banks of the P3 backplane were independent.

In addition to summing via the daisy-chain bus, each Lv1 trigger module could send signal
directly to Lv1 trigger master via Peer-to-Peer serial links.

3.2.2 Trigger system to calculate the total energy of CsI calorimeter.

Figures 3.2 and 3.3 show how the Lv1 trigger system and modules calculated the total energy
in the CsI calorimeter.

At first, each ADC module calculated the sum of energies over its all sixteen input channels
every 8 ns and sent it as 16 bit information to the Lv1 trigger module via optical link. During
the calculation of the sum of energies, the pedestal was subtracted from the sum of energies
[45].
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Figure 3.1: Special P3 backplane with daisy-chain bus and peer-to-peer links.

Each Lv1 trigger module received information from sixteen ADC modules via optical fibers
and calculated the sum of the energies in the 256 channels of the CsI calorimeter. The energy
information of the CsI calorimeter was summed up inside each Lv1 trigger module first and
subsequently summed over all the Lv1 trigger modules via the daisy-chain in the P3 backplane.
The Lv1 trigger module received information from the module in the outer neighboring slot,
and summed it with its own information, and sent it to the module in the inner neighboring
slot using the daisy-chain bus. With this scheme, the Lv1 trigger master module received the
total energy in the CsI calorimeter.

3.2.3 Peak Finding Logic

To suppress the pulse height dependence of the trigger timing, a peak finding logic was used to
make triggers from the total energy deposit in the CsI calorimeter. Figures 3.4 and 3.5 show
how the logic worked to find the peak. Peak finding was done by comparing the current value
and the value in the previous clock. Peak finding logic was enabled during the time when the
total energy deposit in the CsI calorimeter exceeded a given threshold.

3.2.4 Performance

Performance in online information
Figures 3.6 and 3.7 show the pulse height of the waveform of the sum of all CsI calorimeter

channels at trigger timing recorded in the trigger system. The threshold for the pulse height
was set to 4889 ADC counts. Clear edge can be seen in the pulse height recorded in the trigger
system.

Figure 3.8 shows the ADC waveform of sum of all CsI calorimeter channels. Because the
waveform of sum of all CsI calorimeter channels fluctuated event by event, the pedestal must
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Figure 3.2: Original design of the Lv1 Trigger module to make CsI trigger.

be subtracted from the waveform to evaluate the performance to make trigger decision. In the
trigger system, pedestal in each channel was tracked by ADC modules and subtracted from the
energy sum information. Because the information about the pedestal used in the energy sum
calculation was not recorded, the average of first 10 samples was used as the pedestal value
and subtracted from the waveform to evaluate performance. Figure 3.9 shows the difference
between the average of first 10 samples and the average of 64 samples for summed waveform of
all the CsI calorimeter channels in the events taken by clock trigger. The standard deviation of
the distribution was 90 ADC counts. This suggests that the pedestal of the waveform of sum
of all CsI calorimeter channels can fluctuate within 90 ADC counts from the global pedestal.
Because the logic implemented in the ADC module to track the pedestal was made to track
the change of global pedestal, this pedestal fluctuation can affect not only the pedestal used
in making this figures but also the pedestal calculated by ADC module to calculate the energy
sum.

Figure 3.10 shows the waveform of sum of all the CsI calorimeter channels after the average
of first 10 samples was subtracted as pedestal. Most of events had the pulse height higher than
pedestal. The smeared edge of the pulse height at the trigger timing can be explained by the
fluctuation of pedestal used in making this figures and pedestal calculated by ADC module to
calculate the energy sum.

Because the trigger timing is determined by the peak timing of the varying energy infor-
mation, the peak timing of the waveform of sum of all the CsI calorimeter channels should be
distributed at the same timing inside the event window. Figure 3.11 shows the peak timing.
Because most of events had peak timing at the 31st clock inside the event window, the trigger
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Figure 3.3: Original design of the Lv1 Trigger system to make CsI trigger.

Figure 3.4: Logic to find a peak from varying energy information.
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Figure 3.5: Implemented logic to find the peak from varying energy information.

timing was considered to be located at the 31st clock. There were events with peak timing
1 ∼ 2 clocks far from trigger timing. This timing fluctuation can be explained if there was
timing jitter between trigger modules or two daisy-chain banks within spills.
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Figure 3.6: Pulse height of CsI summed wave-
form at trigger timing recorded in the trigger
system
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form at trigger timing recorded in the trigger
system

Performance for offline analysis
Figure 3.12 shows the total energy distribution of the CsI calorimeter in the offline analysis.

The online threshold was calculated and set to record the events with the total energy of CsI
calorimeter higher than 550 MeV. The edge can be seen in offline CsI total energy distribution
around the online trigger threshold. The smeared edge can be explained by the gain difference
among channels and the pedestal fluctuation in online and offline calculation for energy in each
channel.

3.3 Online Cut with Veto detector at Lv1 Trigger system

3.3.1 Problems to solve

To integrate all the detector subsystems into Lv1 trigger system, there were two problems to
solve.
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Figure 3.8: The waveform of sum of all CsI
calorimeter channels.
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Online 
Threshold 
550MeV 

Figure 3.12: CsI calorimeter total energy distribution

1. Different detectors had different types of information to be used for making triggers.

The methods to determine hits on the detector were different between detector subsys-
tems. Most of the detector subsystems such as CV and CC03 used the sum of energies
of all the modules. Some detector subsystems such as OEV and BHPV used the number
of modules with large energy deposits. The bit width of the P3 backplane was not wide
enough to transfer all these detail trigger informations to the Lv1 Trigger Master Module.
Unlike the CsI calorimeter, the trigger decision for each detector thus could not be made
at the Lv1 Trigger Master module.

2. The limited path to send the information to the Lv1 Trigger Master module.

The special connections via P3 backplane and the other signal lines for control signal
were the only ways to send signal from Lv1 Trigger modules to the Lv1 Trigger Master
module. There were twelve major detector subsystems in KOTO to be implemented in
the trigger system: FB, NCC, MB, CV, OEV, LCV, CC03, CC04, CC05, CC06, BHCV,
and BHPV. We had to transfer the trigger information from these detectors to the Lv1
Trigger Master module through the limited path.

3.3.2 Solution

To solve these problems, we developed the Lv1 trigger system as shown in Fig. 3.13. In this
system, the trigger decision for each detector subsystem was made at their own trigger module
and was passed to the Lv1 Trigger Master module via the optical-link and the P3 daisy-chain
bus. The solutions for the problems described in Section 3.3.1 were the followings.

1. Make trigger decisions for each detector subsystem at their own trigger module and send
it to Lv1 Trigger system.

To make trigger decision for each detector subsystem, we assigned a dedicated Lv1 trigger
module for each detector subsystem. We refer to these Lv1 Trigger modules as Lv1 Veto
Trigger modules, and refer to the modules for the CsI calorimeter as the Lv1 CsI Trigger
modules. The detector subsystems with a large number of channels such as NCC and CV
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Figure 3.13: Lv1 trigger system with the optical link and daisy-chain.

used one Lv1 Veto trigger module for one detector subsystem. The detector subsystems
with smaller numbers of channels shared the same Lv1 Veto Trigger module. For example,
CC03, CC04, CC05, CC06 shared the same Lv1 Veto Trigger module.

Figure 3.14 shows how the Lv1 Veto Trigger module worked. The Lv1 Veto Trigger
module received the trigger information such as the sum of energies or the hit pattern
from the ADC modules via optical links. The Lv1 Veto Trigger module made trigger
decisions for detector subsystems based on these information. Peak finding method was
used for making trigger decisions from the total energy. In case of using the total number
of hit modules, the timing when the total number of hit modules exceeded the threshold
was used as the trigger timing.

To transfer the trigger information of the detector subsystem to Lv1 Trigger Master
module, trigger information was encoded into 16-bit information and sent from Lv1 Veto
Trigger module to Lv1 CsI Trigger module through via the optical fiber. One out of
sixteen optical transceiver modules on the Lv1 Veto Trigger module was used not to
receive the information from ADC Module but to send the information from Lv1 Veto
Trigger module to Lv1 CsI Trigger module.

2. Use daisy-chain bus also to transfer the trigger decision of each detector subsystem.

The 24-bit-width daisy-chain bus in P3 backplane was the only path to send the trigger
information from Lv1 Trigger modules to the Lv1 Trigger Master module. In the original
design for making the trigger decision of the CsI calorimeter, all 24 lines were used to send
and sum up the total energy of the CsI calorimeter. Because the pedestal subtraction
mechanism was implemented in the ADC firmware, 18 bits were wide enough to cover
the energy range measured for the CsI calorimeter. Remaining 6-bit lines were used for
transferring the trigger source of each detector subsystem.
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Figure 3.14: Lv1 Veto trigger module

49



3.3. ONLINE CUT WITH VETO DETECTOR AT LV1 TRIGGER SYSTEM

Figure 3.15: Lv1 Veto Master trigger module which receive trigger information both from CsI
ADC modules and Lv1 Veto Trigger modules.
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To transfer the trigger information from the Lv1 Veto Trigger modules, the two outer
most Lv1 CsI Trigger modules received the informations from Lv1 Veto Trigger Modules.
We refer to these two modules as “Lv1 Veto Master Trigger module”. Figure 3.15 shows
how the Lv1 Veto Master Trigger module worked. The Lv1 Veto Master Trigger modules
encoded the received information into 6-bit information so that each detector subsystem
used 1-bit line and passed it to the daisy-chain with the total energy of CsI calorimeter
from its own CsI ADC modules. Because the daisy-chain in the left bank and right
bank were independent, we could send the trigger information from up to twelve veto
detector subsystems into the daisy-chain. Figure 3.16 shows how the other Lv1 CsI
Trigger modules worked to transfer the total energy information of the CsI Calorimeter
and the veto detector trigger information. Lv1 CsI Trigger module received and sent the
18-bit CsI total energy information after summing its own energy information. Lv1 CsI
Trigger module also received and sent 6-bit veto detector subsystem’s trigger information
without any treatment. At the end of the daisy-chain, the Lv1 Trigger Master module
received the total energy information of the CsI calorimeter and the trigger information
from twelve veto detector subsystems. Figure 3.17 shows how the Lv1 Trigger Master
module worked. Lv1 Trigger Master took the coincidence or anti-coincidence of CsI trigger
and the triggers from other veto detector subsystems to make the Lv1 Trigger decision.

Figure 3.16: Lv1 CsI Trigger module which transferred total energy of the CsI calorimeter and
veto detector’s trigger information.
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Figure 3.17: Lv1 trigger master module which made Lv1 trigger decision.

3.3.3 Performance

3.3.3.1 Performance in the reduction of the trigger rate.

As described in Section 2.7.2.1, the trigger rate of CsI Trigger was 258k triggers/spill, which
corresponds to 129 kHz for 2 s beam extraction. After applying online trigger cut by the total
energy of MB, CV, NCC and CC03, the Lv1 trigger rate was reduced to around 27k events/spill,
or 14 kHz. The COE-radius cut at Lv2 Trigger stage reduced the Lv2 trigger rate by a factor
of 5. With these reductions, the number of Lv2 triggers in each spill was reduced to less than
8000 events, which is the maximum number of events which could be stored in the memory on
the Lv2 module.

3.3.3.2 Performance in recorded data

The performance of the veto trigger was evaluated with the recorded waveform of the events
taken with Minimum bias trigger which only use the energy information of the CsI calorimeter.

The statuses of triggers of veto detectors in each event were recorded by the Lv1 Trigger
Master module as 16-bit information for 16 detector subsystems. We refer this 16-bit informa-
tion to “DetectorTriggerBit”. If there was triggers of veto detectors at the trigger timing, the
bits in DetectorTriggerBit for the detectors with trigger were set to 1. By checking the status
of DetectorTriggerBit in the events taken with the Minimum bias trigger, the effect of veto cuts
at Lv1 trigger stage can be checked.

Performance in online information
Figure 3.18 shows the correlation between the height and timing of the sum of waveforms

over all channels in each detector. The summed waveforms of each detector were calculated
from the data of events with requiring DetectorTriggerBit of each detector to be 0. Because the
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Lv1 Trigger system used the peak timing of the summed waveforms from the detectors to make
detector’s trigger, there should be no events with the peak height larger than the threshold on
the timing of the CsI trigger. As shown in Fig. 3.18, in each detector, there is a clear gap above
the threshold at the CsI trigger timing.

There were some events which had larger peak height than threshold at trigger timing for
CV and MB. This can be explained by the pedestal fluctuation in these detectors. Figures 3.19,
3.20, 3.21, and 3.22 show the difference between the average of first 10 samples and average of
64 samples for summed waveform of the channels of CV, NCC, MB, and CC03, respectively,
in the events taken by clock trigger. The pedestal of CV and MB had large fluctuations than
NCC and CC03.

There were also some events which had larger peak height than the threshold around the
trigger timing. The timing jitter between Lv1 CsI Trigger modules or two daisy-chain bank
are the possible sources of these events. Because the trigger signal of veto detectors were
propagated through the daisy-chain, such timing jitter can change the timing of them and
prevent the events from rejection.

Figure 3.18: The correlation between the peak height and peak timing of the sum of waveforms
over all channels in each detector for events with with requiring DetectorTriggerBit of each
detector to be 0, for CV (top left), NCC (top right), MB (bottom left), and CC03 (bottom
right).

Performance for offline analysis

The sum of energies over all channels of the detector subsystems was calculated in the offline
analysis and compared with the targeted threshold. Figure 3.23 shows the energy in the four
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Figure 3.19: The difference between the average
of first 10 samples and average of 64 samples for
summed waveform of CV channels in the events
taken by clock trigger.
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Figure 3.20: The difference between the average
of first 10 samples and average of 64 samples
for summed waveform of NCC channels in the
events taken by clock trigger.
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Figure 3.21: The difference between the average
of first 10 samples and average of 64 samples for
summed waveform of MB channels in the events
taken by clock trigger.
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Figure 3.22: The difference between the aver-
age of first 10 samples and average of 64 sam-
ples for summed waveform of CC03 calorimeter
channels in the events taken by clock trigger.
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veto subsystems before and after requiring no trigger for each veto subsystem. There is a clear
edge around the energy threshold required on the Lv1 trigger decision.

The smeared edge for MB can be explained by the difference of method to calculate the
energy in the MB modules which will be described in Section 4.3.2.3.

MB
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~50MeV
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Figure 3.23: Visible Energy distribution in offline analysis for CV (top left), NCC (top right),
MB (bottom left), and CC03 (bottom right). The dotted lines represent the trigger thresholds.
The number of “After Cut” in each histogram shows the fraction of events with with requiring
DetectorTriggerBit of each detector to be 0.

3.4 Region Counting Trigger

3.4.1 Problem to solve

In the original design, the trigger for the CsI calorimeter was generated based on the total
energy in the CsI calorimeter.

Figure 3.24 shows the distribution of the number of clusters on the CsI calorimeter for the
events taken with the total energy trigger. With the total energy trigger, most of events had a
small number of clusters on the CsI calorimeter and the trigger was not efficient to accumulate
KL → 3π0 decay events required for calibration. To enhance the events from KL → 3π0 decay
mode, the trigger system was required to count the number of clusters on the CsI calorimeter.
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Figure 3.24: Number of clusters with energy larger than 120 MeV on the CsI calorimeter in
the offline analysis of events taken with the CsI Total Energy Trigger.

3.4.2 Solution

To implement the hardware cluster counting mechanism while keeping the original total energy
trigger logic, we used the total energy information of each Lv1 CsI Trigger module. As shown
in Fig. 2.40, the CsI calorimeter was divided into twelve regions for Lv1 CsI Trigger modules.
Because each Lv1 CsI Trigger module had the total energy in its region, we could roughly count
the number of clusters on the CsI calorimeter by counting the number of regions, or the number
of Lv1 CsI Trigger modules with large energy deposits. To calculate the total number of hit
regions, the hit information in each region had to be sent to the Lv1 Trigger Master modules.
Because there were no more spare lines in the daisy-chain bus in the P3 backplane, we used
Peer-to-Peer serial links between each Lv1 trigger module and the Lv1 Trigger Master module.

As shown in Figs. 3.15 and 3.16, Lv1 CsI Trigger module determined the hit in its region
by applying the peak finding method to the total energy in its region. As shown in Fig. 3.17,
the Lv1 Trigger Master Module calculated the number of hit regions from the hit informations
collected from each Lv1 CsI Trigger module. Lv1 Trigger Master Module generated a trigger if
the number of hit regions exceeded a given threshold value. This trigger is called “CsI Region
Counting Trigger”.

3.4.3 Performance

The performance of the CsI Region Counting Trigger was evaluated with the events taken with
Minimum Bias Trigger. Because the status of CsI Region Counting Trigger was also included
in DetectorTriggerBit, the performance of the CsI Region Counting Trigger can be evaluated
by checking the status of DetectorTriggerBit of the CsI Region Counting Trigger.

The region with hit was required to have energy larger than 120 MeV and the number of
hit regions was require to be >4 in the CsI Region Counting Trigger.

Figure 3.25 shows the number of the hit regions for events taken with the CsI Total Energy
Trigger before and after requiring DetectorTriggerBit of CsI Region Counting Trigger to be 1.
Most of events had 5 or more regions with Energy larger than 120 MeV. Figure 3.26 shows the
fraction of events which passed the CsI Region Counting Trigger as a function of the number
of the hit regions for events taken with the CsI Total Energy Trigger. There is a clear edge in
the number of hit regions between 4 and 5.
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Figure 3.25: Number of the region with energy
larger than 120 MeV for events taken with the
CsI Total Energy Trigger. Blue and Red his-
tograms show the events before and after requir-
ing DetectorTriggerBit of CsI Region Counting
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Figure 3.26: Fraction of events which passed the
CsI Region Counting Trigger, which required
the number of hit regions > 4, as a function
of the number of the region with energy larger
than 120 MeV for events taken with the CsI
Total Energy Trigger.

Figure 3.27 shows the number of clusters with energy larger than 120 MeV in the offline
analysis of events taken with the CsI Total Energy Trigger before and after requiring Detec-
torTriggerBit of CsI Region Counting Trigger to be 1. Most of events had 4 or more clusters.
Figure 3.28 shows the fraction of events which passed the CsI Region Counting Trigger as a
function of the number of clusters with energy larger than 120 MeV on the CsI calorimeter
in the offline analysis. The fraction of events with a smaller number of clusters on the CsI
calorimeter was suppressed while keeping a higher efficiency for the events with 6 clusters on
the CsI calorimeter.

3.5 Flexible Trigger logic

We developed a new logic of Lv1 Trigger system which allows simultaneous data taking with
different trigger conditions with flexible combination of detectors.

Figure 3.29 shows the logic to generate Lv1 Trigger from the trigger information from various
detectors.

A special trigger logic, called “Yasu Trigger Logic”, receives four types of CsI triggers, two
for total energy trigger and two for region counting triggers with different thresholds, and the
trigger information from the twelve veto detector subsystems were fed into after timing align-
ment and shaping to a fixed width. The amount of delay for timing alignment and the width for
gate signal were individually adjusted for each trigger signal from detectors. The Yasu Trigger
Logic generated triggers based on the trigger information from the detector subsystems. The
combination of detector subsystems which Yasu Trigger Logic used in the trigger decision was
defined by configuration register accessible from VME. Trigger information from the detector
subsystems were fed into eight copies of Yasu Trigger Logic with different configurations, and
the OR of triggers generated by these Yasu Trigger Logic were used as the source of Lv1 Trigger.
The Lv1 Trigger requested by the Lv1 Trigger system was accepted if the Lv2 trigger system
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Figure 3.28: Fraction of events which passed the
CsI Region Counting Trigger, which required
the number of hit regions > 4, as a function of
the number of clusters with energy larger than
120 MeV in the offline analysis for events taken
with the CsI Total Energy Trigger.

was not busy. The accepted Lv1 trigger was distributed to ADC modules after shaping into
logic gate signal with a fixed width. The width of Lv1 trigger signal was changed based on
whether the cuts were required at Lv2 trigger stage or not. ADC modules learned whether the
Lv2 cut decision was required or not by the length of Lv1 trigger signal, and they encoded it
into the header of data stream. Lv2 trigger modules determined whether to cut events or not
based on this header.

Figure 3.29: Lv1 trigger logic to make multiple types of triggers.

Figure 3.30 shows the logic design inside the Yasu Trigger Logic. Inputs to the logic were
four types of CsI calorimeter’s triggers, trigger from twelve veto detector subsystems, beam
spill gate, and the configuration registers accessible from VME . The combination of detector
subsystems was controlled by an 18-bit configuration mask. Table 3.1 shows how the trigger
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configuration was defined by various settings of the configuration mask. The sixteen least
significant bits (LSB) of the mask were assigned to the detector subsystems: 4 LSB for CsI
calorimeter, and the remaining 12-bits for twelve veto detector subsystems. The remaining two
most significant bits of the mask were used to control the type of the logic. The sixteenth
bit of the mask was used to control whether to take the events or veto to the events if veto
detector subsystems had hits. The seventeenth bit of the mask was used to control whether to
take AND or OR of all the enabled veto detector subsystems. The trigger decision in the logic
block could be disabled during the beam extraction period by an “Off spill” mask. The trigger
could be prescaled to reduce its rate. The prescale factor could be set from 1 to 65534 via a
VME register. The trigger decision of the Lv2 trigger stage could be ignored by a bit in the
configuration mask.

To identify the trigger type used to take each events, the status of 8 types of trigger source
from Yasu Trigger Logic in each event was recorded by Lv1 Trigger Master module as 11-bit
information including the status of beam extraction and the statuses of two external trigger
sources. We refer this 11-bit information to “TriggerTypeBit”. TriggerTypeBit was separately
recorded for the status before and after prescaling. With this TriggerTypeBit, we can select
the event taken with the specific type of trigger.

Figure 3.30: “Yasu Trigger Logic”:Logic block to provide flexible combination of detector’s
trigger. Mask(i) represents the i-th bit of the trigger configuration mask.

Table 3.1: The trigger configuration is set by various settings of the configuration mask.

OR/AND Trigger/Cut Veto Detectors CsI Trigger configuration
17th bit 16th bit 15th bit 3rd bit

∼ 4th bit ∼ 0th bit
0 0 0 any AND of enabled CsI triggers
0 0 any any (AND of CsI) & (NOR of vetos )
0 1 any any (AND of CsI) & (AND of vetos )
0 1 any 0 (AND of all enabled veto detectors )
1 0 any 0 (OR of all enabled veto detectors )
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Figure 3.31: Snapshot of the monitor of the DAQ program in 2013 May.

3.5.1 Performance

As shown in Table 2.3, during the physics run in 2013 May, we took data with different trigger
conditions at the same time, by using the trigger logic which I developed. Figure 3.31 shows a
snapshot of the monitor of the DAQ program.

Figure 3.32 shows the numbers of triggers in each beam spill. The number of triggers
requested and accepted at the Lv1 and Lv2 trigger stages were stable during the physics run.
The number of accepted Lv1 triggers was 17% smaller than the number of generated Lv1
triggers; this was due to the dead time incurred by the trigger system as a result of the limited
buffering available inside the Lv2 trigger module.

The stability in each trigger condition was also studied. The numbers of KL → 3π0 decays
recorded by Minimum bias trigger and Normalization trigger was used to study the performance
and stability of these triggers.

The number of recorded KL → 3π0 decays was estimated from the number of reconstructed
KL → 3π0 decay in the recorded events after looser cut for KL → 3π0 analysis which will be
described in Chapter 4 and Section 5.2.1.2. The estimation was done with considering the DAQ
efficiency and prescale factor as:

Number of recorded KL → 3π0 decay =
Number of Reconstructed KL → 3π0

DAQ efficiency× Prescale factor
. (3.1)

Figure 3.33 shows the number ofKL → 3π0 decays recorded by Minimum bias trigger in each
data taking run during Run 49. The number of KL → 3π0 decay was normalized by the number
of proton on the T1 target (P.O.T.) in each data taking run. The normalized number of KL →
3π0 decays recorded by the Minimum bias trigger was stable for all data taking runs during
Run 49. The average rate of recorded KL → 3π0 decays was 4333± 15.08 KL → 3π0/2× 1014
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Figure 3.32: Number of triggers in each spill during the physics run in 2013 May.

P.O.T. The acceptance of KOTO detector system for KL → 3π0 decay after looser cut was
estimated to be 5.34 × 10−4 ± 2.31 × 10−6 by MC simulation with 1.0 × 108 KL → 3π0 decay
events. The KL flux was estimated from the rate of recorded KL → 3π0 decay, the acceptance,
and the branching fraction. The estimated KL flux was (4.22 ± 0.02) × 107/2 × 1014 P.O.T..
Because this result is consistent with the previous measurement [23], proper operation of the
prescaling feature in the trigger system was confirmed.

Figure 3.34 shows the number of KL → 3π0 decays normalized by P.O.T. recorded by
Normalization trigger in each data taking run during Run 49. The normalized number of
KL → 3π0 decays was stable for all data taking runs during Run 49. The number of recorded
KL → 3π0 decay recorded by Normalization trigger was 17% smaller than that of Minimum
bias trigger. This loss was consistent with the loss of events recorded by Minimum bias trigger
after applying online veto cut in the offline analysis.

Figure 3.34 shows the ratio of the number of recorded KL → 3π0 decay between the events
recorded by Minimum bias trigger and Normalization trigger in each data taking run during
Run 49. The ratio of the number of recorded KL → 3π0 decay between two trigger condition
was stable for all data taking runs during Run 49. This means that the performance of online
veto cuts at the Lv1 Trigger system was stable during Run 49.

3.6 Conclusion

The performance of Lv1 Trigger system was evaluated with online and offline information. Even
though there were some events which did not fulfill the requirement, the operation performance
of Lv1 Trigger system was well understood by using the recorded information.

I confirmed that the data acquisition system worked stably and achieved the required per-
formance during the physics data taking in 2013 and 2015.
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Figure 3.33: Number of KL → 3π0 decays
recorded by Minimum bias trigger in each data
taking run during Run 49. The number in each
data taking run was normalized by the number
of proton on the T1 target (P.O.T.).

Figure 3.34: Number of KL → 3π0 decays
recorded by Normalization trigger in each data
taking run during Run 49. The number in each
data taking run was normalized by the number
of proton on the T1 target (P.O.T.).

Figure 3.35: Ratio of the number of recorded KL → 3π0 decay between the events recorded
by Minimum bias trigger and Normalization trigger in each data taking run during Run 49.
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Chapter 4

KL → π0νν analysis and its
Backgrounds

We took data for the KL → π0νν analysis in May 2013 with the data acquisition system which
I had developed and which is described in Chapter 3.

The purpose of this thesis is to develop a new method to suppress the background caused
by neutrons, which was found in the KL → π0νν analysis for the data taken in May 2013.

In this chapter, I will describe the procedure of KL → π0νν analysis because I used the same
procedure in Chapter 5 to study the background caused by neutrons. The detail of background
found in the analysis will be also described.

4.1 Outline of this chapter

In this chapter, the procedure and its result of KL → π0νν analysis are briefly described. At
first, the data used in the KL → π0νν analysis is described in Section 4.2. The method to
reconstruct the event information from data is described in Section 4.3. The event selection
used in the KL → π0νν analysis is described in Section 4.4. The source and estimated number
of the background events are described in Section 4.5. Finally, the result of KL → π0νν analysis
is described in Section 4.6. The works described in Section 4.5 and Section 4.6 are mainly done
by Dr. K. Shiomi [48] and Dr. Y. Maeda [39].

4.2 Data selection

The data taken between 19 May and 23 May, 2013, which corresponds to a period of 100 hours,
was used for the KL → π0νν analysis. The number of protons delivered to the HD-hall during
this period was 1.42×1018. The effective number of protons used in the analysis was 1.19×1018

after taking the DAQ dead time into account.

Of many trigger types taken at the same time during the data taking period, the events
taken with the physics trigger were used for KL → π0νν analysis. The events taken with the
Normalization trigger and the Minimum biased trigger were used to estimate the flux of KL

and the biases due to the online cuts.
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4.3 Event Reconstruction

4.3.1 Extracting Energy and Timing information from waveform

As described in Section 2.6.1, the digitized waveforms of each channel were recorded in the event
data. We have to extract the energy and timing information from the waveform to reconstruct
the events.

Because two types of ADC modules with different sampling frequencies were used for the
detector subsystems, different methods to extract the energy and timing information were
developed.

4.3.1.1 Method for detector using 125-MHz ADC module

In the 2013 physics data taking, the 125-MHz ADC modules collected the waveforms for 64
samples for every event, which correspond to 512 ns for the event window.

For the waveform recorded with the 125-MHz ADC module we assumed that there is a single
pulse inside the window and defined its energy and timing information. The pulse closest to the
trigger timing, which is called “nominal timing”, was chosen if multiple pulses were recorded
in the waveform.

Pedestal
To extract the time and energy, the baseline of the waveform, called “pedestal”, was first

defined. The average and the standard deviation of the first and the last five samples were
calculated and the average value with a smaller standard deviation was used as the pedestal of
the channel. After defining the pedestal, the pedestal value was subtracted from each sample.

Energy
The integration for the whole waveform after pedestal subtraction was used to calculate

energy. The calibration constant to convert the integrated ADC counts to the energy was
acquired by the data taken with the KL → 3π0 trigger or the data taken in the special runs for
the calibration such as the cosmic ray muon runs, beam-muon runs, and Al-target runs.

Timing
To extract the timing information from the recorded waveform, two different methods were

developed. A constant fraction method was used for the CsI calorimeters and the parabola
fitting method was used for other detector subsystems.

Constant fraction method
The constant fraction method is the method to use the point at which the height of the

waveform exceeds the half of the peak height.
The left of Fig. 4.1 shows how the constant fraction timing method was used to get the

timing information. At first, the sample with maximum pulse height was identified. The
time when the rising edge of the waveform crossed the half-maximum was then calculated by
interpolating between the two samples closest to the half maximum.

A timing resolution better than 1 ns was achieved with this method [43]. However, timing
might be miscalculated if there were overlapping pulses. The constant fraction method was
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used only for the CsI calorimeter because it had less chance to have overlapping pulses due to
a small cross section for each crystal smaller than its Molière radius.CHAPTER 4 Event Reconstruction
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Figure 4.1: Definition of the constant fraction timing (left) and parabola fit timing (right). Black
points are waveform data. Green lines and red arrows represent the pedestal and the defined timing,
respectively. In the right figure, purple points shows the waveform after taking moving average.
and the blue curve is the parabola function obtained by fitting the three points around the peak.
A zoomed view around the peak is also drawn in the left top corner. The data points were taken
from a certain channel of the CsI calorimeter in the physics data and common in both figures. An
integral of the waveform corresponds to ∼6 MeV energy deposit.

4.2.2 Detectors with 500-MHz ADCs

As described in Sec. 2.2.8, data from the BHCV and BHPV detectors is recorded as 256-sample
waveform with 500-MHz ADC in order to handle high counting rates. Since probability to have two
or more pulses in an event window is not negligible, multiple hits are distinguished one by one and
energy and timing values for each hit are recorded. This scheme is also important in order to avoid
regarding off-timing hits caused due to high counting rates as a true hit reduce to issue unnecessary
veto signals.

Pedestal definition
Pedestal is defined as the most probable ADC count among 256 samples in each event and each
channel by fitting a histogram of ADC values of 256 samples with a Gaussian.

Pulse identification
As in the timing calculation for data taken with 125-MHz ADCs, peaks were searched for from
256 samples data with the pedestal subtracted in order to identify multiple hits in a single event
window. Local maxima exceeding the given threshold, 10 (30) ADC counts for BHPV (BHCV),
were regarded as peaks. Detail of this process is in App. D.

Energy and timing
For each peak found in the process above, energy and timing values are assigned and recorded as well
as the number of peaks in the event window. Energy is calculated as an integral of 15 (25) samples
around the sample identified as a peak for BHPV (BHCV). The integral value is then multiplied
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Figure 4.1: Definition of the constant fraction timing (left) and parabola fit timing (right).
Black dots represent the data points. Green line represents the baseline called “pedestal”. The
purple points represent the waveform after smoothing and the blue curve represents the result
of the fitting with the parabola function. The red arrows represent the timing defined by the
methods. These figures are taken from [39].

Parabola fitting method
The parabola fitting method is the method to define the peak timing of the waveform by

assuming that the pulse shape is the parabolic. We can get the peak position by fitting the
waveform with a parabolic function because the pulse shape has Gaussian shape due to the
10-pole Bessel filter. The right of Fig. 4.1 shows how the parabolic fitting method was used to
get the timing information. To reduce the effect of the fluctuation due to noise, the waveform
was smoothed by taking the moving-average of consecutive 5 samples before fitting. After
smoothing, the local maxima were searched for and the local maximum closest to the nominal
timing was chosen as the location to search for the peak. Three points around the chosen local
maximum were used to calculate the peak position of the pulse using the parabolic function:

y(t) = A(t−B)2 + C, (4.1)

where y is the pulse height at the time t after smoothing, and A, B, and C are the parameters
calculated analytically. The detail of the parabolic fitting method can be found in [39].

As shown in Fig. 4.2, the parabola fitting method can get proper timing information even
if the constant fraction method miscalculates the timing.

4.3.1.2 Method for detector using 500-MHz ADC module

In 2013, the downstream detector subsystems such as BHCV and BHPV used 500-MHz ADC
modules. The 500-MHz ADC modules collected 256 samples of the waveforms for every event,
which correspond to 512 ns.

Because many pulses were expected to be recorded in the event window, we first identified
the pulses recorded inside the event window and defined the timing and energy for each pulse.
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CHAPTER 4 Event Reconstruction
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Figure 4.2: Examples of wrong timing calculation with the constant fraction method. The red
arrows with (without) a parabola curve indicate timing obtained by the parabola fitting (constant
fraction) method. The pulse to be detected is located around the ∼30th sample. In the left panel, an
accidental hit with larger pulse height exists. In this case, the constant fraction timing is obtained as
indicated by the right red arrow since timing is calculated based on the largest peak in 64 samples.
This kind of mistake is reduced by limiting a peak search range. In the right panel, such a hit exists
in more closer timing to the nominal hit. Although limitation of peak search timing is applied, the
constant fraction timing is calculated based on the earlier pulse. Even in this case, timing with the
parabola fitting is still stable.

with an energy calibration constant to have the number of photoelectrons or energy deposit in units
of MeV. Timing of each peak is calculated with the constant fraction method and corrected with a
timing calibration constant, as is described in the previous section.

Examples of multiple-hits identification for BHCV and BHPV are shown in Fig. 4.3.

4.3 Event reconstruction with the calorimeter

When a high energy photon hit a dense material, an electromagnetic shower is created and the
shower particles spread out with respect to the incident point of the photon. The typical transverse
size of the shower is called Molière radius, and 3.57 cm[16] in case of CsI crystal. This is larger than
the size of each crystal hence there should be hits in several crystals. This group of hit crystals is
called a “cluster.” Clusters with large total energy are regarded as signals of photon incidence and
used for π0 or KL reconstruction. Below, overview of the clustering procedures and incident photon
reconstruction are explained. Detailed description is found in Ref. [64].

4.3.1 Clustering

First, hit crystals are identified by requiring at least 3 MeV energy deposit for each channel and they
are called “cluster seed crystals.” In the following processes, crystals with energy deposit smaller
than 3 MeV are not used at all. Then, one seed crystal is arbitrarily chosen and other seed crystals
are searched for around the first crystal. When such a crystal is found, the new crystal is made
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Figure 4.2: The timing for overlapped pulses determined by the constant fraction method
and parabola fitting method. The pulse located around the 30th sample is the expected pulse
related to the trigger and there is a larger pulse around that pulse. The parabola fitting method
can define proper timing while the constant fraction method miscalculates the timing. These
figures are taken from[39].

CHAPTER 4 Event Reconstruction

ADC sample number (2 ns interval)
0 50 100 150 200 250

A
D

C
 c

ou
nt

400

600

800

1000

1200

nHit = 4
29, 27.75, 78.46, 414.6
83, 81.64, 464.5, 2092

115, 113.5, 947.5, 4430
137, 135.1, 178.5, 952.6

BHCV ch2, SpillNo:98, EventNo:755 - run00016823

ADC sample number (2 ns interval)
0 50 100 150 200 250

A
D

C
 c

ou
nt

320

340

360

380

400

420 nHit = 4
49, 47.63, 92.54, 281.1

104, 102.2, 52.54, 225.1
122, 120.6, 37.54, 106.1

153, 152, 40.54, 108.1

BHPV ch12, SpillNo:71, EventNo:648 - run00016800

Figure 4.3: Examples of energy and timing extraction from waveforms with 500-MHz sampling.
The left (right) figure is for BHCV (BHPV). The solid and dashed blue lines indicate pedestal and
its 1σ region, respectively. The green dashed lines show the threshold required in search of pulses.
The purple and black arrows show timing and integration range to get energy for each identified
pulse, respectively. Difference between BHCV and BHPV is the pulse height threshold and the
length of integration.

to join the same group, or cluster, with the first crystal. This process is repeated until no other
seed crystals around each one in the cluster are found. Energy, position and timing of the cluster
is then calculated as the total energy deposit of all the crystals in the cluster, the center of energy
and weighted average time, respectively.

When there remain seed crystals which do not join the first cluster, one seed crystal is chosen
among such crystals and the same processes are repeated so that all the seed crystals belong to
any clusters. If a cluster consists of a single crystal after the whole processes above, it is called
an “isolated hit crystal” and not used in event reconstruction but only for veto as described in
Sec. 4.3.5. Below, in referring to a cluster, it is regarded to contain two or more crystals.

4.3.2 Photon cluster selection

In reconstructing a π0 by assuming π → 2γ decay or KL with the KL → 2γ, KL → 2π → 4γ
and KL → 3π → 6γ decays, clusters in the calorimeter were considered to be formed by photons’
incidence from the features of simultaneous multiple hits in the calorimeter and veto of charged
particles by the CV detector, which was applied in the following analysis for many cases. Among
identified clusters, one with its total energy larger than 20 MeV was called a “photon cluster” and
only these photon clusters were used in the following reconstruction processes. When N photons
are required in reconstructing events, only events with N ′ ≥ N are selected and analyzed, where N ′

is the number of photon clusters for an event. In case that N ′ > N , the combination of N photon
clusters whose timing difference is the minimum is used in the reconstruction process. In analysis
of the KL → π0νν decay or KL → 2γ, N = 2 and N = 4 or N = 6 for reconstruction of KL → 2π0

or KL → 3π0 decays, respectively. N = 5 was for analysis of the BHPV performance evaluation
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Figure 4.3: Examples of energy and timing extraction from waveforms with 500-MHz sampling.
The left (right) figure is for BHCV (BHPV). Red points represent the data points. Blue line
represents the pedestal. The region with black arrow is the range for integration to get energy
for each pulse. The purple arrows represent the timing of each identified pulse. These figures
are taken from [39].
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Pedestal

The most frequent value for 256 samples was used as the pedestal of the data for 500MHz
ADC modules. This was done by fitting a histogram of ADC values for 256 samples with the
gaussian function. After defining the pedestal, the pedestal value was subtracted from each
sample.

Pulse identification

The pulse identification was done by searching for local maxima exceeding a given threshold.
A certain number of samples around each local maximum was defined as the region to calculate
the energy and timing for each pulse. The range of the region for each pulse was 15 samples
for the BHPV and 25 samples for the BHCV.

Energy and Timing

The energy of the pulses were calculated by integrating of ADC counts over the region
assigned for each pulse. The calibration constant to convert the integrated ADC counts to the
energy was acquired by the beam muon data.

Because signals were digitized by 500-MHz ADC without a 10-pole Bessel filter, the pulse
shape was different from Gaussian shape, and the parabola fitting method was not suitable.
The timing of the pulses were calculated by applying the constant fraction timing method for
the selected region of each pulse.

4.3.2 Reconstruction of energy and timing information for the de-
tector modules.

The energy and timing information of the detector modules were calculated from these infor-
mation of the detector channels.

4.3.2.1 Single-side readout detector

For the detector with the modules with the single-side readout, the energy and timing infor-
mations of the channels were used as the information for the module.

4.3.2.2 Detector with dual-side readout

For the detectors with dual-side readout except for the MB and BCV, the sum of the energy
of the both ends of the module was used as the energy of the module, and the mean timing of
the both ends of the modules was used as the timing of the module.

4.3.2.3 MB and BCV

Because the MB and BCV used the WLS fiber to read the scintillation light out from the
scintillator, and the length of the modules were about 5 m, the attenuation of light and the
light propagation time inside the WLS fiber were considered.
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Timing

Defining the z position of the readout of the modules of MB or BCV as zup and zdown for
upstream and downstream ends, respectively, a particle hitting the detector at position zhit
generates scintillation light arriving at the both ends at:

tup = (zhit − zup)/vprop, (4.2)

tdown = (zdown − zhit)/vprop, (4.3)

where tup and tdown represent the arrival time at upstream and downstream ends, respectively,
and vprop represents the propagation velocity of the light in the WLS fiber.

The timing of the modules, tmod, is defined as the average of the timings at the both ends:

tmod = (tup + tdown)/2

=
zdown − zup

vprop
. (4.4)

With this definition, tmod is independent from the hit position.

On the other hand, the hit position zhit can be calculated from Eqs. (4.2) and (4.3) as:

zhit =
vprop
2

(tup − tdown) +
zup + zdown

2
. (4.5)

The distance between zhit and the z position of the center of the module, zcenter = zup+zdown

2
,

was used as the hit z position of the modules:

zmod = zhit − zcenter (4.6)

=
vprop
2

(tup − tdown). (4.7)

Energy

Figure 4.4 shows the dependence of ADC output on the z position for cosmic ray muons
penetrating the MB and BCV.

By fitting this curve, the position dependence of output at each end can be defined as

eup = Eup exp

(
−zmod

Λ + αzmod

)
, (4.8)

edown = Edown exp

(
zmod

Λ− αzmod

)
, (4.9)

where eup(edown) and Eup(Edown) are the visible output and original energy deposit for the
upstream (downstream) end, respectively, and Λ and α are the parameters obtained by fitting,
which are shown in Table 4.1.

The energy of the module, Emod, is defined from the Eqs. (4.8) and (4.9) as:

Emod = Eup + Edown

=
eup

exp
(

−zmod

Λ+αzmod

) +
edown

exp
(

zmod

Λ−αzmod

) . (4.10)
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Figure 4.9: Attenuation curve of a MB module
taken by cosmic ray events. The horizontal axis
shows the penetrated position of the cosmic ray
and the vertical axis shows the peak value for
the energy deposit by penetrating cosmic rays
at the position. The black dots are the data of
the upstream readout and the blue dots are that
of the downstream readout. These data points
were fitted by Eqs. 4.13 and 4.14, respectively.

Table 4.1: Parameters for the MB position dependence

Parameter Value
vprop 168.1 mm/ns

⇤ 4923 mm
↵ 0.495

· timing resolution

for CV.

A CV module also equipped two readouts at both ends, as is the case with MB. The definitions
of energy and hit timing of each strip in both experimental and simulated data were:

emod = es + el, (4.21)

tmod = (ts + tl)/2, (4.22)

where emod is the deposit energy of a module, tmod is the hit time of a module, es (el) is the visible
energy of the short (long) side channel, and ts (tl) is the hit time of the short (long) side channel.
The position dependence of the light yield and the timing resolution were measured in advance as
described in Sec. 2.4.2. These e↵ects were implemented into our MC simulation as:

es = el = Poisson

"
X

i

e

mt
i Ymod(x

mt
i , y

mt
i )

#
/2Ỹmod, (4.23)

ts = tl = t

cf + Gaussian[0,

p
2�t], (4.24)

where Ỹmod is the average light yield for the module, Ymod(x, y) is the light yield at the position of
(x, y), and �t is the timing resolution of a module. Poisson[x] means a generated random integer
based on the poisson distribution whose average is x, and Gaussian[x, y] means a generated random
number based on the gaussian distribution whose average is x and standard deviation is y.

Figure 4.4: Attenuation curve of a MB module
taken by cosmic muon events. Horizontal axis
represents the distance between the hit position
of the cosmic ray muon and the center of the
MB module. This plot is taken from [23].

Table 4.1: Parameters used in extraction of the
timing and energy information in MB and BCV
detector [23].

Parameters Values
vprop 168.1 mm/ns
Λ 4920.5 mm
α 0.495

4.3.3 Photon Cluster Reconstruction

An electro-magnetic shower is created when a photon hits the CsI calorimeter. The shower
spread over several crystals because the cross-section of the small crystal of the CsI calorimeter
was 2.5 cm and smaller than Molière radius of CsI crystals (3.57 cm[14]).

To reconstruct the energy, timing, and the position of the shower made by photons, we have
to define groups of crystals which cover the activity from the shower. We refer the group of
crystals as “cluster”. At first, the clusters were identified, and the clusters which passed the
selection cuts became candidates for the photon clusters.

4.3.3.1 Clustering

Cluster definition

The procedure to define the cluster is called “clustering”. At first, the crystals with energy
deposits larger than 3 MeV were listed as “seeds” of the cluster. The seed with the maximum
energy deposit was chosen as the core seed of the cluster, and the seeds located within 71 mm
around the core seed were grouped together to form a cluster. The remaining seeds located
within 71 mm from any seeds in the focused cluster were grouped together into the focused
cluster. This procedure was iterated until no seeds remained within 71 mm from any seeds in
the focused cluster. After defining the first cluster, the same procedure to define the cluster
was applied to the remaining seeds until all seeds were assigned into clusters.

Definition of timing, energy, and position information.
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After defining the clusters, the timing, energy, and position of the clusters were defined as:

Ecluster =
n∑

i=0

ei, (4.11)

xcluster =

∑n
i=0 eixi∑n
i=0 ei

, (4.12)

ycluster =

∑n
i=0 eiyi∑n
i=0 ei

, and (4.13)

tcluster =

∑n
i=0 ti/σ

2
t∑n

i=0 1/σ
2
t

, (4.14)

where Ecluster, xcluster, ycluster, and tcluster are the energy, x position, y position, and timing of
the cluster, respectively. The n represents the number of crystals belonging to the cluster, and
ei, xi, yi, and ti are the energy, x position, y position, and timing of the i-th crystal in the
cluster, respectively. The σt represents the timing resolution of CsI crystal measured in a past
beam-test [44], which was defined as:

σt[ns] =
5

ei[MeV ]
⊕ 3.63√

ei[MeV ]
⊕ 0.13, (4.15)

where ⊕ represents addition in quadrature. The energy of cluster will be corrected after the
reconstruction of the decay vertex.

Accidental hit rejection
Because the clustering procedure groups all nearby crystals, the crystals with accidental hit

could be included in the cluster. We used the timing difference between the crystal and the
cluster to remove the cluster with accidental hits [23]. Figure 4.5 shows the timing difference
vs. crystal energy distribution. Two red lines in the plot represent the ±5σ of timing difference
as a function of the crystal energy. These line was made from interpolation of ±5σ of timing
difference in each energy bin. The normalized timing difference for the i-th crystal in the cluster
was calculated as:

Rtime
i =

|ti − tcluster|
5σ(ei)

, (4.16)

where σ(ei) represents the standard deviation of distribution of timing difference for the energy
deposit in the i-th crystal, ei. The crystal with the maximum Rtime

i with Rtime
i > 1 was

removed from the cluster. After removing one crystal, the clustering process was re-iterated
with remaining crystals, and the timing of cluster tcluster was recalculated using Eq. (4.14). The
Rtime

i was recalculated based on the updated timing of the cluster, and used to remove accidental
hit crystals. This procedure was iterated until all remaining crystals satisfied Rtime

i ≤ 1.

4.3.3.2 Photon cluster selection

The clusters with more than one crystal and with total energy larger than 20 MeV are called
“photon clusters”. Only photon clusters were used for the reconstruction of π0, and other re-
maining clusters were not used for reconstruction. Remaining seed crystals were called “isolated
hit crystals”. Remaining clusters and isolated hit crystals were regarded as extra activities in
the CsI calorimeter and used for the event selection.
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Figure 5.2: Example of the grouping of cluster seeds. The colored boxes represents cluster seeds,
and each color shows each cluster. The red circles with 71 mm-radius show the grouping regions.
The clusters whose center belongs the same red circle are grouping in the same cluster. There are
three clusters and one single crystal hit in this figure.
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Figure 5.3: Timing cut in the clustering.
The vertical axis shows the di↵erence be-
tween the timing of a cluster and the hit
time of each constitutive crystal and the
horizontal axis shows the deposit energy of
the crystal. Color represents the number
of events in arbitrary unit.

Figure 4.5: The timing difference between cluster and the crystals in the cluster vs. the crystal
energy. Horizontal axis represents the energy in each crystal. Colors in the plot represent the
number of events in the arbitrary unit. The red line represents the ±5σ of timing difference in
each energy bin. This figure is taken from [23].

4.3.4 π0 Reconstruction

4.3.4.1 Decay vertex Reconstruction

The π0s were reconstructed from pairs of photon clusters by assuming that the two photon
system has the invariant mass of π0, MPDG

π0 = 134.9766 MeV/c2[14], and assuming that the

decay vertex is on the beam axis; take (x, y, z) = (0, 0, Zπ0

vtx).

Decay vertex position reconstruction
Figure 4.6 shows a schematic view of the reconstruction of decay vertex of π0. In case of the

two photon system of (γ1, γ2) with (E, x, y, z) = (E1, x1, y1, ZCsI), (E2, x2, y2, ZCsI), following
equations hold from geometrical conditions:

r212 = d21 + d22 − d1d2 cos θ12, (4.17)

r212 = (x1 − x2)
2 + (y1 − y2)

2, (4.18)

d1 =
√

(∆Z)2 + r21, (4.19)

d2 =
√

(∆Z)2 + r22, (4.20)

r1 =
√

x2
1 + y21, (4.21)

r2 =
√

x2
2 + y22, and (4.22)

∆Z = ZCsI − Zπ0

vtx, (4.23)

where r12 represents the distance between the two photon clusters, di represents the distance
between the i-th photon cluster and the decay vertex, ri represents the distance between the
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Figure 4.6: Schematic view of π0 Reconstruction

i-th photon cluster and the center of the surface of the CsI calorimeter, θ12 represents the angle
between the directions of the two photon clusters, and ∆Z represents the distance between
the decay vertex and the center of the surface of the CsI calorimeter which is located on
(x, y, z) = (0, 0, ZCsI). From the conservation of the four-momentum in the two photon system,
following equation holds:

M2
π0 = 2E1E2(1− cos θ12) (4.24)

From Eqs. (4.17) and (4.24), the z position of the decay vertex, Zπ0

vtx, can be calculated. The
solution of these equations with Z < ZCsI was chosen as Zπ0

vtx.

Decay timing reconstruction

After defining the position of decay vertex, the timing of the π0 decay was calculated.
Because the timing of the decay is the timing when the photons were generated at the decay
vertex, the time of the decay can be calculated by subtracting the photons’s time of flight from
the arrival time at the surface of the CsI calorimeter. The timing of the decay, Tvtx, is defined
as:

Tvtx =

∑n
i=0 Ti/σ

2
T∑n

i=0 1/σ
2
T

, (4.25)

Ti = ticluster − di/c, (4.26)

where c represents the speed of light, ticluster represents the arrival time of the i-th photon at
the surface of the CsI calorimeter, Ti represents the timing of photon generation at the decay
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vertex, and σT represents the timing resolution of photon cluster, which is defined as:

σT =
3.18√

Ei
cluster[MeV ]

⊕ 0.19 [ns], (4.27)

where Ei
cluster represents the energy of the i-th photon cluster.

Transverse Momentum reconstruction
The transverse momentum of the two-photon system or reconstructed π0, P π0

T , is defined
as:

P π0

T =

∣∣∣∣∣∑
i=1,2

Ei
cluster

r⃗i√
r2i +∆Z2

∣∣∣∣∣ , (4.28)

where r⃗i represents the two-dimensional vector for the hit position of for the i-th photon cluster
on the surface of the CsI calorimeter, which is defined as r⃗i = (xi, yi) and ri = |r⃗i|.

4.3.4.2 Energy and position correction for photon clusters

After reconstructing the decay vertex of the π0, the energy and the hit position of the pho-
tons from the π0 were corrected based on the incident angle of the photons from the vertex.
The procedure of the decay vertex reconstruction was iterated after correcting the energy and
positions of the cluster.

Energy correction
We calculated the energy of photon cluster by summing the energy of the seeds crystals.

Because we used crystals with energy deposit larger than 3 MeV to make clusters, the energies
in other crystals smaller than 3 MeV were not included in the cluster energy, and thus the
energy of photon cluster was different from real energy of incident photon. This effect was
studied with MC simulation and corrected for based on the incident angle and the measured
energy, as described in [49].

Position correction
The x and y positions of cluster, (xclus, yclus), were defined as the energy-weighted mean

position with Eqs. (4.12) and (4.13). If photons hit on the CsI calorimeter with finite incident
angle, they were different from the actual hit position on the surface of the CsI calorimeter,
(xinc, yinc).

Figure 4.7 shows the relationship between the calculated position and actual hit position of
the photons. The energy-weighted position corresponds to the position of the shower maximum.
The actual hit position, (xinc, yinc), was calculated as:

xinc = xcluster − L sin θ cosϕ, (4.29)

yinc = ycluster − L sin θ sinϕ, (4.30)

where θ represents the incident angle, ϕ represents the azimuthal angle, and the L represents
the length between the incident position and the shower maximum. The L was estimated with
MC simulation and parametrized as:

L = X0 (p0 + p1 ln (Einc[GeV ])) , (4.31)
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Figure 4.7: Schematic view of the correction of the hit position of photon

where X0 = 18.5mm[14] represents the radiation length of the CsI crystal, p0 and p1 represent
the length of shower normalized by the radiation length. From MC simulation, these parameters
were estimated as p0 = 6.490 and p1 = 0.993.

4.3.5 KL Reconstruction

The decay modes of the KL such as KL → 3π0, KL → 2π0, and KL → 2γ were used in the
calibration, normalization, and estimation of the background events. In such cases, the KL was
reconstructed from the reconstructed π0 and γ.

Reconstruction of the KL → 2γ decay
In case of KL → 2γ decay mode, KL can be reconstructed with the same way as the case

for π0 reconstruction, by replacing Mπ0 with the mass of KL, MKL
.

Reconstruction of the KL → 3π0, KL → 2π0 decay
In the case of the KL → 3π0 and KL → 2π0 decays, KL is reconstructed from the recon-

structed π0. The true decay vertex of KL and π0 might not be located on the beam axis. At
first, KL and π0 were reconstructed by assuming their decay vertex to be on the beam axis
and the positions of their decay vertexes were re-calculated after the reconstruction of KL, as
described below.

Reconstruction of the decay vertex of the KL

KL was reconstructed by assuming its decay vertex to be on the beam axis. The z position of
its decay vertex, ZKL

, was defined as the weighted mean of the z positions of the reconstructed
decay vertexes of π0s:

ZKL
=

N∑
i

Zi
π0/(σi

Z)
2

1/(σi
Z)

2
, (4.32)
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where Zi
π0 represents the z position of the decay vertex of the i-th π0, σi

Z represents the position
resolution for the decay z vertex position of the i-th π0. The N represents the number of π0s
used in the reconstruction: 3 for KL → 3π0 and 2 for KL → 2π0. For KL → 3π0(KL → 2π0),
KL was reconstructed from three (two) π0s and they were reconstructed from six (four) photon
clusters. The number of possible combinations to choose pairs of the photons from six (four)
photon clusters is 15 (3). To select the best combination of pairs from these combinations, we
define the variance of π0’s vertex as follows:

χ2
Z =

N∑
i

(Zi
π0 − ZKL

)2

σ2
Z

. (4.33)

The combination with the smallest χ2
Z was regarded as the best combination. The ZKL

with
such combination was called ZKL

vtx and used for event selection.

Correction for the decay vertex
After reconstruction of the decay vertex of the KL, x and y positions of its decay vertex,

(x, y) = (XKL
vtx , Y

KL
vtx ), were recalculated by interpolating between the T1 target and the position

of the center of energy on the surface of the CsI calorimeter, (x, y) = (XCOE, YCOE).
By assuming the T1 target as a point source, (Xvtx, Yvtx) can be defined as follows:

XKL
vtx = XCOE

ZKL
vtx − ZTarget

ZCsI − ZTarget

, (4.34)

Y KL
vtx = YCOE

ZKL
vtx − ZTarget

ZCsI − ZTarget

, (4.35)

XCOE =

∑n
i E

i
clusterx

i
cluster∑n

i E
i
cluster

, (4.36)

YCOE =

∑n
i E

i
clustery

i
cluster∑n

i E
i
cluster

, (4.37)

where n represents the number of photon clusters used in the reconstruction, Ztarget represents
the z position of the T1 target.

After defining the XKL
vtx and Y KL

vtx , the decay vertexes of π0 and KL were re-calculated with
the corrected x and y information for decay vertex of KL.

4.4 Event selection for KL → π0νν analysis

We have developed methods to select the KL → π0νν events. The methods are categorized
into the cut on number of photon clusters, veto cuts, photon cluster quality cuts, trigger bias
cuts, kinematic cuts, and neural-net cuts, as described below.

4.4.1 Number of photon cluster on the CsI calorimeter

The events with two photon clusters on the CsI calorimeter were used for KL → π0νν
analysis.
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4.4.2 Signal region and blind region masked for analysis

As shown in Figure 4.8, two regions were defined in the P π0

T − Zπ0

vtx plane for KL → π0νν
analysis.
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Figure 4.8: The signal region and blind region defined in the P π0

T − Zπ0

vtx plane. The region
inside inner and Outer boxes are the signal region and blind region, respectively.

Signal region
To reject the events from KL → 2γ, 2π0, and 3π0 decays, the events with a small P π0

T were
rejected. To reject the π0 and η generated at the detector surrounding the decay region, the
Zπ0

vtx of reconstructed π0 was required to be far from the NCC, FB, and CV.
The region for such selections is called “signal region” and defined as:

• 150[MeV/c]< P π0

T <250[MeV/c]

• 3000[mm]< Zπ0

vtx <4700[mm]

The events located inside the signal box after imposing all the event selection cuts were regarded
as candidate KL → π0νν events.

Blind region
To prevent the human bias that could affect the optimization of the event selection or the

estimation of the number of background events, the events inside and around the signal box
were excluded from the analysis during these processes. The region for exclusion is called “blind
region” and defined as:

• 120[MeV/c]< P π0

T <260[MeV/c]

• 2900[mm]< Zπ0

vtx <5100[mm]
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After finalizing the optimization of cuts and the estimation of the number of backgrounds,
the events inside the blind region were examined.

4.4.3 Veto cuts

Veto cuts are the cuts to reject the events with extra activities in the detector subsystems. To
prevent losses caused by accidental hits on the detector subsystems, the timing and energy of
the modules of the detector subsystems were re-defined based on the timing and position of the
decay vertex. If a detector module has a hit consistent with a particle coming from the vertex,
the event was rejected.

4.4.3.1 CsI Veto Cuts

As described in Section 4.3.3.2, only the photon clusters were used in the reconstruction of π0

and KL. Other clusters and isolated hit crystals were used for rejecting the events with extra
activities in the CsI calorimeter.

Extra cluster veto cut
Extra clusters on the CsI calorimeter can be caused by extra photons from KL → 3π0 and

KL → 2π0 decay modes or accidental hits of photons from the beam. To reject events with
extra photons from KL → 3π0 and KL → 2π0 decays, the timings of the extra photons at the
KL vertex were calculated and compared with the time of decay. The events which had any
extra clusters within ±10 ns of the decay timing were rejected.

Isolated hit crystals veto cut.
There were two sources of the isolated hit crystals. Accidental hits not related to the decay

of KL or π0 could be the source of the isolated hit crystals. However, electromagnetic showers
caused by photon hits could also be the source of the isolated hit crystals. To distinguish
whether the isolated hit crystal was caused by the accidental hit or the photon hit, the charac-
teristics of the isolated hit crystals around the photon cluster was studied with MC simulation.
Figure 4.9 shows the correlation between the energy deposit in the isolated crystal and the
distance from the closest photon cluster. The energy threshold Eth for isolated hit crystal to
reject accidental hits is shown in the red line in Fig. 4.9 and defined as:

Eth =


10 [MeV] for d ≤200 mm,
(13.5− 0.0175d) [MeV] for 200 < d ≤600 mm,
3 [MeV] for d >600 mm.

(4.38)

The events with any isolated crystal with energy deposit larger than threshold value and with
hit timing within ±10 ns of the timing of the closest cluster were rejected.

4.4.3.2 Other Detector Veto Cuts

To reject events with extra particles from the KL decay hitting the veto detector subsystems,
the timing of the extra particle extrapolated back to the decay vertex was calculated. This
timing was defined as the timing of modules for veto cut, called “veto timing” tvetomod, and were
compared with the timing of the decay vertex. The modules with the veto timing within the
certain range from the Tvtx, called “veto window”, were regarded as the modules hit by particles
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Figure 4.5: Distribution of energy and distance from the nearest cluster of isolated hit crystals in
KL → π0νν simulation. The red line indicates distance-dependent energy threshold and an event
would be rejected when any isolated crystal was above this line.

Among the possible combinations, one with the minimum χ2
z is selected as the correct pairing of N

photons. Zero xy vertex positions are then modified to have finite values by interpolating center
of energy x or y positions on the calorimeter to z position given by Zvtx assuming the target to
be a point source. Energy and position corrections described in Sec. 4.3.3 with the updated vertex
for this combination are then applied, and again KL is reconstructed using modified photon cluster
information. The final photon pairing, χ2

z and xyz vertex position are determined as a result of the
second reconstruction. The following timing calculation for each photon and the vertex is the same
with Sec. 4.3.3.

4.3.5 Veto cuts based on the calorimeter information

As already mentioned, extra clusters and isolated hit crystals are used for veto. The extra cluster
veto means to reject events with extra clusters whose vertex time corresponding is within 10 ns
from the event vertex time. In the veto by isolated hit crystals, events with such a crystal with
energy deposit larger than a given threshold, which depends on distance to the nearest cluster,
denoted as l, are rejected when its hit time was within 10 ns from that of the nearest cluster. The
threshold is set to be looser for smaller l since isolated hit crystals with small energy deposit were
often produced close to the main cluster for a single photon incidence and events are overkilled with
tight threshold in such a region. The actual threshold values are then given as follows and also
illustrated in Fig. 4.5:

10 MeV, l ≤ 200 mm (4.11)

(13.5− 0.0175l) MeV, 200 < l ≤ 600 mm (4.12)

3 MeV, l > 600 mm. (4.13)

4.4 Reconstruction of veto information

Decision of anti-coincidence by each veto detector was basically made with the maximum energy
deposit among “modules” of the detector system whose hit timing was inside the veto window

62

Figure 4.9: The correlation between the energy deposit in the isolated hit crystal and distance
from the closest photon cluster. The result from MC simulation for KL → π0νν is shown. Hit
crystal with energies and distances above the red line are rejected. This figure is taken from
[39].

from KL decay. The timing and energy of the module with the maximum energy was used for
veto cuts. For BHPV, different method was developed and defined for veto cut.

Timing definition
The veto timing of veto detector modules was defined as the timing when possible particle

which hit the modules was generated at the decay vertex. The veto timing for detector modules
tvetomod were defined as:

tvetomod = tmod − Lmodule/c, (4.39)

where tmod represents the timing of the module, c represents the speed of light, and Lmodule

represents the distance between the hit position on the module of the detector subsystems and
the decay vertex.

The definition of Lmodule is different depending on type the detector because the definition
of hit position in the detector modules are different. For the MB and BCV, the detectors which
can reconstruct the hit z position, Lmodule was calculated as:

Lmodule =
√

r2module + (zhit − Zπ0

vtx)
2

=
√

r2module + (zmod + zcenter − Zπ0

vtx)
2, (4.40)

where rmodule represents the inner radius of the MB or BCV modules. For CV, Lmodule was
defined as:

Li
module =

√
x2
i + y2i + (zi − Zπ0

vtx)
2, (4.41)

where Li
module represents the L for the i-th module of CV, xi and yi represent the x and y

positions of the center of the i-th module of CV, and zi represents the z position of the i-th
module of CV. For the detectors located downstream of the CsI calorimeter, such as the CC03,
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CC04, CC05, CC06, and BHCV, Lmod was defined as just the difference in z positions:

Lmodule = |zdet − Zπ0

vtx|, (4.42)

where zdet represents the z position of the detectors.

For the detectors located upstream of the CsI calorimeter such as FB and NCC, ∆Z defined
in Eq. (4.23), was used instead of Lmodule to suppress the bias due to the miscalculation of Zπ0

vtx,
and tvetomod was defined as:

tvetomod = tmod −∆Z/c, (4.43)

which is effectively the timing difference between the timing of module and averaged timing of
the photon clusters.

BHPV

The development of the electromagnetic shower induced by the photon is observed as coin-
cident hits in consecutive BHPV modules. To identify the activities from the photons, we have
to define a group of coincident hits in the consecutive BHPV modules which cover the electro-
magnetic shower. The number of consecutive BHPV modules with coincident hits (Ncoincident)
was used in veto cut as follows.

Hit definition for veto cut

Among the hits identified in the 256-samples of waveform of BHPV channels, the pulses
with the energy deposits larger than 2.5 photoelectrons were regarded as the hits in the module
and used in further selections.

Timing correction

The timings of hits in the modules were corrected to be aligned with the timing of the first
BHPV module by taking the photon’s time of flight into account and defined as:

T j
i = tji −∆z0i/c, (4.44)

where tji and T j
i represent the timings of the j-th hit in the i-th BHPV module before and after

correction, respectively. The ∆z0i represents the distance between the first BHPV module and
the i-th BHPV module.

Definition of coincident hits

After the timing correction, the modules with hits in either end of readout were scanned
from upstream to downstream to identify consecutive modules with coincident hits. At first,
the earliest hit in the either end of the most upstream module was chosen as the core hit of the
group. The hits within ±10 ns of the timing of core hit were searched for in the other end of
the module and in the channels of the consecutive modules, and grouped together as coincident
hits.

This procedure was iterated until no hits were found in the consecutive modules. After
defining the first group of coincident hits, the same procedure to define a group was applied to
the remaining hits in the modules until all hits were assigned into groups.
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Definition of timing for veto cut
The timing of the group of the coincident hits is called “coincident time”, defined as:

Tcoincident =

∑N
i Ti

N
, (4.45)

where N represents the number of hits in the group, and Ti is the timing of the i-th hit in the
group. The timing of the group of the coincident hits for veto cut is defined as:

T veto
coincident = Tcoincident − (Tvtx +

ZBHPV 0 − Zπ0

vtx

c
), (4.46)

where ZBHPV 0 represents the z position of the first BHPV module.

4.4.4 Photon Cluster Quality Cuts

The photon cluster quality cut is the cut to reject the clusters with poor information or clusters
made by charged-particle hits or hadronic interactions. The cuts were applied to the sizes,
positions, and the energies of photon clusters.

Fiducial Cuts
To reject the photons with a shower leak, the photons that hit near the inner or outer edges

of the CsI calorimeter were rejected. To reject the photons hitting close to the beam hole and
CC03, the hit x and y positions of photons were required to have |x| and |y| larger than 150
mm. To reject photons hitting the outer edge of the CsI calorimeter, the distance between
photon cluster and the beam-axis,

√
x2 + y2, was required to be smaller than 850 mm.

Cluster size
To reject clusters with small energies or the clusters made by minimum ionizing particles,

the number of crystals in the cluster is required to be larger than 4.
To reject clusters made by hadronic interactions such as neutron hits, clusters with small

size were rejected. The size of cluster was called “Cluster RMS (RMScluster)” and defined as

RMScluster =

√∑
i

eiR2
i∑

j ej
, (4.47)

Ri =
√
(xi − xcluster)2 + (yi − ycluster)2, (4.48)

where Ri represents the distance between the i-th crystal with (x, y) = (xi, yi) and the center
of energy of the cluster (xcluster, ycluster) defined in Eqs. (4.12) and (4.13). The RMScluster was
required to be larger than 10 mm.

Photon Energy
To reject photons with small energies, which have poor information and which may be made

by hadronic interactions, the energy of each photon was required to be between 100 MeV and
2000 MeV.

Cluster distance from closest dead channel
There were some dead channels in the CsI calorimeter both in 2013 and 2015 runs. To

prevent miscalculations of the energies and positions of the photon clusters, the photon clusters
were required to be at least 53 mm far away from the dead channels.
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Eθ cut
The product of the energy and the incident angle of each photon was required to be less

than 2500 MeV·degree to reject photons associated to a π0 reconstructed with wrong pairing.

Shape χ2

To reject non-photon clusters, the transversal shape of the photon cluster, i.e. the distribu-
tion of crystal energies, was compared with the typical shape of a single photon cluster derived
from MC simulation. To evaluate the consistency of an observed cluster with an assumption of
the photon cluster, χ2

Shape is defined as

χ2
Shape =

1

N

N∑
i

(
ei/Einc − µ

σ

)2

, (4.49)

where N represents the number of crystals in the cluster which were used for the summation,
ei represents the energy in the i-th crystal in the cluster, Einc represents the energy of incident
photon. The µ and σ are the mean and RMS values for ei/Einc derived from the MC simulation,
respectively. The χ2

Shape was calculated for each cluster, and the maximum χ2
Shape among two

photon-clusters was used for the selection for π0. The detail of the study about the cluster
shape and the definition of χ2

Shape can be found in [49].

4.4.5 Trigger Bias Cut

Total energy of two photons
As shown in Table 2.2, the data was taken by requiring the total energy of CsI calorimeter

to be larger than 550 MeV. As shown in Fig. 3.12, the effective threshold at the online trigger
stage was smeared by the difference of timings and gains between channels. To remove such
bias due to the online trigger, the total energy of the two photons was required to be larger
than 650 MeV.

COE radius cut
As discussed in Section 2.6.2.2, the COE radius was required to be larger than 165 mm in

the Lv2 Trigger decision. Figure 4.10 shows the COE radius distribution of the CsI calorimeter
in the offline analysis with and without Lv2 Trigger decision imposed. Here the offline COE
radius is defined as:

COEoffline =

√
(E1x1 + E2x2)2 + (E1y1 + E2y2)2

E1 + E2

, (4.50)

where Ei, xi, yi are the energy, x, and y positions of the i-th photon cluster. The effective
threshold for COE radius at online trigger stages was smeared by the difference of timing and
gains between channels. To remove such bias due to online trigger, the COE radius in offline
analysis was required to be larger than 200 mm.

4.4.6 Kinematic Cuts

The kinematic cuts are the cuts to reject events with two photon clusters made by background.
The kinematic cuts use the information of the two photon clusters and the reconstructed π0.
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Figure 4.10: COE radius distribution

4.4.6.1 Cut for two photons

Hit position distance
To ensure that the two photon clusters were separated far enough to prevent mis-identification

of one photon cluster as two clusters, the distance between the two photon clusters was required
to be larger than 300 mm.

Energy ratio of two photons
The energy balance between the two photons was required to reject π0 reconstructed with a

wrong pair of photons. The energy ratio between the two photons, EL/EH , was required to be
larger than 0.2, where EL and EH represent the energy of low-energy and high-energy photons,
respectively.

Timing difference between two photons
The timing difference between the two photons, |T2 − T1|, was required to be less than 2 ns

to ensure that they came from the same vertex, where Ti is the timing when the i-th photon
was generated at the vertex, defined in Eq. (4.26).

4.4.6.2 Cut for π0

π0 kinematic cut
The correlation between P π0

T , Zπ0

vtx, the longitudinal momentum (P π0

Z ), and the energy of
reconstructed π0 (Eπ0) were studied with the MC simulation to reject η → γγ generated by
neutrons hitting the CV. Figure 4.11 shows the correlations between P π0

T /P π0

Z vs. Zπ0

vtx Eπ0 vs.
Zπ0

vtx, which were made from the MC simulation of KL → π0νν. The allowed region for π0 was
defined as shown in Fig. 4.11.

Projected opening angle cut
The opening angle between the two photon directions projected on the x-y plane was used

to suppress the two photons emitted back-to-back from KL → 2γ decay. As shown in Fig. 4.6,
this projected opening angle, θproj, was calculated from the position of the two photon clusters.
The θproj was required to be smaller than 150◦.
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Figure 7.2: Accept region in the π0 kinematics cut. Distribution of the signal MC is shown.

must be larger than 10 mm, where ϵi denotes energy of i-th crystal contained in the cluster
and ri is defined with i-th crystal positions of xi, yi and their COE position inside the cluster
xCOE, yCOE as

r2i = (xi − xCOE)
2 + (yi − yCOE)

2, (7.3)

xCOE =
∑

i

ϵixi∑
j ϵj

, (7.4)

yCOE =
∑

i

ϵiyi∑
j ϵj

. (7.5)

Neural network cuts
Two kinds of neural network cut were developed and used for rejection of neutron background.
One of them is called the “kinematical neural net (NN) cut” and introduced to distinguish
neutron events by using difference of distributions in reconstructed kinematics, which includes
hit position of a cluster with larger energy, projection angle, distance of two clusters, energy
ratio, and vertex time difference. The other one is the “shape NN cut,” used for further
separation of neutron events with cluster shape difference in addition to the shape χ2 cut.
Cluster shape information such as energy spread inside each cluster was used as inputs. Both
neural net values were trained with single MC samples and data taken in aluminum target
runs. Details will be described in Sec. 7.4.8 and App. H.

7.2.3 Veto cuts

Since signal events are identified by the condition of “π0 and nothing,” events where any other
visible particles exist need to be rejected in order to prevent background contamination. This
selection is realized with a series of the veto cuts. As described in Sec. 4.4, veto energy and timing
for each detector is calculated based on energy and timing information for each module as well
as reconstructed vertex time and z position and these values are used for the veto decision. In
determining veto energy thresholds, losses of signal acceptance must be taken into account. The
KL → π0νν decay itself sometimes gives energy deposition in veto detectors due to backsplash of
electromagnetic showers. There is also a possibility where accidental hits coincide and events are
also rejected in these cases. Since too tight veto, or low energy thresholds, leads to larger acceptance
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Figure 4.11: The correlation between P π0

T /P π0

Z or Eπ0 and Zπ0

vtx in MC simulation ofKL → π0νν.
The black line shows the border of the allowed region. These figures are taken from [39].

4.4.7 Neural Net Cuts

To reject the background induced by neutrons hitting the CsI calorimeter, two cuts based on
the output of the neural net were developed. One cut uses the difference in the distributions
of reconstructed kinematics between MC simulation and neutron-rich events, and is called
“Kinematics Neural net cut (NNkine)”. The other cut uses the difference in transversal shapes
of the clusters between MC simulation and neutron-rich events and is called “Cluster Shape
Neural net cut (NNshape)”. These neural net cuts were trained with the MC simulation for
KL → π0νν events, and neutron-rich events taken in 2013 with the Aluminum target inserted
in the beam. The detail of the neural net cuts can be found in [39].

4.4.8 Summary of the Cuts

The cuts used in the event selection for KL → π0νν analysis are summarized in Table 4.2 and
Table 4.3.

Table 4.2: The list of the veto windows and the energy thresholds imposed on the detector
subsystems.

Detector Energy Threshold[MeV] Veto Window[ns]

CsI(Isolated hit crystal) depends on the distance ±10
CsI(Extra clusters) 3 ±10
FB,NCC 2 ±20
MB 2 ±30
BCV 1 ±30
CV 0.2 ±40
LCV 0.6 ±15
OEV 2 ±10
CC03,CC04,CC05,CC06(CsI) 3 ±15
CC03,CC04,CC05,CC06(Scintillator) 1 ±15
BHCV 0.3 ±7.5
BHPV (Ncoincident <3) ±7.5
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Table 4.3: The summary of kinematics cuts and other cuts.

Cut Requirement

Trigger Bias Cuts
Total energy of two photons >650 MeV
COE radius COEoffline >200 mm
Photon Cluster Quality Cuts
Fidutial Cut |xcluster| >150 mm, |ycluster| >150 mm,√

x2
cluster + y2cluster <850 mm

Cluster Size Ncrystal > 4 crystals, RMScluster >10 mm
Photon Energy 100 MeV< Eγ <2000 MeV
Distance from dead channel >53 mm from the closest dead channel
Eθ <2500 MeV
Maximum χ2

shape for two photon clusters <4.6

Kinematics Cuts
Cluster distance >300 mm
Energy ratio >0.2
Photon timing difference <2 ns
π0 kinematics cut Figure 4.11
Projected Opening angle cut θproj < 150◦

Neural Net Cuts
Kinematics Neural net cut NNkine >0.67
Cluster shape Neural net cut NNshape >0.8

4.4.9 Result after event selection

Figure 4.12 shows the Zπ0

vtx−P π0

T distribution for the events remained after all the event selection
cuts imposed.

4.5 Background sources and its estimation

There are two types of the background sources: Kaon decay events and neutron-induced events.
The number of background events from the Kaon decay events was estimated with the MC
simulation of the Kaon decay modes. The number of background events related to neutron hits
on the detector was estimated with both the neutron-rich events taken in special run in 2013
with Aluminum target inserted, and the MC simulation of halo neutrons around the beam.
The number of background events in the signal box was estimated with the MC simulation and
data events in the side-band region around the blind-region shown in Fig. 4.12.

The sources of the background events and the estimation of the contribution of them are
briefly summarized in this section. The estimation of the number of the background events was
done by Dr. K. Shiomi [48] and Dr. Y. Maeda [39], and details of these estimation can be found
in the references [39, 48]. In this section, the possible source and the number of the background
events in each region, shown in Fig. 4.12, are described.
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Figure 4.12: Zπ0

vtx −P π0

T distribution after all event selection imposed. The number of events in
each region and the label of each region are also shown.

4.5.1 Neutron background

4.5.1.1 Region A: Upstream neutron background (NCC background)

In region A, many background events are located around 2000[mm] < Zπ0

vtx < 2600[mm]. This
z position corresponds to the location of the NCC. If the halo neutrons around the beam hit
the NCC, they can produce π0. Two photons from the π0 can hit the CsI calorimeter and
pass all the event selection cuts. The background from this process was the main source of
the background in the KEK E391a experiment. Even though the signal region was set far
from NCC, the background from this process can enter the signal region due to the z position
resolution for the reconstructed decay vertex. We refer to the background from this process as
“NCC background”. The number of NCC background events in the signal region was estimated
to be 0.06± 0.06 based on the MC simulation for halo-neutrons [48].

4.5.1.2 Region B: Downstream neutron background (Hadronic interaction events)

Figure 4.13 shows the Zπ0

vtx −P π0

T distribution after imposing all the event selection cuts except
for the cuts related to the cluster shape such as NNshape and χ2

shape. Because many events
appeared in region B and E after removing the cluster shape related cuts, the background
events in these regions were considered to have clusters made by hadronic interactions.

Single neutron hitting the CsI calorimeter can produce two clusters if the first cluster made
by incident neutron produces another neutron which makes the second cluster. This process
can be a source of background events if we cannot distinguish betwen electromagnetic showers
and that from hadronic showers. We refer to the background from this process as “Hadronic
interaction events”.

To estimate the number of the hadronic interaction events, the events taken in the special
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run with Decay Volume Upstream Al target in the beam was used as the controlled samples
which contain the neutrons scattered at the aluminum target. Because there was a discrepancy
in the energy distribution between events from the Physics run and from the Decay Volume
Upstream Al target run, the events from Decay Volume Upstream Al target run were weighted
so that their distributions agree with that of the physics data. Figure 4.14 shows Zπ0

vtx − P π0

T

distribution for the events of Decay Volume Upstream Al target run after weighting events and
imposing all event selection cuts except for the cluster shape related cuts. The number of the
hadronic interaction events was estimated by applying the reduction factor of shape-related
cut to the number of events of controlled samples in the signal region. The reduction factor of
shape-related cuts was estimated by comparing the number of events in the region B, D, and
E, with and without the shape-related cuts. The number of events in the controlled samples
in the signal region was scaled so that number of events in the region E be the same as that
of physics data without the shape-related cuts and the cut on NNkine. Because π0s generated
at the Decay Volume Upstream Al target can be seen in this plot, the events in the controlled
samples in the signal region with Zπ0

vtx > 3200 mm were used for the estimation. The number
of hadronic interaction events in the signal region was estimated to be 0.18± 0.15 [48].
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Figure 4.13: Zπ0

vtx − P π0

T distribution after
imposing all the event selection cuts except
the cluster shape related cut.
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Figure 7.43: Result of an estimation for hadron cluster background. The left figure shows Zvtx-
PT distribution with the shape-related cut removed in the physics data and the right one Zvtx-PT

distribution with the shape-related cut removed in the aluminum target run data.

the distribution of larger energy of two clusters agrees between these samples as shown in the left
panel of Fig. 7.42, various distribution gets consistent with each other. An example of two-photon
energy ratio distribution is shown in the right panel of Fig. 7.42. This validated use of the aluminum
target run data as a control sample to estimate this type of background in the physics data. Since
statistics of the target run was too poor to be applied by he same selection cuts with the physics
data, reduction by the cluster-shape-related cut was separately evaluated from the physics data
and this factor was applied to the aluminum target run data to obtain the number of events in
the signal box. Here, the cluster-shape-related cut means to apply the shape χ2 cut and the shape
neural net cuts simultaneously. The reduction factor was estimated using side band events and
obtained as (1.07 ± 0.76) × 10−3. This factor was multiplied for the number of events inside the
signal region in the corrected aluminum target run data, where all the selection cuts except for the
shape-related-cut were applied. The Zvtx-PT distribution is shown in Fig. 7.43. Here, the control
sample was scaled so that the number of events in the region 5 agrees to that of the physics data
with the kinematic NN cut removed. As a result, background contribution from this hadron cluster
events was estimated to be (0.18± 0.15) event.
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Figure 4.14: Zπ0

vtx−P π0

T distribution for the events of
Decay Volume Upstream Al target run after weight-
ing events and imposing all the event selection cuts
except the cluster shape related cut. [39]

4.5.2 Kaon background

4.5.2.1 Region C: KL → π+π−π0 background

The KL → π+π−π0 decays can be the source of the background events if only two photons from
π0 are observed in the CsI calorimeter and both π+ and π− are missed. This can be caused
by the charged particle detection inefficiency of detectors. Because the vacuum pipe made of
5-mm-thick stainless steel was located between the CC05 and CC06 in Run 49 in 2013, π±

which escaped from the beam hole of the CsI calorimeter and passed the vacuum pipe might
not be detected by CC05 and CC06. The contribution of this process due to the vacuum pipe
was considered in the estimation of the background events from KL → π+π−π0. The number
of background events in the region C due to this process was estimated to be 7.08 ± 0.52.
This process was thus considered as the main source of the background events in region C.
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Because the lower limit of the transverse momentum of π0 for signal region was set higher than
the kinematical limit of that for KL → π+π−π0, the contribution of this process in the signal
region was expected to be small. The number of background events in the signal region from
this process was estimated to be 0.0016± 0.0016 based on the MC simulation [48].

4.5.2.2 Contribution from other Kaon decay modes

Though the main contribution of the background events around the signal region is explained
by the processes described above, there are still contribution from another Kaon decay modes.

KL → 2π0, 3π0

The KL → 2π0, 3π0 decays can be the source of the background if only two photons from
π0 are observed in the CsI calorimeter and the other two or four photons are missed. This
can be caused by interactions of photons with inactive material around the detector such as
the support structure of the detector, or the photon detection inefficiencies of detectors. The
numbers of background events in the signal region due to KL → 2π0 and KL → 3π0 were
estimated to be 0.047± 0.033 and 0.047± 0.033, respectively [48].

KL → 2γ
The events from KL → 2γ decay can be easily rejected if KL decayed on the beam axis

because the transverse momentum of the two-photon system is small in these events. However,
they can be a source of background if KL was scattered at the beam window and have a larger
transverse momentum. To estimate the background events due to this process, the samples of
KL which were scattered at the beam window and decayed to 2γ were generated and studied.
The number of background events in the signal region due to this process was estimated to be
0.030± 0.018 [48].

KL → π±l∓ν (l = e, µ)
The KL → π±l∓ν (l = e, µ) decays can be the source of the background if CV could not

detect π±l∓ν (l = e, µ) and the cluster made by them cannot be rejected by the selection cuts.
The number of background events in the signal region due to KL → π±e∓ν was estimated

to be less than 0.008(90%C.L) [48]. The contribution of KL → π±µ∓ν was estimated to be
negligible because it should have a cluster shape different from electromagnetic showers.

Inefficiency due to accidental Hit
Even though the parabola fitting method is more effective than the constant fraction method

against accidental hits, it can miscalculate the timing of pulse if accidental hit comes much closer
to the pulse from the decayed kaon.

I have studied the pulse identification efficiency of parabola fitting method for the two
pulses, which were made by overlaying two waveforms recorded in 2013. Figure 4.15 shows the
pulse identification efficiency of parabola fitting method for the two pulses as a function of the
timing difference between the two pulses. The parabola fitting method cannot separate the two
pulses if one comes after another one within 100 ns.

To estimate the effect of this process, the waveform analysis was done for the MC simulation
in the same way as for the real data. The pulse for the hit from decayed kaon was generated
based on the energy and timing information of MC simulation. The waveforms of detectors in
the data taken with the accidental trigger in Run 49 were used for the waveform for accidental
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event. The effect of accidental hit was simulated by overlaying the waveform of accidental event
on the simulated pulse. Figure 4.16 shows an example of overlapped pulses in MC simulation
which were identified as a single pulse and caused miscalculation of timing. The estimation
was done by Dr. Y. Maeda and the detail can be found in [39].

The number of background events due to accidental hits was estimated to be 0.014± 0.014
for KL → 3π0 and 0.0092± 0.0053 for KL → 2π0 [48]. The number for KL → 2π0 was already
included in the estimation for KL → 2π0 decay described above.
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Figure 4.15: The pulse identification efficiency
of “parabola fitting method” for the two pulses
generated in the waveform as a function of the
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4.5.3 Summary of the Background estimation

Table 4.4 shows the estimated number of background events in the signal region from each
source of the background events. The contribution from the hadron interaction events was
dominant among the sources of the background events.

4.6 Result of the KL → π0νν analysis for Run 49

After finalizing all the selection cuts, we removed the blinding. Figure 4.17 shows the Zπ0

vtx−P π0

T

distribution after all the event selection cuts imposed and the blinding removed. One event was
observed in the signal box. The energies and hit positions on photons are (E[MeV],x[mm],y[mm])
= (519.4, 534.3,−57.4), (357.4, 11.5,−244.3). This event is considered to be the hadronic inter-
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Table 4.4: The summary of estimated number of background events [48].

Source Estimated Number
of background events

KL decay background
KL → 2π0 0.047±0.033
KL → 2γ 0.030±0.018
KL → π+π−π0 0.0016±0.0016
KL → 3π0 0.022±0.004
KL → π±e∓ν <0.008(90%C.L)
Background due to accidental hits
KL → 3π0 0.014±0.014
KL → 2π0 0.0092±0.0053

(included in KL decay background)
KL → π+π−π0 <0.005(90%C.L)
KL → π±e∓ν <0.005(90%C.L)
KL → π±µ∓ν <0.016(90%C.L)
Neutron background
NCC background 0.06±0.06
Hadron interaction events 0.18±0.15
Total 0.36±0.16

action event because the hadronic interaction events had the largest contribution (0.18±0.15)
in the estimated number of background events.

From the analysis with the data of Normalization events, the single event sensitivity, the
branching ratio at which the experiment can observe single event, with the physics data was
estimated to be 1.29× 10−8 [48].
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Figure 4.17: Zπ0

vtx−P π0

T distribution for the events in the data of 2013 physics data taking after
all event selection imposed.
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CHAPTER 7 Analysis for the KL → π0νν Search
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Figure 7.46: Hit pattern in the calorimeter for the observed event. Hits with energy deposit smaller
than 2 MeV are ignore. Cross marks indicate reconstructed photon hit positions. Crystals sur-
rounded red (green) boxes are isolated hit crystals which are (are not) regarded as simultaneous
hits.

7.6.2 Possible interpretation of the event

Although the observed number of events is consistent with the background expectation, this can
be also interpreted as a KL → π0νν “signal” event with the branching fraction of 1.29× 10−8, for
example . Basically, sensitivity in this analysis is one-order of magnitude larger than the Grossman-
Nir bound for the KL → π0νν decay, 1.4 × 10−9 as given in Eq. (1.41), and it is difficult to
think a new physics effect gives such a large branching fraction. However, recently Ref. [109] has
pointed out that an existence of a Weakly Interacting Light Boson (WILB) X0 allows a larger
KL → π0νν branching fraction than the conventional Grossman-Nir bound through the process
KL → π0X0, X0 → (invisible) with X0 mass close to that of π0. The conventional Grossman-Nir
bound was calculated from the result of K+ → π+νν in the BNL E949/E787 experiment [32], where
there existed “kinematic exclusion region” in π+ momentum to avoid background from other K+

decays. One of the excluded momentum was 205 MeV/c, which corresponded to missing mass of
π0, considering the K+ → π+π0 decay. This is because inefficiency for photons from π0 decays was
so large that background was not reduced to be small enough compared to an expected amount of
K+ → π+νν events. If a WILB X0 exists and its mass is around that of π0, a large branching ratio
for the K+ → π+νν decay is possible through the process of K+ → π+X0, X0 → νν̄ and this could
also give a large decay rate of KL → π0νν with a similar process. An experimental limit for such a

165

Figure 4.18: Hit pattern in the calorimeter for the observed event. Hits with energy deposit
smaller than 2 MeV are ignored. Cross marks indicate reconstructed photon hit positions.
The energies and hit positions on photons are (E[MeV],x[mm],y[mm])=(519.4, 534.3,−57.4),
(357.4, 11.5,−244.3). Crystals surrounded by red (green) boxes are isolated hit crystals which
are (are not) regarded as simultaneous hits. This figure is taken from [39].
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Chapter 5

Pulse shape study

In the analysis of KL → π0νν for the data taken in 2013 physics run, one event was observed
with the sensitivity 500 times larger than the branching ratio predicted by SM. Because this
event is considered to be the event with neutron-induced clusters, we need a new discrimination
method to reject neutron-induced cluster in addition to the existing method using cluster
shapes.

I have developed a new method utilizing pulse-shapes to discriminate neutron-induced clus-
ters. The motivation for pulse-shape studies is described in Section 5.1. The data and event
selection for the data sample of photon-rich events and neutron-rich events are described in
Section 5.2. The procedure and result of the pulse-shape studies are described in Section 5.3.
The developed method to discriminate incident photons and neutrons using pulse-shape infor-
mation and its performance are described in Section 5.5. The impact of the developed method
for the current KL → π0νν analysis is described in Section 5.6.

5.1 Motivation

5.1.1 Requirement from the current result for KL → π0νν analysis

The contribution of hadronic interaction events in the KL → π0νν analysis was estimated to be
0.18± 0.15 events with the single event sensitivity of 1.29× 10−8. This means that the signal
to background ratio, S/N, with the background only from hadronic interaction events is 1/90.
To increase the S/N ratio to larger than 1, further improvements by a factor of 100 to reject
neutron-induced clusters is needed.

The improvement by a factor of 30 was expected with an improved cut on the cluster shape
and a cut on the shower depth [50], which will be described in Chapter 6. To achieve S/N>1, a
new method with an improvement by more than a factor of 3 was required in addition to those
cuts.

5.1.2 Requirement from the characteristics of neutron-induced clus-
ters

The characteristics of neutron-induced clusters were studied with MC simulation. Geant4 with
QGSP BERT physics package was used for the MC simulation. On the CsI calorimeter, 1-GeV
neutrons were injected normal to the upstream surface and events with two neutron-induced
clusters made from single incident neutron were used for study. In those events, hadronic
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interactions at the primary neutron-induced cluster generated a secondary neutron which then
made secondary neutron-induced cluster. Elow
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Figure 5.1: Energy distribution for primary and secondary neutron-induced clusters made by
a single neutron hit.

Figure 5.1 shows the energy distribution for primary and secondary neutron-induced clus-
ters. The primary neutron-induced clusters have higher energy than the secondary neutron-
induced clusters. To reject both neutron-induced clusters, the energy dependence of the new
method must be studied.

If the neutron-induced background events seen in the physics data were made by the neu-
trons in the beam halo region, the primary neutron-induced clusters tend to be located closer
to the center of the CsI calorimeter surface. The position of the secondary neutron-induced
cluster can be far from the center of CsI calorimeter. To reject both neutron-induced clusters,
the hit position dependence of the new method must be also studied.

In addition to those characteristics, the new method will be used with existing cuts on the
cluster shape such as χ2

shape, NNkine, NNshape. To achieve further reduction of neutron-induced
background in addition to these cuts, the new method should have small correlation with them.
The correlation between the new method and these cuts should thus be studied.

5.1.3 Motivation to study pulse-shape discrimination

The pulse shape discrimination (PSD) technique was a candidate for a new method to discrim-
inate photon-induced clusters and neutron-induced clusters. The PSD technique is popular
and widely used for organic liquid scintillators [51]. The light output of organic scintillators
has two components: a “fast” component with a decay time of few ns to tens of ns, and a
“slow” component with a decay time longer than 100 ns. The fraction of the light yield in the
slow component depends on the type and energy of particles producing the scintillation. The
scintillation light caused by neutrons and protons has a larger slow component than that by
photons. Different ratio of slow to fast components changes the pulse shape. The PSD tech-
nique uses this difference in pulse-shape to discriminate neutrons from photons. The organic
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liquid scintillators have PSD capability for wide range of energy from 1 keV to 100 MeV [51].
In addition to organic scintillators, some inorganic scintillating crystals such as CsI(Tl) and
NaI(Tl) have PSD capabilities [51, 52]. For example, CsI(Tl) crystals have PSD capability for
neutrons, photons, and various charged particles in the energy range from 1 MeV to 200 MeV
[52, 53, 54]. Un-doped CsI crystals also have a PSD capability between photons and neutrons
in the energy range up to 45 MeV [55]. If un-doped CsI crystals have the PSD capability for
the photons and neutrons with the energy over 100 MeV, the PSD can be a tool for the KOTO
experiment to reject the neutron-induced cluster made by high energy neutrons.

5.2 Data and Event selection

To study the difference in pulse shapes between photon-induced clusters and neutron-induced
clusters, the waveform data of photon-rich events and neutron-rich events taken in Run 49,
Run 62, and Run 63 were used.

5.2.1 Photon-rich events

The events of KL → 3π0 decay mode were used as data sample of photon-rich events because
KL → 3π0 has a large branching ratio and six photons in the final state.

5.2.1.1 Data selection

The data taken in the same period as for KL → π0νν analysis were used for the analysis. The
events taken with the Normalization trigger, Minimum Bias trigger, and KL → 3π0 trigger
were used for the KL → 3π0 analysis. There were two type of event selection cuts. The events
with tighter cut was used to estimate the discrimination efficiency for photon-induced clusters.
The events with looser cut was used to study the pulse-shape in KL → 3π0 events

5.2.1.2 Event selection

In addition to the event selection cuts described in Chapter 4, the cuts on the variables related
to the reconstructed KL and π0 were used in the analysis. The event selection cuts used in the
analysis of the KL → 3π0 are summarized in Table 5.1.

Veto cuts

Veto cuts shown in Table 4.2 were used in the tighter cut. No veto cuts were applied in the
looser cut to increase the statistics.

Total energy in CsI calorimater

To remove the bias due to the online trigger, the total energy of two photons was required
to be larger than 650 MeV in the tighter cut.

In the looser cuts, the cut for total energy in the CsI calorimeter was loosened. The total
energy deposit in the left or right half of the CsI calorimeter was required to be larger than 350
MeV.
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Reconstructed mass of KL

The mass of reconstructed KL, MKL
, was required to be within ±15 MeV/c2 of the nominal

KL mass (MPDG
KL

= 497.614-MeV/c2 [14]) to remove the π0s reconstructed with a wrong pair
of photons.

Transverse momentum of reconstructed KL

The transverse momentum of reconstructed KL was required to be less than 50 MeV/c to
ensure that there are no missing particles in the KL decay.

z position of the decay vertex of reconstructed KL

The Zvtx of reconstructed KL, Z
KL
vtx , was required to be far from the NCC, FB, and CV. For

the estimation of discrimination efficiency for photon-induced clusters, ZKL
vtx was required to be

3000 mm < ZKL
vtx < 4700 mm. For the study of pulse-shape in KL → 3π0 events, the cuts on

the ZKL
vtx was loosened to be 2000 mm < Zvtx < 5400 mm.

The deviation in z position of the decay vertex of reconstructed π0s
To ensure that all the π0s were coming from the same KL, the distance between of the decay

vertexes of the reconstructed π0s with the smallest and the largest Zπ0

vtx, ∆Zπ0

vtx, was required
to be less than 400 mm.

Mass of reconstructed π0

After reconstructing the decay vertex of the KL, the invariant masses of π0s decayed from
KL were re-calculated by using the KL vertex. To ensure that all the π0s were coming from the
same vertex, the masses of π0s were required to be within 10 MeV/c2 of the nominal π0 mass
(MPDG

π0 ).

5.2.1.3 Statistics after event selection

The numbers of reconstructed KL → 3π0 after two types of event selections were 210424 with
the tighter cut and 2895362 with the looser cut for pulse shape study.

5.2.2 Neutron-rich events

5.2.2.1 Data selection

To collect the events with neutrons hitting the CsI calorimeter, we conducted special data taking
by inserting the Z0-Al-target in the beam upstream of the FB. We call this special data taking
as “Z0-Al-target run”, as described in Section 2.7.3.3. The neutrons in the beam interacted
with the Z0-Al-target and produced hadrons such as protons, neutrons, and π0s. Because the
Z0-Al-target was placed upstream of FB, photons from π0 decays stopped in FB and NCC, and
could hit the CsI calorimeter. Only neutrons and protons can hit the CsI calorimeter from the
Z0-Al-target. Neutron-rich event were selected by applying the cuts on veto detectors which is
described in Table 4.2.

The data taken in the Z0-Al-target run during Run 62 and Run 63 shown in Table 5.2 was
used in this study. The total number of protons on T1 target recorded in these data taking
was comparable with that of physics data taken in 2013 for the KL → π0νν analysis.
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Table 5.1: The summary of event selection cuts for KL → 3π0 analysis.
Cut Requirement

Tighter cut Looser cut

Number of Photon Clusters 6
Total Energy Cuts
Total energy of photons >650 MeV
Total energy in the half of >350 MeV
the CsI calorimeter
Veto cuts Table 4.2 Not applied.
Photon Cluster Quality Cuts
Fidutial Cut |xcluster| >150 mm, |ycluster| >150 mm,√

x2
cluster + y2cluster <850 mm

Photon Energy Eγ >50 MeV
Cluster distance >150 mm
Photon timing difference <3 ns
Cuts for Kaon and Pion
χ2
Z <20

|MKL
−MPDG

KL
| <15 MeV

|Mπ0 −MPDG
π0 | <10 MeV

PT of reconstructed KL <50 MeV/c

∆Zπ0

vtx <400 mm

ZKL
vtx 3000 mm< ZKL

vtx <4700 mm 2000 mm< ZKL
vtx <5400 mm

Table 5.2: A list of data taking periods for Z0-Al-Target run

Run Beam Power Duration Total hours Number of Protons on T1 Target
Name delivered recorded
Run 62 23.8 kW April 28∼29, 2015 15 hours 1.60× 1017 1.44× 1017

Run 62 26.4 kW May 5∼6, 2015 10 hours 1.72× 1017 1.68× 1017

Run 63 29.3 kW June 11∼12, 37 hours 6.88× 1017 6.68× 1017

June 14∼15,
and June 16, 2015

Run 63 33 kW June 25∼26, 2015 22 hours 4.81× 1017 4.62× 1017

Total 84 hours 1.50× 1018 1.44× 1018
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Table 5.3 shows the trigger rates of the physics triggers with and without the Z0-Al-target.
With the Z0-Al-target, the Lv1 trigger rates increased by a factor of 4 compared to the rate
without the target, and the fraction of events which passed Lv2 trigger condition increased by
a factor of 2.5. Because the physics trigger rate increased by a factor of 4 × 2.5 = 10, the
physics triggers were prescaled to 1/10. Neutrons scattered at the Z0-Al-target should be the
main source of the increase in the trigger rate.

Table 5.3: A list of trigger rates per spill for physics trigger conditions with and without the
Z0-Al-target inserted into the beam.

Type Raw Prescaling Lv1 Trigger Lv2 Trigger Lv2 Trigger
Trigger Factor Requested Accepted Accepted rejection(%)

With Z0Al target 118,000 10 11,800 11,000 7,000 38%
Without Z0Al target 30,000 1 30,000 24,000 5,000 76%

5.2.2.2 Event selection

The events with two clusters in the CsI calorimeter were used for analyzing the pulse-shape in
the neutron-rich sample.

To increase the statistics, only cuts on veto detectors, and a cut on the Zπ0

vtx > 3000mm to
remove NCC background events were applied to study pulse shapes.

To evaluate the performance of discriminating between photons and neutrons, the same
cuts as the ones used for the KL → π0νν analysis, shown in Table 4.2 and Table 4.3, were
used. To evaluate the performance of the developed method alone, the cluster-shape cut using
χ2
shape and all Neural-net cuts were removed, and a cut on Zπ0

vtx to remove NCC background
events described above were added in the analysis. We will call this set of event selection cuts
as “loose cuts”.

5.2.2.3 Statistics after event selection

The number of reconstructed π0 in the neutron-rich sample after loose cuts was 5362. The
number of events with two clusters after cuts on veto detectors and Zπ0

vtx for pulse shape study
was 363064.

5.2.2.4 Estimation of the contamination of KL decay events

Because most of KL decay events were rejected by the loose cuts in the KL → π0νν analysis,
the contamination of KL decay events in the neutron-rich sample after loose cuts should be
small. The amount of background events from KL decay in the neutron-rich sample after loose
cut was expected to be 10% of the amount in the KL → π0νν analysis described in Chapter 4,
considering the total number of protons used in the analysis and the prescale factor.

Only cuts on veto detectors and Zπ0

vtx were applied for pulse shape study. NCC background
events can be rejected by applying cut on the Zπ0

vtx. Most of KL decay modes except for the
KL → 2γ mode were rejected by the cut on veto detector. The number of KL → 2γ decay
events in the events selected for pulse shape study was estimated from that in physics data
after applying the event selection cuts for KL → 2γ shown in Table 5.4. Based on the umber
of reconstructed KL → 2γ decay in the physics data (27730), the number of KL → 2γ decay
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events recorded in the data taken in Z0-Al-target run was estimated to be 3361, considering
the total number of protons used in the analysis and the prescale factor. This corresponds
0.93± 1.59× 10−4 of events for the pulse shape study. The contamination of KL decay events
was thus negligible also in the data for the pulse shape study.

Table 5.4: The summary of event selection cuts for KL → 2γ analysis.
Cut Requirement

Number of Photon Clusters 2
Trigger Bias Cuts
Total energy of photons >650 MeV
Veto cuts Table 4.2
Photon Cluster Quality Cuts
Fidutial Cut |xcluster| >150 mm, |ycluster| >150 mm,√

x2
cluster + y2cluster <850 mm

Photon Energy Eγ >50 MeV
Cluster distance >150 mm
Photon timing difference <3 ns
Cuts for Kaon
PT of reconstructed KL <50 MeV/c

ZKL
vtx 3000 mm< ZKL

vtx <4700 mm

5.3 Waveform fitting

To compare the pulse shapes in photon-induced clusters and neutron-induced cluster, we need
to quantify the characteristics of the pulse shape. To quantify the characteristics of the pulse
shape, the waveforms were fitted with a given function.

In this section, the fitting function and procedure of fitting waveforms will be described.

5.3.1 Asymmetric Gaussian

The recorded pulse had the shape similar to the Gaussian function because the signals from the
CsI calorimeter channels were digitized and recorded after shaping by a 10-pole Bessel filter.
If there is any enhancement in the tail region of the original pulse right after PMT, the pulse
shape will be broader and asymmetric. To parametrize the width and asymmetry of the pulse-
shape, the waveforms were fitted with the Gaussian-like function called “Asymmetric Gaussian
function”:

A(t;A, t0, σ0, a) = |A| exp
(
− (t− t0)

2

2(a(t− t0) + σ0)2

)
+ Pedestal, (5.1)

where |A| represents the pulse height, t0 represents the timing of the peak, and σ0 represents the
width of pulse shape. The parameter “a” is called “asymmetric parameter” which represents
the asymmetry of the pulse shape.
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5.3.2 Fitting procedure

The waveforms of all the channels included in the cluster were analyzed. At first, the pulse and
the timing of its peak were identified in the waveform by fitting the waveform with a pulse shape
template, with the method described in [43, 49]. The pulse shape template for each channel
was made from averaged waveforms of KL → 3π0 events taken in Run 49. After identifying
pulses, the waveform was fitted with the Asymmetric Gaussian function. The range to fit
the waveform was between 20 clocks before the peak and 6 clocks after the peak. Figure 5.2
shows an example of fitting the waveform of one CsI calorimeter channel with the asymmetric
Gaussian function.
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Figure 5.2: An example of fitting waveform with an asymmetric gaussian function.

5.4 Comparison of typical pulse shape

5.4.1 Pulse shape template for photon-rich sample and neutron-rich
sample

The typical pulse shapes of photon-rich sample and neutron-rich sample were compared. The
mean and standard deviation of two fitting parameters, σ0 and a, were derived from the fit
result for events, and were used to make pulse shape templates. The templates were prepared
for each channel and for multiple pulse-height ranges. The template were made separately for
photon-rich sample and for the neutron-rich sample. Figures 5.3 and 5.4 show the statistics of
the events used to make the template of those samples. Most of crystals had more than 10000
events for the photon-rich samples. For neutron-rich samples, the crystals in the region 500
mm from the center of the CsI calorimeter had around 10000 events for the neutron-rich events
and the crystals outside the region had 100 ∼ 1000 events.

Figures 5.5 and 5.6 show the σ0 and the asymmetric parameter “a” used to make template
pulses for one crystal. There are clear discrepancies between photon-rich sample and neutron-
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Figure 5.3: The statistics of the events used for
making the template of the photon-rich sample.
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Figure 5.4: The statistics of the events used for
making the template of the neutron-rich sam-
ple.

rich sample in both σ0 and a. In particluar, the discrepancies are significant above 500 ADC
counts which corresponds to 50 MeV deposit in a single crystal.

Figures 5.7 and 5.8 show the difference in fit parameters between the photon-rich sample
and the neutron-rich sample for all the crystals. The discrepancy between the two samples
increases with the pulse-height in both σ0 and a, for most of the crystals.

Figures 5.9 and 5.10 show the significance of the difference in the fit parameters:

∆p

σ∆p

=
pn − pγ√

RMS2
γ +RMS2

n

, (5.2)

where pγ (pn) and RMSγ (RMSn) represent the mean and the standard deviation of the
fit parameter for the photon-rich (neutron-rich) sample, respectively. The differences of fit
parameters are significant if pulse height is higher than 300∼500 ADC counts.

5.4.2 Correlation between the difference in the cluster shape and
the pulse shape

To check the correlation between the cluster shape and the pulse shape, the pulse shape tem-
plates for the events before and after the cluster shape cut (χ2

shape < 4.6) were compared. As
shown in Fig. 5.11, after cut on the cluster shape, most of crystals have events less than 500
events for making the template of neutron-rich sample.

Figures 5.12 and 5.13 show the σ0 and the asymmetric parameter “a” used to make template
pulses for one crystal for the photon-rich sample, the neutron-rich sample, and the neutron-rich
sample after the cut on the cluster shape. Even after the cut on the cluster shape, both fit
parameters had larger value in neutron-rich sample than that in the photon-rich sample.

Figures 5.14 and 5.15 show the significance of the difference in the fit parameters ∆p/σ∆p

between the photon-rich sample and the neutron-rich sample after requiring χ2
shape < 4.6. Even

after the cluster shape cut, the significances of difference in the fit parameters have the same
tendency against pulse height.
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Figure 5.5: The distribution of σ0 as a func-
tion of pulse-height for CsI ID=1406. Red and
blue points represent the neutron-rich sample
and the photon-rich sample, respectively. The
error bars represent the standard deviation of
the parameter.

(Pulse Height) [ADC counts]
10

log
1.5 2 2.5 3 3.5 4

As
ym

m
et

ric
 p

ar
am

et
er

 "a
"

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.11

h_asym_height_1406

Figure 5.6: The distribution of the asymmet-
ric parameter “a” as a function of pulse-height
for CsI ID=1406. Red and blue points repre-
sent the neutron-rich sample and the photon-
rich sample, respectively. The error bars repre-
sent the standard deviation of the parameter.
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Figure 5.7: The difference in σ0 between the
photon-rich sample and the neutron-rich sample
vs. pulse-height distribution for all channels of
the CsI calorimeter.
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Figure 5.9: The significance of the difference
of σ0 between the photon-rich sample and the
neutron-rich sample vs. pulse-height distribu-
tion for all channels of the CsI calorimeter.
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Figure 5.10: The significance of the difference
of the asymmetric parameter “a” between the
photon-rich sample and the neutron-rich sample
vs. pulse-height distribution for all channels of
the CsI calorimeter.
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Figure 5.11: The statistics of the events used for making the template of neutron-rich sample
after requiring χ2

shape < 4.6 .
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Figure 5.12: The distribution of σ0 as a func-
tion of pulse-height for CsI ID=1406. Red and
blue points represent the neutron-rich sample
and the photon-rich sample, respectively. Black
points represent the neutron-rich sample with
requiring χ2
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the standard deviation of the parameter.
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Figure 5.14: The significance of the difference
of σ0 between photon-rich sample and neutron-
rich sample after requiring χ2

shape < 4.6 vs.
pulse-height distribution for all channels of the
CsI calorimeter.
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Figure 5.15: The significance of the difference of
the asymmetric parameter “a” between photon-
rich sample and neutron-rich sample after re-
quiring χ2

shape < 4.6 vs. pulse-height distribu-
tion for all channels of the CsI calorimeter.
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Figures 5.16 and 5.17 show the significance of the difference in the fit parameters ∆p/σ∆p

between the neutron-rich sample before and after requiring χ2
shape < 4.6. The differenced of

parameters were defined as ∆p = pwithχ2
shapecut

− pwithoutχ2
shapecut

. The significances of differences

of fit parameters were within 0.5 σ. The differences in fit parameters are thus independent with
the cluster shape difference.
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Figure 5.16: The significance of the difference of
σ0 between neutron-rich sample before and after
requiring χ2

shape < 4.6 vs. pulse-height distribu-
tion for all channels of the CsI calorimeter.
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Figure 5.17: The significance of the differ-
ence of the asymmetric parameter “a” between
neutron-rich sample before and after requiring
χ2
shape < 4.6 vs. pulse-height distribution for all

channels of the CsI calorimeter.

5.5 Method to discriminate Neutrons and Photons

I have developed a new method to discriminate between photon-induced clusters and neutron-
induced clusters utilizing the pulse shape difference we saw in Section 5.4 .

5.5.1 Pulse-shape Likelihood ratio method

To determine the types of clusters between photon-induced clusters and neutron-induced clus-
ters, the likelihood for the assumption of each type were calculated and compared. This method
is referred to as “Pulse-shape likelihood method”.

5.5.1.1 Likelihood definition

The likelihood for each assumption was defined based on the fit parameters for each crystal,
each single cluster, and two-cluster system used for reconstructing π0. The likelihood for each
fitting parameter in each crystal was defined by assuming that its probability density function
(PDF) was Gaussian. Figures 5.18 and 5.19 show the fit parameter distribution for CsI=1406
in neutron-rich sample for the events with pulse height between 500 and 1000 ADC counts.
These figures show that the distributions of fit parameters can be treated as Gaussian.

The likelihood for each crystal in a cluster, Lcrystal, is defined as:

Lcrystal =

σ0,a∏
p

exp

(
−(pmeas. − pexp(H))2

2RMSpexp(H)2

)
, (5.3)

104



CHAPTER 5. PULSE SHAPE STUDY

 [clock = 8 ns]0m
3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9

N
um

be
r o

f e
ve

nt
s

0

20
40

60
80

100
120

140
160

180

h_sigma_1406

Figure 5.18: σ0 distribution for CsI=1406 in the
neutron-rich sample for the events with pulse
height between 500 and 1000 ADC counts.
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Figure 5.19: Asymmetric parameter “a” distri-
bution for CsI=1406 in the neutron-rich sample
for the events with pulse height between 500
and 1000 ADC counts.

where p represents the fitting parameters σ0 and a, pmeas. represents the parameters measured
by fitting the waveform of the events, pexp(H) and RMSpexp(H) represent the expected values
and the standard deviation of the fitting parameters at the pulse-height H for the assumed
type of cluster.

Here, the Gaussian function without normalization was used as the PDF for fit param-
eters. Because Gaussian function without normalization has value σ

√
2π times larger than

that with normalization, the assumption with larger standard deviation has larger probability
and likelihood. Templates of neutron-rich sample have larger standard deviation than that of
photon-rich samples, as shown in Figs. 5.5 and 5.6. This can enhance the performance to reject
neutron-induced clusters.

Only the crystals with energy deposit larger than 50 MeV were used for calculating the
likelihood of the clusters because the pulse shape discrepancy between neutron and photon
clusters is significant in that energy range. If no crystal had energy deposit larger than 50 MeV,
the likelihood of the crystal with the maximum energy deposit was used for the calculation.
The likelihood for each cluster is defined as:

L1cluster =
∏
j

Lcrystal
j , (5.4)

where j represents the crystals in the cluster used for the calculation, and Lcrystal
j represents

Lcrystal for j-th crystal in the crystals used for the calculation.

The likelihood of the two-cluster system used for reconstructing π0 is defined as:

L2cluster = L1cluster
1 × L1cluster

2 , (5.5)

where L1cluster
1 , L1cluster

2 represent the L1cluster for each cluster used for reconstructing π0.
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5.5.1.2 Pulse-shape likelihood ratio

To determine the type of single cluster or two-cluster system, likelihood ratio Rγ is defined for
single cluster or two-cluster system as:

R1cluster
γ =

L1cluster
γ

L1cluster
γ + L1cluster

n

, (5.6)

R2cluster
γ =

L2cluster
γ

L2cluster
γ + L2cluster

n

, (5.7)

where Lγ and Ln represent the pulse-shape likelihood for a photon-cluster assumption and
neutron-induced cluster assumption, respectively. A large Rγ means that the single-cluster or
two-cluster system are more likely to be induced by photons.

5.5.2 Performance evaluation

The performance of the pulse-shape likelihood-ratio method was evaluated with the photon-rich
and the neutron-rich samples. As described in Section 5.1.2, the correlation between the pulse-
shape likelihood-ratio method and the energy, position, and the cut variables for the cluster
shape cuts is important. These correlations were also evaluated.

5.5.2.1 Cluster discrimination

R1cluster
γ is defined for each cluster, and the type of each cluster can be discriminated between

a photon-induced cluster and a neutron-induced cluster using R1cluster
γ . Figure 5.20 shows the

R1cluster
γ distributions for the clusters in the photon-rich and neutron-rich samples. The clusters

in the neutron-rich sample have R1cluster
γ close to 0 while the clusters in the photon-rich sample

have R1cluster
γ close to 1. Figure 5.21 shows the fraction of clusters with R1cluster

γ larger than a
given threshold value. By requiring R1cluster

γ to be higher than 0.1, 67% of the clusters in the
neutron-rich samples were rejected while keeping 94% of the photon-clusters.
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Figure 5.20: R1cluster
γ distribution for the

photon-rich sample (blue) and the neutron-rich
sample (red).
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Figure 5.21: Fraction of clusters with R1cluster
γ

larger than a given threshold shown as a func-
tion of threshold value in the photon-rich sam-
ple (blue) and the neutron-rich sample (red).
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Energy dependence

Figure 5.22 and 5.23 show the correlations between R1cluster
γ and the energy deposit of the

cluster in the photon-rich and the neutron-rich samples, respectively. The clusters with energy
deposit smaller than 400 MeV have R1cluster

γ around 0.5. These low energy clusters made the
peaks at 0.5 in the R1cluster

γ distribution and can degrade the performance to reject neutron-
induced clusters in the low energy region.
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Figure 5.22: Correlation between R1cluster
γ and

the energy deposit of the cluster in the photon-
rich sample.
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Figure 5.23: Correlation between R1cluster
γ and

the energy deposit of the cluster in the neutron-
rich sample.

Figures 5.24 and 5.25 show the fraction of clusters with R1cluster
γ larger than 0.1 as a function

of the energy deposit of the cluster in the photon-rich sample and the neutron-rich sample,
respectively. These figures show that the performance to reject the neutron-induced clusters
has large energy dependence below than 800 MeV.
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Figure 5.24: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of the energy de-
posit of the cluster in the photon-rich sample.
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Figure 5.25: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of the energy de-
posit of the cluster in the photon-rich sample.

Hit position dependence
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Figures 5.26, 5.27 show the correlation between R1cluster
γ and the distance between the

cluster position and the center of the surface of the CsI calorimeter in the photon-rich and the
neutron-rich samples, respectively.
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Figure 5.26: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of the distance be-
tween the cluster position and the center of the
surface of the CsI calorimeter for the cluster in
the photon-rich sample.
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Figure 5.27: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of the distance be-
tween the cluster position and the center of the
surface of the CsI calorimeter for the photon-
rich sample.

To isolate the correlation between the cluster position and the performance to reject the
neutron-induced cluster from the energy dependence, the correlation for the cluster with energy
larger than 400 MeV were studied. Figures 5.28 and 5.29 show the fraction of clusters with
R1cluster

γ larger than 0.1 as a function of the distance between the cluster position and the
center of the CsI calorimeter for the cluster with energy larger than 400 MeV in the photon-
rich sample and the neutron-rich sample, respectively. These figures show that the clusters
located farther from the center of the CsI calorimeter surface will be determined more likely
to be photon-induced cluster. This degrades the performance to reject such neutron-induced
cluster.

Correlation with Cluster Shape cut χ2
shape

In the present KL → π0νν analysis, the cluster-shape cut using χ2
shape rejects most of the

neutron background. To achieve a further rejection of the neutron background with the new
method, smaller correlation between R1cluster

γ and χ2
shape is desired.

Figures 5.30, and 5.31 show the correlation between R1cluster
γ and cluster-shape cut vari-

able χ2
shape in the photon-rich samples and the neutron-rich samples, respectively. No strong

correlation can be seen in any sample.

To isolate the correlation between χ2
shape and the performance to reject the neutron-induced

cluster from the energy dependence, the correlation for the cluster with energy larger than 400
MeV were studied. Figures 5.32 and 5.33 show the fraction of clusters with R1cluster

γ larger than
0.1 as a function of the cluster-shape cut variable χ2

shape for the clusters with the energy larger
than 400 MeV in the photon-rich sample and the neutron-rich sample, respectively. These
figures show that the performance to reject the neutron-induced cluster becomes better for the
cluster with smaller χ2

shape.
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Figure 5.28: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of the distance be-
tween the cluster position and the center of the
surface of the CsI calorimeter for the cluster
with energy larger than 400 MeV in the photon-
rich sample.
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Figure 5.29: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of the distance
between the cluster position and the center of
the surface of the CsI calorimeter for the clus-
ter with energy larger than 400 MeV in the
neutron-rich sample.
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Figure 5.30: Correlation between R1cluster
γ and

cluster-shape cut variable χ2
shape in the photon-

rich sample.
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Figure 5.31: Correlation between R1cluster
γ and

cluster-shape cut variable χ2
shape in the neutron-

rich sample.
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Figure 5.32: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of the cluster-shape
cut variable χ2

shape for the clusters with energy
larger than 400 MeV in the photon-rich sample.
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Figure 5.33: Fraction of clusters with R1cluster
γ

larger than 0.1 as a function of cluster-shape
cut variable χ2

shape for the clusters with energy
larger than 400 MeV in the neutron-rich sample.

Dependence on the number of crystals
To investigate the source of the peak at 0.5 for the clusters with energy less than 400 MeV,

the dependence of R1cluster
γ on the number of crystals used for calculation was studied as shown

in Figs. 5.34 and 5.35. Clusters consisting of less than 3 crystals have R1cluster
γ around 0.5 in

both samples.
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Figure 5.34: Correlation between R1cluster
γ and

the number of crystals used for its calculation
in the photon-rich sample.
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Figure 5.35: Correlation between R1cluster
γ and

the number of crystals used for its calculation
in the neutron-rich sample.

Figures 5.36, 5.37, and 5.38 show the correlation between R1cluster
γ and the cluster energy in

the photon-rich sample in case of one, two and three or more crystals used in the calculation,
respectively. These figures show that clusters with low likelihood ratio in the low energy region
correspond to the case with small number of crystal used in the calculation. In particular,
Fig. 5.36 shows that the cluster which had one or no crystal with energy deposit larger than
50 MeV made the peak at 0.5 in the likelihood distribution.

The same correspondences can be seen in the case of the neutron-rich sample. Figures 5.39,
5.40, and 5.41 show the correlation between single-cluster pulse-shape likelihood ratio and the
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Figure 5.36: Correlation between R1cluster
γ and

the cluster energy in the case with one crystal
used in the calculation in the photon-rich sam-
ple.
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Figure 5.37: Correlation between R1cluster
γ and

the cluster energy in the case with two crystals
used in the calculation in the photon-rich sam-
ple.

energy deposit of the cluster in the neutron-rich sample in case of one, two and three or more
crystals used in the calculation, respectively. These figures show that clusters in the neutron-
rich sample with low likelihood ratio in the low energy region correspond to the case with small
number of crystals used in the calculation.
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Figure 5.38: Correlation between R1cluster
γ and

the cluster energy in the case with three or more
crystals used in the calculation in the photon-
rich sample.
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Figure 5.39: Correlation between R1cluster
γ and

the energy deposit of the cluster in the case
with one crystal used in the calculation in the
neutron-rich sample.

The crystals with poor performance

As shown in Fig. 5.20, there were some photon-induced clusters which had R1cluster
γ less than

0.1 in the photon-rich sample. To investigate the source of this component, the performance to
discriminate photon-induced cluster in each crystal was studied. Figure 5.42 shows the fraction
of clusters with R1cluster

γ less than 0.1 in each crystals for the clusters in the photon-rich sample.
There were some crystals which had more photon-induced clusters with R1cluster

γ less than 0.1
(18%) compared with other crystals (5%).
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Figure 5.40: Correlation between R1cluster
γ and

the energy deposit of the cluster in the case
with two crystals used in the calculation in the
neutron-rich sample.
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Figure 5.41: Correlation between R1cluster
γ and

the energy deposit of the cluster in the case with
three or more crystals used in the calculation in
the neutron-rich sample.
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Figure 5.42: Fraction of clusters with R1cluster
γ less than 0.1 in each crystals for the clusters in

the photon-rich sample.
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To investigate the source of poor performance in these crystal, the waveform templates for
these crystal were checked. Figures 5.43 and 5.44 show the σ0 and the asymmetric parameter
“a” used to make template pulses for crystal with CsI ID=975, which is located at (x, y) =
(−212.5 mm,−87.5 mm), for the photon-rich sample and the neutron-rich sample, respectively.
This crystal had standard deviation for the fit parameters twice larger than other crystals in
neutron-rich sample for whole range of pulse height. This large standard deviation made this
crystal to have poor performance to determine photon-cluster and made the cluster withR1cluster

γ

less than 0.1 in photon-rich sample.
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Figure 5.43: The distribution of σ0 as a func-
tion of pulse-height for CsI ID=975. Red and
blue points represent neutron-rich sample and
photon-rich sample, respectively. The error
bars represent the standard deviation of the pa-
rameter.
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Figure 5.44: The distribution of asymmetric pa-
rameter “a” as a function of pulse-height for
CsI ID=975. Red and blue points represent
neutron-rich sample and photon-rich sample,
respectively. The error bars represent the stan-
dard deviation of the parameter.

5.5.2.2 Two-cluster system discrimination

The R2cluster
γ is defined for the two-cluster system used for the reconstruction of π0, and the

type of two-cluster system can be discriminated between two photon-induced clusters or two
neutron-induced clusters using R2cluster

γ . Figure 5.45 shows the distribution of R2cluster
γ for

the photon-rich sample and the neutron-rich sample. Compared with the R1cluster
γ distribution

shown in Fig. 5.20, there is no peak at 0.5 in R2cluster
γ distribution for both samples. Figure 5.46

shows the fraction of two-cluster systems whose likelihood ratio is larger than a given threshold
as a function of the threshold. By requiring the likelihood ratio to be higher than 0.1, 92%
of two-cluster systems in the neutron-rich sample were rejected while keeping 92% of the two-
cluster systems in the photon-rich sample.

Energy dependence

Because the performance to reject single neutron-induced cluster had an energy dependence,
the energy dependence of the performance to reject neutron-induced two-cluster systems was
studied. Figures 5.47 and 5.48 show the fraction of two-cluster systems with R2cluster

γ > 0.1 as
a function of the energy of higher energy cluster and lower energy cluster, respectively, in the
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Figure 5.45: R2cluster
γ distribution for two-

cluster system in the photon-rich sample (blue)
and neutron-rich sample (red).
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Figure 5.46: Fraction of two-cluster system with
the R2cluster

γ larger than a given threshold in
the photon-rich sample (blue) and neutron-rich
sample (red), shown as a function of the thresh-
old value.

photon-rich sample. These figures show that the method has a small energy dependence for
both energies and has better performance if both cluster have energies less than 1 GeV.
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Figure 5.47: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of the
energy of higher energy cluster in the photon-
rich sample.
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Figure 5.48: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of the
energy of lower energy cluster in the photon-rich
sample.

Figures 5.49 and 5.50 show the fraction of two-cluster systems with R2cluster
γ > 0.1 as a

function of the energy of higher energy cluster and lower energy cluster, respectively, in the
neutron-rich sample. These figures show that the method has an energy dependence for both
energies if both clusters had the energy less than 1 GeV.

Correlation with Cluster-shape cut and Neural-net cuts
In the present KL → π0νν analysis, the cluster-shape cuts and neural-net cuts are used

to reject the two-cluster systems induced by neutrons. To achieve a further improvement to
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Figure 5.49: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of the
energy of higher energy cluster in the neutron-
rich sample.
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Figure 5.50: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of the
energy of lower energy cluster in the neutron-
rich sample.

reject the neutron background with new method, a smaller correlation with those cut variables
is desired for the R2cluster

γ .
The correlation between the R2cluster

γ and the maximum χ2
shape of two-cluster systems which

was used to reject the neutron background in KL → π0νν analysis, were studied. Figures 5.51
and 5.52 show the correlation between R2cluster

γ and the maximum χ2
shape of the two cluster

system in the photon-rich sample and the neutron-rich sample, respectively.
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Figure 5.51: Correlation between R2cluster
γ and

the maximum χ2
shape of the two-cluster system

in the photon-rich sample.
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Figure 5.52: Correlation between R2cluster
γ and

the maximum χ2
shape of the two-cluster system

in in the neutron-rich sample.

Figures 5.53 and 5.54 show the fraction of the two-cluster systems with R2cluster
γ > 0.1

as a function of the maximum χ2
shape of the two-cluster system in photon-rich sample and

neutron-rich sample. Both figures show that the pulse shape likelihood method can reject the
neutron-induced two-cluster system more efficiently for the two-cluster system with smaller
maximum χ2

shape.

The correlations between the R2cluster
γ and neural-net cut variables were also studied. The

correlations were studied only with the neutron-rich sample. Figure 5.55 shows the correlation
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Figure 5.53: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of
the maximum χ2

shape of the two-cluster system
in the photon-rich sample.
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Figure 5.54: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of
the the maximum χ2

shape of the two-cluster sys-
tem in the neutron-rich sample.

between the R2cluster
γ and Kinematical Neural-net cut variable NNkine in neutron-rich sample.

Figure 5.56 shows the correlation between the R2cluster
γ and cluster-shape Neural-net cut variable

NNshape in neutron-rich sample. There is no strong correlation between R2cluster
γ and either

neural-net cut variables.
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Figure 5.55: Correlation between R2cluster
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Kinematical Neural-net cut variable NNkine in
the neutron-rich samples.
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Figure 5.56: Correlation between R2cluster
γ and

Cluster-Shape Neural-net cut variable NNshape

in the neutron-rich samples.

Figures 5.57 and 5.58 show the fraction of the two-cluster systems with R2cluster
γ larger than

0.1 as a function of the Kinematical Neural-net variable NNkine and the Cluster-shape Neural-
net variable NNshape, respectively, in the neutron-rich sample. No clear correlation could be
seen in both figures.

Combination with existing Cluster Shape Cut and Neural-net cuts
The performance of pulse-shape likelihood method imposed after the current event selection

cuts were evaluated. In this evaluation, R2cluster
γ was used. To evaluate the performance, the
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Figure 5.57: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of
the Kinematical Neural-net variable NNkine in
the neutron-rich sample.
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Figure 5.58: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of
the Cluster-shape Neural-net variable NNshape

in the neutron-rich sample.

neutron-rich sample after imposing the loose cuts were used. The number of events with
Zvtx >2900 mm and Pt >120 MeV/c were compared for various event selection conditions. The
energy on crystal to calculate the likelihood was required to be 50 MeV and the R2cluster

γ was
required to be larger than 0.1.

Table 5.5: Number of events with Zvtx >2900 mm and Pt >120 MeV/c in the neutron-rich
sample for each cut condition.

Cut Condition Before After After/Before(%)
Pulse-Shape Cut Pulse-Shape Cut

Loose cut 5362 425 7.9±0.37
+NNkine cut 594 53 8.9±1.17
+NNshape cut 778 56 7.2±0.93
+NNkine cut +NNshape cut 62 4 6.5±3.12
+χ2

shape cut 19 0 0
All cuts for KL → π0νν 2 0 0

Table 5.5 shows the number of events in the neutron-rich sample for each cut condition.
Pulse-shape likelihood method rejected the background events in the defined region even after
applying the current event selection cuts for KL → π0νν analysis.

Because no events remained after combining χ2
shape cut and χ2

shape cut, the improvement by
Pulse-shape likelihood method was estimated by changing the threshold for χ2

shape cut.

Figure 5.59 shows the fraction of events with R2cluster
γ > 0.1 for the events with maximum

χ2
shape smaller than given threshold as a function of the threshold in the neutron-rich sample.

Pulse-shape likelihood method rejected more fraction of events with lower threshold for the
maximum χ2

shape. The fraction of events with R2cluster
γ > 0.1 for the events with maximum

χ2
shape < 4.6 was estimated to be (1.88± 0.90)× 10−2 by fitting the change of performance for

the region with 5 < χ2
shape < 20 with straight line, taking covariance between fit parameters

into account.
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Figure 5.60 shows the fraction of neutron-rich events with R2cluster
γ > 0.1 for the events after

both neural-net cuts and the maximum χ2
shapecut. The fraction is shown as a function of the

threshold for the maximum χ2
shape. The fraction of neutron-rich events rejected by pulse-shape

likelihood method decreased for smaller threshold for the maximum χ2
shape. The fraction of

events with R2cluster
γ > 0.1 for the events with maximum χ2

shape < 4.6 after both neural-net cuts
was estimated to be (0.155 ± 3.63) × 10−2 by fitting the change of performance for the region
with 5 < χ2

shape < 40 with straight line, taking covariance between fit parameters into account.
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5.6 Improvement in KL → π0νν analysis

5.6.1 Performance of the pulse shape likelihood method in the physics
data

The developed pulse-shape likelihood method was applied to the physics data to study the
improvement of background rejection.

To evaluate the performance, the physics data sample after imposing the loose cuts were
used. The number of events with Zvtx >2900 mm and Pt >120 MeV/c were compared for various
event selection conditions. The energy on crystals to calculate the likelihood was required to
be larger than 50 MeV and the likelihood ratio was required to be larger than 0.1. Table 5.6
shows the number of events in the physics data for each cut condition. Pulse-shape likelihood
method rejected the background events in the defined region even after applying all the current
event selection cuts for KL → π0νν analysis.

After applying all the event selection cuts for KL → π0νν analysis and the pulse-shape
likelihood cut, one event remained in the defined region. This event was located inside the
signal region. The R2cluster

γ for two-cluster system in this event was 0.838. The R1cluster
γ (Energy)

for each cluster was 0.93 (519 MeV) and 0.26 (357 MeV). The higher-energy cluster seemed to
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Table 5.6: Number of events in the physics data with Zvtx >2900 mm and Pt >120 MeV/c for
each cut condition.

Cut Condition Before After After/Before(%)
Pulse-Shape Cut Pulse-Shape Cut

Loose cut 5150 562 10.9±0.43
+NNkine cut 940 130 13.8±1.13
+NNshape cut 387 59 15.2±1.83
+NNkine cut +NNshape cut 94 19 20.2±4.14
+χ2

shape cut 7 2 28.6±17.1
All cuts for KL → π0νν 2 1 50±35.4

be a photon-induced cluster, in particular because its single-cluster pulse-shape likelihood ratio
was close to 1 and its energy was large enough to have good discrimination performance. The
lower-energy cluster may be a cluster by a hadronic interaction because it has relatively low
pulse-shape likelihood ratio.

5.7 Summary of this chapter

The difference of pulse-shape was confirmed between the photon-rich events and neutron-rich
events. The method to discriminate the photons and neutrons based on the pulse-shape dif-
ference was developed. The performance of developed method to reject the neutron-induced
cluster was evaluated with neutron and photon rich samples. The method achieved 67% rejec-
tion for each cluster and the 92% rejection for two-cluster system, with less than 10 % loss for
photon-induced cluster and two-cluster systems. The developed method has no clear correlation
with existing cuts based on the cluster-shape.

The effect of the method for the physics data taken in 2013 was studied and further reduction
from current event selection was confirmed even though it was smaller than the improvement
evaluated with neutron-rich sample.

The improvement by Pulse-shape likelihood method after all the present event selection cuts
was estimated to be about by a factor of 6 from neutron-rich sample and 2 from physics data.
If we combine these two samples, 4 events remained after applying Cluster-shape likelihood cut
and 1 event remained after applying both Pulse-shape likelihood method cut and Cluster-shape
likelihood cut. This gives us the improvement by a factor of 4.
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Discussion

As described in Chapter 5, the difference in pulse-shape was confirmed between the photon-rich
events and neutron-rich events. The possible mechanism to have the pulse shape difference will
be described in Section 6.1. The possible source of a position dependence of the pulse shape
discrimination method will be described in Section 6.2. The discussion about remained event
in the physics data and the possible source of a performance difference between neutron-rich
sample and physics data will be described in Section 6.3. The result with the pulse shape
likelihoods which use the Gaussian function with normalization as the PDF will be described
in Section 6.4. To reach the sensitivity at the level of the branching ratio of KL → π0νν
predicted by the SM, we need further improvements in addition to the developed pulse shape
discrimination method and the present event selection cuts. The further improvement for the
background reduction will be described in Section 6.5.

6.1 Mechanism to make difference in pulse shape

The pulse shape of output signal from PMT is determined by the following three factors:

• Timing structure of scintillation light emitted from CsI crystals

• Timing structure of scintillation light arriving at PMT after traveling thorough CsI crys-
tals

• Response of PMT against the scintillation light

The difference in pulse shapes between the clusters produced by photons and neutrons should
reflect the difference in their interactions with the CsI crystals.

Because the pulse shape difference remains even after cluster shape cuts, there should be
the source of the pulse shape difference other than the difference in the transversal development
of shower between the electromagnetic shower and the hadronic shower.

One possible mechanism to make a difference in pulse shape is the difference of scintillation
process. If the scintillation light from the hadronic interaction is emitted via a process differ-
ent from the process for electromagnetic interaction, the scintillation light from the hadronic
interaction may have a different timing structure for emission.
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6.1.1 Mechanism of the luminescence from the CsI crystal

At room temperature, the emission spectra of the scintillating light from the un-doped CsI
crystals has two peaks: a narrow peak at 315 nm and a broad peak at 480 nm. The scintillation
light around 315 nm has fast components with the decay times of 10 ns and 36 ns. The
scintillation light around 480 nm has a slow component with the decay time of ∼ 1 µs [27].

The peak position and the fraction of the emission spectra of the slow component vary
between crystals. The slow component with wider and various spectra is explained by the
luminescence from electrons trapped in the vacancies of I− due to impurities in the CsI crystals
[56, 57].

The fast component is regarded as the luminescence from the radiative decay of the self-
trapped excitons (STE) [58, 59]. There are two types of STEs in CsI crystals in terms of
configuration of electrons and holes: on-center and off-center configurations. The excited states
of the two types of STE have singlet and triplet configuration. The on-center STE has the
emission with the peak at 290 nm and the off-center STE has the emission with the peak at 340
nm. The fast component is reported as luminescence mainly from the on-center configuration
STE [58]. The decay time of the luminescence from the on-center STE were measured at room
temperature [58]. The decay of luminescence from the on-center STE has two decay times. The
faster component is assigned to the singlet configuration, and the slower component is assigned
to the triplet configurations. The decay time of faster and slower components from the on-site
STE were measured to be 15 ns and 120 ns, respectively.

6.1.2 Pulse shape difference due to the ionization density difference

In the KOTO CsI calorimeter, only the fast component with the wavelength shorter than 400 nm
can be detected by PMT, because a UV transmitting filter was inserted between the CsI crystal
and PMT, as described in Section 2.3.2. The pulse-shape difference observed in the KOTO CsI
calorimeter should be related to the nature of the fast component. As discussed above, the fast
component of the decay of the luminescence from the CsI crystal has two components and the
faster component is related to the singlet configuration of STE, whereas the slower component
is related to the triplet configuration. If the fraction of triplet configuration becomes larger,
the decay of the luminescence and thus the pulse-shape of the PMT output becomes broader
and more asymmetric.

This mechanism was used to explain the pulse shape difference between incident particles in
the organic scintillator [60]. Fast charged particles passing through the scintillating materials
generate the excitation and the ionization of the molecules of the scintillating materials. The
excitation of molecules leads to the singlet state while the recombination of ions and electrons
after ionization leads to the triplet state. In the region of high density of excitation and
ionization, a singlet state can be converted to a triplet state via the ionization due to the
electric field of neighboring ions or interaction between the singlet states. Most of excited
molecules result in the triplet state due to this conversion in the region of the high ionization
density. Heavier particles with the same kinetic energy have larger dE/dX and thus have
higher ionization density than that by lighter particles. Hadronic showers can make the region
with high ionization density because they consist of low-energy charged hadrons, while the
electromagnetic showers cannot make such region because they are made of relativistic electron
and positrons. This ionization density difference due to the mass and charge difference changes
the pulse shape of hadronic showers.
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DISCRIMINATION METHOD

If this mechanism is also true for the scintillation in the CsI crystal, the pulse-shape dif-
ference seen between the neutron-rich sample and the photon-rich sample can be explained by
the difference of population in the triplet state due to the ionization density difference.

6.1.3 Future prospect

To check whether the difference of the population of slower component changes the pulse shape
for neutron-induced event, we have to measure the the decay time and the fraction of fast
and slow components in the waveform. Because the signal from the CsI calorimeter channels
were digitized and recorded after shaping by a 10-pole Bessel filter, we cannot directly measure
the decay time and the fraction of the faster and slower components in the waveform. To
check the decay time of waveform and the population of slower component in the waveform for
neutron-induced cluster, the waveform digitization without the shaping is needed.

6.2 Source of position dependence of the Pulse shape

discrimination method

As described in Section 5.5.2, the performance of pulse shape discrimination method depends
the distance between the cluster position and the center of the surface of the CsI calorimeter.
The position dependence was large in neutron-rich sample and small in photon-rich sample.

In this section, the study on the source of this correlation will be described.

6.2.1 Correlation between the position and the energy of cluster

Figures 6.1 and 6.2 show the correlation between the energy of cluster and the cluster distance
from the center of the CsI calorimeter for photon-rich sample and neutron-rich sample, respec-
tively. There is a clear correlation between the energy of cluster and the distance for both
samples.
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Figure 6.1: Correlation between the energy of
cluster and the distance between the position
of cluster and the center of the CsI calorimeter
surface for photon-rich sample.
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Figure 6.2: Correlation between the energy of
cluster and the distance between the position
of cluster and the center of the CsI calorimeter
surface for neutron-rich sample.
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Because the pulse shape discrimination method has an energy dependence, the correlation
between the energy of cluster and the distance can be a source of the hit position dependence
of the method.

6.2.2 Statistics of events used for template

The difference in the number of events used for making pulse shape template can also be a
source of the correlation.

As shown in Figs. 5.3 and 5.4, most of crystals had more than 10000 events for the photon-
rich samples while only the crystals in the region 400 mm from the center had around 10000
events for the neutron-rich events. If the crystals with templates made from a large number of
event can discriminate photon-induced clusters from neutron-induced clusters more effectively,
the small position dependence in photon-rich sample and large dependence in neutron-rich
sample can be explained by the difference in the number of events used for making pulse shape
templates.

Figures 5.28 and 5.29 show that hit position dependence were small in the region within 400
mm from the center for the clusters with energy larger than 400 MeV. This small dependence
in the region within 400 mm from the center can be also explained by the number of events
used to make pulse shape templates; the crystals in the region 400 mm from the center had a
large number of events for making templates than the other crystals outside the region.

6.2.3 Future Prospect

If we can have more neutron-rich events to make pulse shape template, more crystals will have
better performance and position dependence of the method may decrease. Because there is
strong correlation between energy and position of cluster, improvement on the position depen-
dence of the method may also improve the energy dependence of the method.

6.3 The remained event in the physics data and the dif-

ference of performance between neutron-rich sample

and physics data

6.3.1 The remained event in the physics data

As described in Section 5.6, the effect of the pulse shape likelihood method for the physics
data taken in 2013 was smaller than the improvement evaluated with the neutron-rich sample.
After applying all the event selection cuts and the cuts on R2cluster

γ , one event remained in the
signal region. This suggests that the physics data contains more events which the pulse shape
likelihood method cannot reject. To understand the type of such events, I compared the fit
parameters of the event remained in the signal region with the template, and estimated the
probabilities for each cluster to be a photon-induced cluster and a neutron-induced cluster.

6.3.2 Fit parameters of the remaining event in the physics data

In the the remaining event in the physics data, four crystals were used to calculate the likelihood.
In the cluster with (E[MeV],x[mm], y[mm])=(519.4, 534.3, -57.4), crystal of CsI ID=1002
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6.3. THE REMAINED EVENT IN THE PHYSICS DATA AND THE DIFFERENCE OF
PERFORMANCE BETWEEN NEUTRON-RICH SAMPLE AND PHYSICS DATA

(x[mm], y[mm])=(-537.5, -62.5) with energy of 172.3 MeV, and crystal of CsI ID=1000 (x[mm],
y[mm])=(-587.5, -62.5) with energy of 162.4 MeV were used.

Figures 6.3 and 6.4 show the templates and the obtained values in the remaining event for
the fit parameters σ0 and a for the crystal of CsI ID=1002. Both parameters in the remaining
event are far from values in the neutron template and within the standard deviation of the
photon template.
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Figure 6.3: The distribution of σ0 as a function
of pulse-height for the crystal of CsI ID=1002
(x[mm], y[mm])=(-537.5, -62.5) with energy of
172.3 MeV. Red and blue points represent the
neutron template and the photon template, re-
spectively. The error bars represent the stan-
dard deviation of the parameter. The * repre-
sents the obtained value in the remaining event
in the physics data.
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Figure 6.4: The distribution of asymmetric pa-
rameter “a” as a function of pulse-height for
the crystal of CsI ID=1002 (x[mm], y[mm])=(-
537.5, -62.5) with energy of 172.3 MeV. Red
and blue points represent the neutron template
and the photon template, respectively. The er-
ror bars represent the standard deviation of the
parameter. The * represents the obtained value
in the remaining event in the physics data.

Figures 6.5 and 6.6 show the templates and the obtained values of the remaining event for
the fit parameters σ0 and a for the crystal of CsI ID=1000. The obtained value of σ0 in the
remaining event is far from the value of the neutron template and closer to the value in the
photon template even though it is located out of the standard deviation of the photon template.
The obtained value of a in the remaining event is closer to the value in the neutron template
even though it is within the standard deviation of both templates.

In the cluster with (E[MeV],x[mm], y[mm])=(357.4, 11.5, -244.3), crystal of CsI ID=647
(x[mm], y[mm])=(-12.5, -262.5) with energy of 162.4 MeV, and crystal of CsI ID=695 (x[mm],
y[mm])=(-12.5, -237.5) with energy of 119.9 MeV were used.

Figures 6.7 and 6.8 show the templates and the obtained values in the remaining event
for the fit parameters σ0 and a for the crystal of CsI ID=647. The obtained values of both
parameters in the remaining event are closer to the values in the photon template even though
they are located within the standard deviation of both templates.

Figures 6.9 and 6.10 show the templates and the obtained values in the remaining event
for the fit parameters σ0 and a for the crystal of CsI ID=695. The measured values of both
parameters in the remaining event are closer to the values in the neutron template even though
they are located within the standard deviation of both templates.
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Figure 6.5: The distribution of σ0 as a function
of pulse-height for the crystal of CsI ID=1000
(x[mm], y[mm])=(-587.5, -62.5) with energy of
74.5 MeV. Red and blue points represent the
neutron template and the photon template, re-
spectively. The error bars represent the stan-
dard deviation of the parameter. The * repre-
sents the obtained value in the remaining event
in the physics data.
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Figure 6.6: The distribution of asymmetric pa-
rameter “a” as a function of pulse-height for
the crystal of CsI ID=1000 (x[mm], y[mm])=(-
587.5, -62.5) with energy of 74.5 MeV. Red
and blue points represent neutron-rich sample
and photon-rich sample, respectively. The er-
ror bars represent the standard deviation of the
parameter. The * represents the obtained value
in the remaining event in the physics data.
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Figure 6.7: The distribution of σ0 as a function
of pulse-height for the crystal of CsI ID=647
(x[mm], y[mm])=(-12.5, -262.5) with energy of
162.4 MeV. Red and blue points represent the
neutron template and the photon template, re-
spectively. The error bars represent the stan-
dard deviation of the parameter. The * repre-
sents the obtained value in the remaining event
in the physics data.
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Figure 6.8: The distribution of asymmetric pa-
rameter “a” as a function of pulse-height for
the crystal of CsI ID=647 (x[mm], y[mm])=(-
12.5, -262.5) with energy of 162.4 MeV. Red
and blue points represent neutron-rich sample
and photon-rich sample, respectively. The er-
ror bars represent the standard deviation of the
parameter. The * represents the obtained value
in the remaining event in the physics data.
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Figure 6.9: The distribution of σ0 as a function
of pulse-height for the crystal of CsI ID=695
(x[mm], y[mm])=(-12.5, -237.5) with energy
of 119.9 MeV. Red and blue points represent
neutron-rich sample and photon-rich sample,
respectively. The error bars represent the stan-
dard deviation of the parameter. The * repre-
sents the obtained value in the remaining event
in the physics data.
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Figure 6.10: The distribution of asymmetric pa-
rameter “a” as a function of pulse-height for
the crystal of CsI ID=695 (x[mm], y[mm])=(-
12.5, -237.5) with energy of 119.9 MeV. Red
and blue points represent neutron-rich sample
and photon-rich sample, respectively. The er-
ror bars represent the standard deviation of the
parameter. The * represents the obtained value
in the remaining event in the physics data.

6.3.2.1 χ2
pulseshape

To evaluate the consistency of an observed cluster with an assumption of the photon cluster
and the neutron-induced cluster, χ2

pulseshape is defined based on the pulse shape template:

χ2
pulseshape,crystal =

σ0,a∑
p

(pmeas. − pexp(H))2

RMSpexp(H)2
, (6.1)

χ2
pulseshape =

N∑
j

χ2
pulseshape,crystal, (6.2)

where j represents the crystals in the cluster used for the calculation, and N represents the
number of such crystals. In this calculation, the numbers of degrees of freedom (NDF ) are 2
for χ2

pulseshape,crystal and 2N for χ2
pulseshape. The χ2

pulseshape,crystal and χ2
pulseshape were defined for

the photon assumption and the neutron assumption.
Figure 6.11 shows the number of crystals used in the calculation of χ2

pulseshape for both
photon and neutron assumptions. In both samples, most of clusters used 2 crystals for the
calculation of χ2

pulseshape.
Figures 6.12 and 6.13 show the χ2

pulseshape,crystal/NDF distribution with the photon assump-
tion and the neutron assumption, respectively, for the photon-rich sample and the neutron-rich
sample. Both figures show that χ2

pulseshape,crystal/NDF had smaller value with the correct as-
sumption and larger value with a wrong assumption.

Figures 6.14 and 6.15 show the χ2
pulse/NDF distribution with the photon assumption and

the neutron assumption, respectively, for the photon-rich sample and the neutron-rich sample.
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Figure 6.11: Number of crystals used in the calculation of χ2
pulseshape. Blue and Red histograms

represent photon-rich and neutron-rich sample, respectively.
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Figure 6.12: χ2
pulseshape,crystal/NDF distribution

with the photon assumption. Blue and Red his-
tograms represent photon-rich and neutron-rich
sample, respectively.
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Figure 6.13: χ2
pulseshape,crystal/NDF distribution

with the neutron assumption. Blue and Red
histograms represent photon-rich and neutron-
rich sample, respectively.
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Both figures show that χ2
pulseshape/NDF had smaller value with correct assumption and larger

value with wrong assumption.
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Figure 6.14: χ2
pulseshape/NDF distribution with

the photon assumption. Blue and Red his-
tograms represent photon-rich and neutron-rich
sample, respectively.
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Figure 6.15: χ2
pulseshape/NDF distribution with

the neutron assumption. Blue and Red his-
tograms represent photon-rich and neutron-rich
sample, respectively.

6.3.2.2 Interpretation of the type of the remaining event

Type of the interaction in each crystal
As described in Section 6.3.2, four crystals were used to calculate the likelihoods of the

remaining event in the physics data. For the cluster with energy of 519.4 MeV, crystal of CsI
ID=1002 and crystal of CsI ID=1000 were used. For the cluster with energy of 357.4 MeV,
crystal of CsI ID=647 and crystal of CsI ID=695 were used.

To determine the type of interaction in each crystal in the remaining event in the physics
data are closer to the photon template or the neutron template, I calculated χ2

pulseshape,crystal and
estimated the probabilities of each crystal with the photon assumption and neutron assumption.

Table 6.1: The obtained value of χ2
pulseshape,crystal and the probability to have χ2

pulseshape,crystal

larger than obtained value, for crystals in the clusters used in the calculation of likelihoods in
the remaining event in the physics data. The values with the photon assumption and with the
neutron assumption are shown separately.

Energy of CsI ID Photon assumption Neutron assumption
Cluster χ2

pulseshape,crystal Probability χ2
pulseshape,crystal Probability

519 MeV 1002 0.92 63% 4.70 9.5%
1000 1.58 45% 3.08 21%

357 MeV 647 2.02 36% 0.88 64%
695 0.91 63% 0.05 97%

Table 6.1 shows the obtained value of χ2
pulseshape,crystal and the probability to have χ2

pulseshape,crystal

larger than obtained value, for crystals in the clusters used in the calculation of likelihoods in
the remaining event in the physics data. The values with the photon assumption and with the
neutron assumption are shown separately.
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Both crystals in the cluster with energy of 519 MeV had smaller χ2
pulseshape,crystal and larger

probabilities with the photon assumption than with the neutron assumption. Both crystals are
thus considered to contain an electromagnetic shower.

For the crystals in the cluster with energy of 357 MeV, the crystal with CsI ID=647 had
smaller χ2

pulseshape,crystal and larger probabilities with the neutron assumption than with the
photon assumption even though obtained values are closer to the values in the photon template,
as shown in Figs. 6.7 and 6.8. This is due to a larger standard deviation of fit parameters for
the neutron template than those for the photon template in this crystal. The crystal with
CsI ID=695 had smaller χ2

pulseshape,crystal and larger probabilities with the neutron assumption.
Both crystals are thus considered to be the crystals with an hadronic interaction.

Type of each cluster
I calculated χ2

pulseshape for the clusters in the remained event in the physics data and esti-
mated the probabilities to be a cluster with electromagnetic shower or that with a hadronic
interaction.

The cluster with energy of 519 MeV had χ2
pulseshape = 2.50 for the photon assumption and

χ2
pulseshape = 7.78 for neutron assumption with NDF = 4. The probabilities to have χ2

pulseshape

larger than the measured value were 64% for the photon assumption and 10% for the neutron
assumption. This means that this cluster was not a cluster with a hadronic interaction at the
90% confidence level.

The cluster with energy of 357 MeV had χ2
pulseshape = 2.92 for the photon assumption and

χ2
pulseshape = 0.92 for neutron assumption with NDF = 4. The probabilities to have χ2

pulseshape

larger than the measured value were 57% for the photon assumption and 92% for the neutron
assumption. This means that this cluster was a cluster with a hadronic interaction at the 92%
confidence level.

Type of the event

If we assume that cluster with energy of 519 MeV was a photon-induced cluster and cluster
with energy of 357 MeV was a neutron-induced cluster, the sum of χ2

pulseshape of each cluster for
such assumption was 3.42 with NDF = 8. The probability to have the sum of χ2

pulseshape larger
than such value was 90.5%. This means that the assumption is correct at the 90% confidence
level. On the other hand, if we assume that both clusters were photon-induced cluster, the sum
of χ2

pulseshape of each cluster for such assumption was 5.41 with NDF = 8. The probability to
have the sum of χ2

pulseshape larger than such value was 71%.

This event is thus considered to have a photon-induced cluster and a cluster with a hadronic
interaction.

6.3.3 Contribution of events with with a photon-induced cluster and
a neutron-induced cluster

Likelihood ratios by taking events with a photon-induced cluster and a cluster with
a hadronic interaction into account

Because the R2cluster
γ was made to discriminate the two photon-induced clusters from the

two neutron-induced clusters, it may less effective to reject the events with a photon-induced
cluster and a cluster with a hadronic interaction. The smaller performance in the physics data
than the neutron-rich sample can be explained if the physics data contains more events with a
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photon-induced cluster and a cluster with a hadronic interaction, and if the cut on R2cluster
γ is

less effective to reject such events.

To check the contribution of events with a photon-induced cluster and a cluster with a
hadronic interaction in the physics data and the neutron-rich sample, I defined new likelihood
ratios by taking the such events into account:

L2cluster
nγ = L1cluster

1,n L1cluster
2,γ + L1cluster

1,γ L1cluster
2,n (6.3)

Rγγ =
L2cluster
γ

L2cluster
γ + L2cluster

nγ + L2cluster
n

(6.4)

Rnγ =
L2cluster

nγ

L2cluster
γ + L2cluster

nγ + L2cluster
n

(6.5)

Rnn =
L2cluster
n

L2cluster
γ + L2cluster

nγ + L2cluster
n

(6.6)

A large R2cluster
nγ means that the two-cluster system is more likely to have a photon-induced

cluster and a cluster with a hadronic interaction.

The pulse shape likelihood ratios for the event remained in the signal region in the physics
analysis are R2cluster

γγ = 0.25, R2cluster
nγ = 0.70, and R2cluster

nn = 0.05.

Figures 6.16, 6.17, and 6.18 show R2cluster
γγ , R2cluster

nn , and R2cluster
nγ distributions, respectively,

for two-cluster system in the photon-rich sample and neutron-rich sample. Because most of the
photon-induced two-cluster systems had R2cluster

nγ around 0.5, the photon-rich sample no longer
had a peak at 1 in R2cluster

nγ distribution.
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Figure 6.16: R2cluster
γγ distribution for two-

cluster system in the photon-rich sample (blue)
and the neutron-rich sample (red).
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Figure 6.17: R2cluster
nn distribution for two-

cluster system in the photon-rich sample (blue)
and the neutron-rich sample (red).

Figure 6.19 shows R2cluster
nγ distribution for two-cluster system in the neutron-rich sample

and the physics data. The contribution of the events with larger R2cluster
nγ (R2cluster

nγ > 0.6) was
larger in the physics data than in the neutron-rich sample in the region. This means that the
physics data after loose cut contains more events with a photon-induced cluster and a cluster
with a hadronic interaction than the neutron-rich sample.
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Figure 6.18: R2cluster
nγ distribution for two-

cluster system in the photon-rich sample (blue)
and the neutron-rich sample (red).
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Figure 6.19: R2cluster
nγ distribution for two-

cluster system in the neutron-rich sample (red)
and the physics data (black).

R2cluster
nγ dependence of the cut R2cluster

γ

If the cuts on R2cluster
γ is less effective for the events with larger R2cluster

nγ , a larger contribution
of the events with larger R2cluster

nγ (R2cluster
nγ > 0.6) in the physics data than in the neutron-rich

sample can explain the difference of the performance of the cut on R2cluster
γ between the physics

data and the neutron-rich sample.
To check whether the cut on R2cluster

γ is less effective for the events with larger R2cluster
nγ ,

R2cluster
nγ dependences of the performance of the cut on R2cluster

γ was studied.
Figure 6.20 shows the fraction of two-cluster systems with R2cluster

γ larger than 0.1 as a
function of the R2cluster

nγ in the neutron-rich sample and the physics data. The 30% of the
events with R2cluster

nγ > 0.4 remained after requiring R2cluster
γ > 0.1 while most of the events

with R2cluster
nγ < 0.4 were rejected after the cut on R2cluster

γ .
Because the cut on R2cluster

γ is less effective for the events with R2cluster
nγ > 0.4, a larger

contribution of the events with with R2cluster
nγ > 0.6 in the physics data than in the neutron-rich

sample can degrade the performance of the cut on R2cluster
γ for the events in the physics data

than in the neutron-rich sample.

R2cluster
nγ dependence of other cut to reject neutron-induced clusters
In addition to the cut on R2cluster

γ , R2cluster
nγ dependences of the performance of other cuts to

reject neutron-induced clusters were also studied.
Figures 6.21, 6.22, and 6.22 show the fraction of two-cluster systems which passed the cuts

on the maximum χ2
shape, NNkine, and NNshape, respectively, as a function of the R2cluster

nγ in the
neutron-rich sample and the physics data. These event selection cuts have no strong correlation
with R2cluster

nγ .

Performance of the combination of the event selection cuts for the events with
large R2cluster

nγ

To check the contribution of the different population of the events with large R2cluster
nγ on the

difference of the performance of the cut on R2cluster
γ between the physics data and the neutron-

rich sample, the performance of the pulse shape likelihood method and other event selection
cuts to reject the neutron-induced cluster were studied for the events with R2cluster

nγ < 0.6. The
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Figure 6.20: Fraction of two-cluster systems
with R2cluster

γ larger than 0.1 as a function of
the R2cluster

nγ in the neutron-rich sample and the
physics data.
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Figure 6.21: Fraction of two-cluster systems
with the maximum χ2

shape < 4.6 as a function

of the R2cluster
nγ in the neutron-rich sample and

the physics data.
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Figure 6.22: Fraction of two-cluster systems
which passed the cut on NNkine as a function
of the R2cluster

nγ in the neutron-rich sample and
the physics data.
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Figure 6.23: Fraction of two-cluster systems
which passed the cut on NNshape as a function
of the R2cluster

nγ in the neutron-rich sample and
the physics data.
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energy on crystals to calculate the likelihood was required to be larger than 50 MeV and the
R2cluster

γ was required to be larger than 0.1.

Table 6.2: The number of events in the neutron-rich sample with Zvtx >2900 mm, Pt >120
MeV/c, and R2cluster

nγ < 0.6 for each cut condition.

Cut Condition Before After After/Before(%)
Pulse-Shape Cut Pulse-Shape Cut

Loose cut 4872 325 6.68±0.35
+NNkine cut 527 38 7.21±1.12
+NNshape cut 695 44 6.33±0.92
+NNkine cut +NNshape cut 54 4 7.40±3
+χ2

shape cut 18 0 0
All cuts for KL → π0νν 2 0 0

Table 6.3: The number of events in the physics data with Zvtx >2900 mm, Pt >120 MeV/c,
and R2cluster

nγ < 0.6 for each cut condition.

Cut Condition Before After After/Before(%)
Pulse-Shape Cut Pulse-Shape Cut

Loose cut 4432 381 8.60±0.42
+NNkine cut 797 84 10.5±1.09
+NNshape cut 323 38 11.8±1.79
+NNkine cut +NNshape cut 79 12 15.2±4.04
+χ2

shape cut 5 0 0
All cuts for KL → π0νν 1 0 0

Tables 6.2 and 6.3 show the number of events in the neutron-rich sample and the physics
data, respectively, for each cut condition by requiring R2cluster

nγ < 0.6.
By requiring R2cluster

nγ < 0.6, the difference of the performance of the pulse shape likelihood
method between the physics data and the neutron-rich sample became small compared with
the results without the cut on R2cluster

nγ which are shown in Tables. 5.5 and 5.6 . The events
with large R2cluster

nγ are thus considered to be one of the sources of different performance of the
pulse shape likelihood method in the physics data and the neutron-rich sample.

6.3.4 The properties of the event with large R2cluster
nγ

To investigate the type of the events with large R2cluster
nγ , the parameter distributions for

such events were studied.
Figures 6.24 and 6.25 show the energy distribution of higher energy cluster and lower

energy cluster, respectively, in the physics data for the case without cut on R2cluster
nγ , with

R2cluster
nγ > 0.6, and with R2cluster

nγ > 0.9. The events with R2cluster
nγ > 0.9 have larger energy

compared with the case before the cut on R2cluster
nγ .

Figure 6.26 shows Maximum χ2
pulseshape distribution in the physics data with the loose cuts

for the case without cut on R2cluster
nγ , with R2cluster

nγ > 0.6, and with R2cluster
nγ > 0.9. Figures 6.27
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Figure 6.24: Energy distribution of higher en-
ergy cluster in the physics data. Blue,red and
black histograms represent the physics data
without cut on R2cluster

nγ , with R2cluster
nγ > 0.6,

and with R2cluster
nγ > 0.9, respectively.
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Figure 6.25: Energy distribution of lower energy
cluster in the physics data. Blue,red and black
histograms represent the physics data without
cut on R2cluster

nγ , with R2cluster
nγ > 0.6, and with

R2cluster
nγ > 0.9, respectively.

and 6.28 show the distribution of the kinematical Neural-net variable NNkine and cluster shape
Neural-net variable NNshape for the events in the physics data with the loose cuts for the case
without cut on R2cluster

nγ , with R2cluster
nγ > 0.6, and with R2cluster

nγ > 0.9. No significant difference
could be seen in Figs. 6.26, 6.27, and 6.28 between before and after the cut on R2cluster

nγ .
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Figure 6.26: Maximum χ2
pulseshape distribution in the physics data with the loose cuts. Blue,red

and black histograms represent the physics data without cut on R2cluster
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nγ > 0.6,
and with R2cluster

nγ > 0.9, respectively.

6.4 Pulse shape likelihood method with normalized PDF

As described in Section 5.5.1, the Gaussian function without normalization was used as the
PDF for fit parameters. This can effectively enhance the likelihood of the neutron-induced
cluster assumption due to larger standard deviation of fit parameters in the neutron-rich sample
compared with the photon-rich sample.
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To evaluate the effect of enhancement due to the use of the Gaussian function without
normalization as the PDF, the pulse shape likelihoods which use the Gaussian function with
normalization as the PDF were defined:

L′crystal =

σ0,a∏
p

1√
2πRMSpexp(H)

exp

(
−(pmeas. − pexp(H))2

2RMSpexp(H)2

)
, (6.7)

L′1cluster =
∏
j

L′crystal
j , (6.8)

L′2cluster = L′1cluster
1 × L′1cluster

2 , (6.9)

R′1cluster
γ =

L′1cluster
γ

L′1cluster
γ + L′1cluster

n

, (6.10)

R′2cluster
γ =

L′2cluster
γ

L′2cluster
γ + L′2cluster

n

, (6.11)

Figure 6.29 shows the R′1cluster
γ distributions for the clusters in the photon-rich and neutron-

rich samples. Figure 6.30 shows the fraction of clusters with R′1cluster
γ larger than a given

threshold value. By requiring R′1cluster
γ to be higher than 0.1, 54% of the clusters in the neutron-

rich samples were rejected while keeping 98% of the photon-clusters.
Figure 6.31 shows the distribution of R′2cluster

γ for the photon-rich sample and the neutron-
rich sample. Figure 6.32 shows the fraction of two-cluster systems with R′2cluster

γ larger than a
given threshold as a function of the threshold. By requiring the likelihood ratio to be higher
than 0.1, 77% of two-cluster systems in the neutron-rich sample were rejected while keeping
98.6% of the two-cluster systems in the photon-rich sample.

The R′2cluster
γ for two-cluster system in the event remained in the 2013 physics data was 0.99.

The R′1cluster
γ (Energy) for each cluster in this event was 0.97 (519 MeV) and 0.86 (357 MeV).

The cluster with energy of 357 MeV had R′1cluster
γ close to 1 even though the fit parameters
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Figure 6.29: R′1cluster
γ distribution for the

photon-rich sample (blue) and the neutron-rich
sample (red).
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Figure 6.31: R′2cluster
γ distribution for two-

cluster system in the photon-rich sample (blue)
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Threshold for Pulse-shape Likelihood ratio
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

Neutron-rich

0/3ALK

Cutratio for Likelihood ratio of pi0
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of the crystal with CsI ID=695 are closer to the values in the neutron template, as shown in
Figs. 6.9 and 6.10. This can be explained by the larger standard deviation of fit parameters for
the neutron template than those for the photon template in this crystal.

6.5 Further improvement for the background reduction

As described in Section 4.5, there were two types of background event sources: kaon decay
events and hadronic interaction events with neutron-induced clusters. To achieve sensitivity
at the level of the branching ratio of KL → π0νν predicted by SM with a better S/N ratio,
we need to reduce the number the event from both types of backgrounds, in addition to the
developed pulse shape discrimination method and the present event selection cuts.

Several studies were already done for the improvement. The improvements to reject neutron-
induced clusters will be described in Section 6.5.1. The improvements to reduce KL decay
background will be described in Section 6.5.2.

6.5.1 Neutron-induced cluster rejection

Two different methods were studied to achieve a better reduction for neutron-induced clusters.
Further improvements for the cluster-shape cut were studied by Dr. K.Sato and Dr. E.Iwai. A
new method to reject neutron-induced cluster using the shower max position information was
also studied. Here I will describe the correlation and expected improvement with these new
methods and Pulse shape discrimination method.

6.5.1.1 Improved Cluster-shape cut

In the current event selection, χ2
shape is mainly used to reject clusters with hadronic interactions.

χ2
shape was calculated by comparing the fraction of energy deposit in each crystal with the

expectation from MC simulation. New method uses the cluster shape projected to the x and y
directions instead. The likelihood of the cluster-shape for x and y projections was calculated by
assuming photons. This method was originally developed by Dr. E. Iwai to reject the KL → 2γ
from KL in the beam halo by comparing the likelihood [43, 44], and modified by Dr. K. Sato
to discriminate neutron-induced clusters.

Figure 6.33 shows the concept of the cluster-shape likelihood method. Sum of energy de-
posits in each row and each column of the cluster were calculated for each cluster. Energy
distribution for crystal columns and rows were used as the x- and y-projected cluster shape.
Projected cluster shapes were compared with the templates of projected cluster shapes of single-
photon made by MC simulation in wide range of energy and incident angle.

To reject neutron-induced clusters, we define a normalized sum of logarithms of the likeli-
hood of x-projected and y-projected cluster shapes:

ClusterShapeLH =
log10 LHx + log10 LHy

Number of crystals in the cluster
, (6.12)

where LHx and LHy represent the likelihoods of x-projected and y-projected cluster-shape,
respectively. Figure 6.34 shows the correlation between ClusterShapeLH and the energy of
photon cluster generated in the MC simulation. Because ClusterShapeLH has a dependence
on energy and incident angle of photon, the threshold value for ClusterShapeLH was defined
separately for each region of the energy and the incident angle. Figure 6.35 shows the threshold
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Figure 6.33: The concept of the Cluster-shape Likelihood method. The cluster-shapes projected
in x and y directions are compared with the template of the cluster shape. This figure was
made by Dr. K. Sato.

for ClusterShapeLH as a function of energy in the case of incident angle θ = 0. The cluster
was rejected if its ClusterShapeLH was smaller than the threshold value.

Figure 6.36 shows the correlation between ClusterShapeLH and the energy of photon cluster
in KL → 3π0 sample taken with beam in Run 49. Most of photons are above the threshold
line. The loss of single photons after imposing cut on the ClusterShapeLH was 15.3% without
the cut on the χ2

shape and 11.8% with the cut on the χ2
shape. The fraction of π0 → 2γ remaining

after the cut on the ClusterShapeLH was 72% (78%) before (after) the χ2
shape cut .

Figure 6.37 shows the correlation between ClusterShapeLH and the energy of photon cluster
in the neutron-rich sample with the loose-cut. Most of clusters are below the threshold line.
The cut on the ClusterShapeLH rejects 68% (95%) of clusters in the neutron-rich sample before
(after) the cut on the χ2

shape.

With this improved cluster-shape cut, the improvement on the reduction of neutron-induced
cluster by a factor of 3 was expected [50], in addition to the present event selection cuts.

The correlation and the expected improvement with the cluster shape likelihood method
and the pulse shape discrimination method were studied with the neutron-rich sample and
physics data. Table 6.4 shows the number of events in neutron-rich sample with Zvtx >2900
mm and Pt >120 MeV/c for various cut conditions.

Because most of the events in neutron-rich sample were rejected by the cluster shape likeli-
hood method alone, it is hard to estimate the improvement or to check the correlation between
the pulse shape likelihood method and cluster shape likelihood method.

After the cluster shape likelihood cut, 5 events in neutron-rich sample remained, and all of
them were rejected after applying cut with the pulse-shape likelihood method. The upper limit
on the number of remaining events after cuts with the both likelihood method was expected
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Table 6.4: Number of events with Zvtx >2900 mm and Pt >120 MeV/c in the neutron-rich
samples for each cut condition

Cut Condition w/o Cluster-shape w/Cluster-shape reduction(%)
Likelihood Cut Likelihood Cut

Loosecut 5362 5 0.1±0.04
+ Pulse shape likelihood cut 5 0 0
+NNkine cut 594 0 0
+NNshape cut 778 5 0.6±0.29
+NNkine cut +NNshape cut 62 0 0
+χ2

shape cut 19 0 0
All cut for KL → π0νν 2 0 0

to be 2.3 at the 90% confidence level (C.L.), based on Poisson statistics. The improvement by
pulse-shape likelihood method after cluster shape likelihood cut was thus expected to be larger
than by a factor of 2.1.

The correlation between the two likelihood method was studied for single cluster instead of
two-cluster system. Figure 6.38 shows the fraction of clusters which passed the cluster shape
likelihood cut as a function of R1cluster

γ in the neutron-rich sample. The cluster shape likelihood
method could reject the neutron-induced clusters more efficiently for the cluster rejected by the
pulse shape likelihood cut than for the cluster which passed the pulse shape likelihood cut.
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Figure 6.38: Fraction of cluster which passed cluster shape likelihood cut as a function of
R1cluster

γ for the clusters in the neutron-rich sample.

The cluster-shape likelihood was also applied to physics data in the 2013 KL → π0νν
analysis.

The event remaining inside the signal region in the KL → π0νν analysis could be rejected
by the cluster-shape likelihood method. The ClusterShapeLH (threshold for ClusterShapeLH)
for each cluster of that event was -1.364 (-1.394) and -1.635 (-1.498) for the cluster with the
energy of 519 MeV and 357 MeV, respectively. Because the ClusterShapeLH of the lower
energy cluster was smaller than the threshold, the lower energy cluster was regarded as the
cluster with a hadronic interaction and thus the event was rejected. The higher energy cluster
had the ClusterShapeLH higher than the threshold and regarded as the photon-induced cluster.
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This result was consistent with that from the pulse shape likelihood method.

Table 5.6 shows the number of events in the physics data with Zvtx >2900 mm and Pt >120
MeV/c for various cut condition. After cluster-shape likelihood cut 7 events in physics data

Table 6.5: Number of events in physics data with Zvtx >2900 mm and Pt >120 MeV/c for each
cut condition
Cut Condition w/o Cluster-shape w/Cluster-shape reduction(%)

Likelihood Cut Likelihood Cut

Loosecut 5150 7 0.1±0.05
+ Pulse shape likelihood cut 562 3 (5.34± 3.07)× 10−1

+NNkine cut 940 1 0.1±0.11
+NNshape cut 387 6 1.5±0.63
+NNkine cut +NNshape cut 94 1 1.1±1.06
+χ2

shape cut 7 0 0
All cut for KL → π0νν 2 0 0

remained and 3 events out of them remained after applying cut on Pulse-shape likelihood
method. The improvement by Pulse-shape likelihood method for physics data after cluster-
shape likelihood cut was thus expected to be 2.3.

The improvement by Pulse-shape likelihood method after Cluster-shape likelihood cut was
estimated to be about by a factor of 2 from neutron-rich sample and physics data. If we combine
these two samples, 3 events remained after pulse shape likelihood method cut out of 12 events
after cluster shape likelihood cut. This gives us the improvement by a factor of 4.

6.5.1.2 Shower-depth measurement capability

The shower depth can be a possible tool to discriminate hadron showers from electromagnetic
showers.

The shower maximum of hadron showers tends to be located more downstream than that of
electromagnetic shower because the interaction length (38.04 cm) is longer than the radiation
length (1.86 cm) [14]. This tendency becomes more significant in the background events with
single neutrons studied with the MC simulation. Figure 6.39 shows the maximum shower depth
for two clusters in the KL → π0νν and 1-GeV neutron events with loose-cuts for KL → π0νν
analysis studied with MC simulation. Among the two clusters used for π0 reconstruction,
the cluster with deeper shower depth tends to have the shower maximum in the downstream-
half of the crystal for the neutron events. If we select the events with the maximum shower
depth shorter than 180 mm, 92% of the neutron-induced background events were rejected while
keeping the 95% of signal events.

With the current setup of the KOTO CsI calorimeter, the scintillation light from the CsI
crystals are read out only from the downstream side and it is difficult to get the depth infor-
mation. If we can add a photo sensor at the upstream end of the crystal, we can get the depth
information by taking the timing difference between the both ends. Multi Pixel Photon Counter
(MPPC) is being considered as the photo sensor for the additional readout because of its low
mass thickness, The improvement with additional readout was estimated by Dr. H. Nanjo to
be a factor 10 [50].
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Figure 6.39: The maximum shower depth for two-cluster system in the KL → π0νν (blue line)
and 1-GeV neutron events (red line) with the loose-cuts for KL → π0νν analysis studied with
MC simulation.

Correlation between pulse shape difference and shower depth
If there is a correlation between pulse shape difference and shower depth, pulse shape

discrimination method will have shower depth dependence and the additional improvement by
shower depth measurement after pulse shape cut will be smaller than by a factor of 10.

As described in Section 2.3.2, most of CsI crystals were made from two crystals glued
together and were covered by an aluminized mylar and a black mylar. These special properties
may change the timing structure of scintillating light during the light propagation depending
on the emission point and may change the pulse-shape. If the pulse-shape of the CsI crystal
vary with the position of interaction, it will be sensitive to the position of shower maximum or
shower depth. If the position dependences of fit parameters contributes to pulse-shape difference
between photon and neutron samples, the positive correlation between the fit parameters and
the position of activities is expected. To check the contribution of position dependence of fit
parameters on the pulse-shape difference between photon and neutron samples, the z position
dependence of the pulse-shape was studied with the cosmic-ray muons and also with a positron
beam.

Test with cosmic ray muons
The z position dependence of the pulse-shape was studied with cosmic ray muons. The

data of cosmic ray muons taken after the 2013 physics data taking were used for this study.
The cosmic ray muons which penetrated through the MB, BCV, and the CsI calorimeter were
used. As described in Section 4.3.2.3, the hit z position at each module of MB and BCV was
measured from its timing information. The hit z positions at each CsI crystal were calculated
from the track of cosmic ray muons reconstructed from the hit positions on the inner and outer
modules of MB. Figure 6.40 shows the reconstructed track of the cosmic muon. The z position
resolution with the reconstructed track was measured to be 56 mm [23].

The waveforms of the CsI calorimeter channels were fitted with the same method as de-
scribed in Section 5.3.2. Figures 6.41 and 6.42 show example of correlations between the fit
parameters and the hit z position of the cosmic ray muons.

The correlations between fit parameters and the hit z position were fitted with straight lines
and the fit parameter differences between the activities at the upstream end (z = 0 mm) and
the downstream end (z = 500 mm) were obtained from the fit result. Figures 6.43 and 6.44
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Figure 6.40: Left: The reconstruction of the track of a cosmic-ray muon. The black points
represent the hit positions on the inner and outer modules of MB. The blue points represent
the hit positions on the CsI calorimeter channels. The red line represents the reconstructed
track of a cosmic-ray muon. Right: the estimation of hit z position in each CsI crystal using
reconstructed track of a cosmic-ray muon. The red line represents the reconstructed track of
a cosmic-ray muon. The magenta point represents the hit z positions on the CsI calorimeter
channels expected from the track.
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Figure 6.41: The correlation between σ0 and
the hit z position of the cosmic ray muon for
the crystal with CsI ID=176.

Hit z position [mm]
0 50 100 150 200 250 300 350 400 450 500

As
ym

m
et

ric
 p

ar
am

et
er

 "a
" 

0.066

0.067

0.068

asym.par vs Z for CsI crystal 176

Figure 6.42: The correlation between asymmet-
ric parameter “a” and the hit z position of
the cosmic ray muon for the crystal with CsI
ID=176.

143



6.5. FURTHER IMPROVEMENT FOR THE BACKGROUND REDUCTION

show the correlation between the fit parameter difference measured with neutron and photon
samples and the fit parameter difference expected from the cosmic ray muon measurement for
each crystal. As shown in Fig. 6.43, most of crystals had larger σ0 in the downstream region
even though the amount of difference expected from the cosmic ray muon measurement (∼ 0.01)
were not large enough to explain the difference seen between the neutron and photon samples
(∼ 0.03). Figure 6.44 shows that most of crystals had smaller “a” in the downstream region
while they had larger “a” in the neutron samples compared with the photon samples.

The measurement with cosmic ray muons shows that the position dependence of σ0 can be
one of the sources for the difference in pulse shapes, but the position dependence of “a” cannot
explain the difference in “a” in the neutron sample.
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Figure 6.43: The correlation between the dif-
ference of σ0 measured with neutron and photon
samples and the difference between upstream
and downstream ends measured with cosmic ray
muons for each crystal.
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Figure 6.44: The correlation between the differ-
ence of “a” measured with neutron and photon
samples and the difference between upstream
and downstream ends measured with cosmic ray
muons for each crystal.

Test with positron beam The position dependences of the fit parameters were studied
also with the positron beam at the beam test. The beam test was held at the Research Center
for Electron Photon Science (ELPH) in the Tohoku University on February 23rd and 24th,
2016. Figures 6.45 and 6.46 show the setup of the apparatus for the beam test. A small CsI
calorimeter made of 8 large crystals and 4 small crystals was used to test the response of the
CsI crystals against the hit z position. The small CsI calorimeter was placed on a movable
stage. The z axis was defined to be parallel with the longitudinal direction of the crystals and
the origin of z axis was defined to be the center of the crystal.

The 500-MeV positron beam was used to test the position dependence of the fit parameters.
Positrons that penetrated through two 1 cm×1 cm trigger counters were used. The z position
dependence was studied by changing the hit position of the beam by moving the calorimeter
along the z direction.

The output from the PMTs connected to the CsI crystal was read out with the same type
of 125-MHz ADC modules used in the KOTO experiment. The recorded waveforms of events
were fitted with the same method as described in Section 5.3.2.

The correlation between the fit parameters and the hit z position was studied for four small
CsI crystals. Figures 6.47 and 6.48 show the correlation with the hit z position for σ0 and “a”,
respectively. Positive correlation can be seen between σ0 and the hit z position for all four
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Figure 6.45: A photograph of the beam test ap-
paratus. A small CsI calorimeter was installed
inside the box covered by black sheets. Two
plastic scintillator tigger counter were placed in
front of the CsI calorimeter.

Figure 6.46: The CsI calorimeter used for the
beam test. It consisted of 8 large crystals and
4 small crystals.
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small crystals, while three crystals had negative correlation between “a” and the hit z position.
These results from the beam test are consistent with the result with the cosmic ray muons.

Conclusion for study of interaction position dependence
The difference in σ0 due to interaction position difference is smaller than that seen in photon

and neutron samples. The interaction position dependences of fit parameters were inconsistent
with the pulse shape difference seen in photon and neutron samples. The correlation between
the pulse shape likelihood method and the shower depth is thus expected to be small.

6.5.2 KL decay background rejection

The background events from KL decay are caused by the intrinsic detection inefficiency of
detector system and the inefficiency due to accidental hit.

6.5.2.1 Inefficiency due to accidental hit

The contribution of KL background due to the inefficiency with accidental hits was estimated
to be 0.014 events with the single event sensitivity of 1.29 × 10−8. This means that signal to
background ratio, S/N, with the background only from this decay is 1/7.

This inefficiency was caused by misidentification of pulses overlapping together. As shown
in Fig. 4.15, the parabola fitting method cannot separate the two pulses if one comes after
another one within 100 ns because it finds pulses by searching for local maxima in the smoothed
waveform.

To improve pulse identification efficiency, I have developed a pulse identification method
utilizing pulse shape template [61]. This method is called “Template fitting method”. In
the developed pulse identification method, waveform was fitted with pulse-shape template.
After fitting waveform with pulse-shape template, the remaining pulse was searched for in
the difference between waveform and pulse shape template. This procedure was iterated by
increasing the number of pulses expected in the waveform until no significant difference was
found between waveform and pulse shape template.

Figure 6.49 shows an example of the result of pulse identification with the template fitting
method. The waveform shown in this figure is the same waveform used in Fig. 4.16 which
parabola fitting could not identify correctly. With the template fitting method, the overlapping
pulses in this waveform were correctly identified.

I studied the pulse identification efficiency of template fitting method for the two pulses,
which were made from overlaying two waveform recorded in 2013.

The pulse identification efficiency for the waveform collected with 125-MHz ADC module
was studied with the waveform of MB. Figure 6.50 shows the two-pulse separation efficiency for
the pulses of MB against the distance of two pulses and the log of the ratio of the pulse heights
between the later pulse and the earlier pulse. Pulse heights of both pulses were required to be
larger than 100 ADC counts, which is equivalent to 2 MeV per channel. Two pulses could be
separated if a latter pulse comes at least 30 ns after the earlier pulse and the height of the later
pulse is larger than 5 % of the height of the earlier pulse.

The pulse identification efficiency for the waveform collected with 500-MHz ADC module
was studied with the waveform of BHPV. Figure 6.51 shows the two-pulse separation efficiency
for the pulses of BHPV against the distance of two pulses and the log of the ratio of the pulse
heights between the later pulse and the earlier pulse. Pulse heights of both pulses were required
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with template fitting method. The red and blue points represent the pulses of hit from Kaon
decay and that of the accidental hit, respectively. The black points are the waveform with two
pulses summed together. The green lines are the pulse shape of identified pulses

to be larger than 100 ADC counts. Two pulses could be separated if a later pulse comes at
least 6 ns after the earlier pulse and the height of the later pulse is larger than 10 % of the
height of the earlier pulse.

Figure 6.52 shows the two-pulse identification efficiency of template fitting method against
the waveform of 125-MHz ADC modules and 500-MHz ADC modules. With the template
fitting method, the pulse identification efficiency for overlapped pulses could be improved from
parabola fitting method. The minimum distance for the separation of two pulses could be
shortened from 100 ns with parabola fitting method to 30 ns with the template fitting method.
If we use 500-MHz ADC modules for digitization, the minimum distance can be shortened down
to 5 ns.

I estimated the number of background events due to the accidental hits in the case with
template fitting method. The estimation was done in the same way as with parabola fitting
method [39]. The same value as the current event selection cuts were used for size of veto
window and the energy threshold for detectors. The effect of accidental hits was simulated by
overlaying the waveform of accidental events on the simulated pulse. Table 6.6 shows the result
of the estimation. No background event due to accidental hit was found in the signal region
with the statistics 300 ∼ 800 times larger than the number of KLs recorded in the 2013 physics
run.

In the case with current veto window size, we can reduce the background due to the acci-
dental hits low enough with template fitting method. In the case with narrower veto window
to reduce acceptance loss due to accidental hit, we can improve pulse identification efficiency
and remove more background events with the template fitting method by replacing the current
125-MHz ADC modules equipped with Bessel filter with the 500-MHz ADC modules without
the filter.

6.5.2.2 KL → 2π0, 3π0 background

The contribution of KL → 2π0, 3π0 background was estimated to be 0.069 events with the
single event sensitivity of 1.29× 10−8. This means that signal to background ratio, S/N, with
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Table 6.6: The summary of estimated number of background events. Statistics was defined as
the number of KLs at the exit of beam line.
Decay Mode Initial number of Total Scale to #KL Estimated number

statistics accidental statistics in 2013 data of background events
events

KL → 2π0 6.94× 1011 100 6.94× 1013 291 <0.008(90%C.L)
KL → 3π0 7.68× 108 100000 7.68× 1013 323 <0.0071(90%C.L)
KL → π+π−π0 3.98× 108 52000 2.07× 1014 868 <0.0025(90%C.L)
KL → π±e∓ν 3.94× 108 52000 2.05× 1014 862 <0.0026(90%C.L)
KL → π±µ∓ν 1.85× 108 52000 9.61× 1013 403 <0.0057(90%C.L)

the background only from these decay is 1/34.5. The background events from KL → 2π0, 3π0

decays can be reduced by additional detector modules installed after 2013 physics run including
four more BHPV module, BHGC modules, and additional Barrel-shaped photon detector called
“Inner Barrel (IB)” with 5X0. With additional detector modules and tighten threshold for MB
and BCV, S/N only with KL → 2π0, 3π0 background can be improved to 0.9 [39].

6.5.2.3 KL → 2γ background

The contribution of KL → 2γ background was estimated to be 0.069 events with the single
event sensitivity of 1.29 × 10−8. This means that signal to background ratio, S/N, with the
background only from this decay is 1/15. This background can be rejected by discriminating
the incident angle of photon. The method to the discriminate incident angle of photon based
on the cluster was studied and an improvement by a factor of 53 was expected [43].

6.5.2.4 KL → π+π−π0 background

The background events found in the low-P π0

T region are regarded as the events from KL →
π+π−π0 decays with missing π+ and π− hitting the beam pipe. With the new beam pipe made
of aluminum and BPCV modules, a reduction of KL → π+π−π0 by a factor of 30 was expected
[36].

6.5.3 Summary for further improvement

The background events fromKL decays can be reduced by the detectors added after 2013 physics
data taking and by the pulse identification with template fitting method. The combination of
the Pulse-shape and the Cluster-shape likelihood methods and the shower depth measurement
will give us the improvement of the reduction of neutron-induced cluster by more than a factor
of 100. These improvements will enable us to discover KL → π0νν at the level of the branching
ratio of SM prediction.
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Chapter 7

Conclusion

I have developed the data acquisition system for the KOTO experiment. In particular, I
have integrated veto detectors into the data acquisition system to reject events which have any
activities on the veto detector subsystems. The system worked stably and achieved the required
performance during the physics data taking in 2013 and 2015.

To suppress the background caused by neutrons, which was found in the KL → π0νν data
taken in 2013, I studied the pulse shape of CsI calorimeter for photon-induced clusters. I found
a difference in the pulse shapes for neutrons and photons in the CsI crystals. I have developed a
new method to reject neutron-induced clusters by using the pulse shapes of the CsI calorimeter.
The method can reject 67% of neutron-induced single clusters and 92% of neutron-induced two-
cluster systems while keeping more than 90% of photon clusters. The developed method has
no clear correlation with existing cut based on the cluster-shape.

Combined with an improved cluster-shape discrimination method and a proposed shower
depth discrimination method, the background caused by neutrons will be supressed by more
than a factor of 100. This will allow us to discover KL → π0νν at the level of the branching
ratio predicted by SM.
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Appendix A

Appendix

A.1 Detailed study about the correlation between the

number of CsI crystal used in the calculation and

R1cluster
γ

The number of crystals used in the calculation should increase along with the energy deposit
of incident particle. Figures A.1 and A.2 show the correlation between energy deposit and
the number of crystals used in the calculation in the photon-rich sample and the neutron-rich
sample, respectively. The number of crystals used in the calculation was less than 3 for energy
deposit less than 400 MeV in the photon-rich sample and the neutron-rich sample.
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Figure A.1: Correlation between energy deposit
in the cluster and the number of crystals used
for its calculation in the photon-rich sample.
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Figure A.2: Correlation between energy deposit
in the cluster and the number of crystals used
for its calculation in the neutron-rich sample.

In the calculation of the R1cluster
γ , the crystals with energy deposit larger than the threshold

were used. If we lower the energy threshold, more crystals are expected to be used. If the
energy dependence of R1cluster

γ is caused by the number of crystal used in the calculation,
the likelihood ratio with smaller energy threshold should have a different energy dependence.
Figure A.3 shows the correlation between cluster energy and the number of crystals used for
the calculation in photon-rich sample with energy threshold on crystal set at 10 MeV. By
lowering the threshold, most of clusters have three or more crystals used in the calculation even
in the low energy region. Figure A.4 shows the correlation between R1cluster

γ and the cluster
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A.2. ENERGY THRESHOLD DEPENDENCE

energy in photon-rich sample with a 10 MeV energy threshold on each crystal. There is no
significant difference between Fig. 5.22 and Fig. A.4 even though the number of crystals used
in the calculation increased.

The energy dependence of R1cluster
γ is thus determined not by the total number of crystals

used in the crystals but by the total number of crystals with energy deposit larger than 50
MeV.
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Figure A.3: Correlation between the number of
crystals used in the calculation and the cluster
energy in the photon-rich sample with energy
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Figure A.4: Correlation between R1cluster
γ and

the cluster energy in the photon-rich sample
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A.2 Energy threshold dependence

The effect of the energy threshold on the crystals on the performance of discrimination was
studied.

Energy threshold dependence of R1cluster
γ

Figures A.5 and A.6 show R1cluster
γ distribution for the photon-rich sample and the neutron-

rich sample, respectively, with the energy threshold on crystal set to 10 MeV and 50 MeV.
More clusters tend to have smaller likelihood ratio with 10-MeV than with 50-MeV threshold
in both samples. As shown in Figs. 5.5 and 5.6, in the low energy region, the RMS values of
fit parameter’s template for the neutron-rich samples were larger than those for photon-rich
samples. The larger RMS value can make the likelihood of neutron-assumption larger than
that of photon-assumption in low energy region, and make the R1cluster

γ smaller. This is why we
have smaller R1cluster

γ with smaller energy threshold on crystal. Figure A.7 shows the fraction
of clusters with R1cluster

γ larger than 0.1 for the photon-rich sample and neutron-rich sample as
a function of the energy threshold on crystal. By lowering the energy threshold on the crystals,
neutrons are rejected more efficiently while keeping most of the photons.

Energy threshold dependence of R2cluster
γ

The performance of discrimination depends the energy threshold on crystal. Figure A.8
shows the fraction of two-cluster system whose R2cluster

γ is larger than 0.1 for the photon-rich
sample and the neutron-rich sample, as a function of the energy threshold on crystal. By
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lowering energy threshold on the crystals, two-cluster system induced by neutrons are rejected
more efficiently while keeping most of two-cluster system with two real photons.
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Figure A.8: Fraction of two-cluster system with the R2cluster
γ larger than 0.1 in the photon-

rich sample (blue) and the neutron-rich sample (red) as a function of the energy threshold on
crystal.
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