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Introduction



Chapter 1

History

We denote an algebraic closure of Q by Q. The properties of special values of formal power series with
coefficients Q, such as irrationality, transcendence or more generally linear relations, algebraic relations
among them, have been studied by many mathematicians. One of the pioneering work on this theme is

about the special values of exponential function as follows:
THEOREM 1.0.1. (Hermite, 1873) The Napier’s constant e is transcendental number.

In 1882, Lindemann generalized Theorem 1.0.1 to the transcendency of special values of exponential
function at non-zero algebraic numbers. In 1885, after the work of Lindemann, Weierstrass obtained the

following result so called Lindemann-Weierstrass Theorem:

THEOREM 1.0.2. (Lindemann-Weierstrass Theorem)
Let m be a natural number and aq, ..., algebraic numbers which are linearly independent over
rational number field. Then we have the following equality:

tr.degoQ(e™, ..., e%") = m.

The next development of this subject was given by Siegel in 1929 (cf. [74]). The main contributions
of his studies are as follows:

(a) He defined 2 classes of formal power series, E-functions and G-functions, which are still the main
research objects even today.

(b) He gave an algebraic independence result for special values of E-functions at algebraic numbers
that is a generalization of Theorem 1.0.2.

Note that the notion of E-function is a generalization of exponential function and that of G-function is
a generalization of algebraic functions. Siegel obtained the result (b) from the view point of approximation
of special values of E-functions by algebraic numbers (cf. Lemma 5.1.1). Although Siegel could not obtain
any results of algebraic relations among special values of G-functions, he conjectured that we should be
able to obtain some algebraic relations among them by the same method to prove the result of (b),
namely the approximation of special values of G-functions by algebraic numbers. After the work of Siegel
as above, many mathematicians studied the algebraic relations among special values of E-functions and
G-functions at algebraic numbers. The studies for special values of E-functions had been developed early
on stage, but the conjecture of Siegel mentioned as above for special values of G-functions was unsolved
for a long time. Afterwards, the conjecture of Siegel was solved (see Theorem 1.2.20), but the algebraic

relations among special values of G-functions still have many mysteries even nowadays.



In this thesis, we study the algebraic relations, especially linear relations, of special values of formal
power series which relate to G-functions. In the following section, we overview algebraic relations among
special values of F-functions and G-functions. Since many studies for G-functions are based on that of

E-functions, we firstly explain previous studies of E-functions.

1.1 Algebraic relations among special values of E-functions

In this section, we introduce the results of algebraic relations among special values of F-functions. E-

function is a generalization of exponential function which are defined as follows:
o0 k .
DEFINITION 1.1.1. (E-functions) Let g(z) = Zak% € Q[z]]. We call g(z) an E-function if g(z)
k=0 ’
satisfies the following conditions.

(E1) There exist positive numbers 7, C satisfying |ax| < v1CF for all k € Z>y,
(E2) There exist positive numbers v, Co satisfying den(a;)o<i<i < 7205 for all k € Z>,

(E3) There exists a non-zero differential operator A € Q[z, -] satisfying Ag = 0.

Throughout this Section, we use the following notations:

Let m be a natural number and fi,..., f,, be formal power series with coefficients Q. We assume
that f1,..., f, satisfy the following differential equation:
p bil f
— =A 1.1
- , (1)
fm fm

where A € M,,(Q(z)). We denote T'(z) € Q2] be the denominator of the entries of A.

As mention above (cf. (b)), in 1929, Siegel proved a generalization of Lindemann-Weierstrass Theorem

for E-functions fi,..., fm satisfying the relation (1.1) under the assumption of the “normality” of A :=

d
dz

(cf. Lemma 5.1.1). Afterwards, Shidlovsky removed the normality condition on the differential operator

— A. The method of proof of Siegel was achieved by using the method of approximation of numbers

A and obtain the following theorem so called Siegel-Shidlovsky Theorem:

THEOREM 1.1.2. (Siegel-Shidlovsky Theorem, 1956) ( [72, Chapter 4])
Let f1,..., fm be E-functions satisfying (1.1). Let o € Q satisfying oT(a) # 0. Then we have

tr.degg(.)Q(2)(f1,- -+ s fm) = tr.deggQ(fi(a), ..., fm(a)).

Using the method of proof of Theorem 1.1.2 by Shidlovsky, Nesterenko showed that the algebraic
relations of special values of E-functions fi, ..., f satisfying the relation (1.1) at almost of all algebraic

numbers come from that of fi,..., f,,,. The precise statement as follows:

THEOREM 1.1.3. (Nesterenko-Shidlovsky, 1996) ([22, Theorem 1.2])

Let fi1,..., fm be E-functions satisfying (1.1). Then, there exists a finite set S such that for all
£€cQ\ S the following holds.

For any homogeneous polynomial relation

P(f1(8),- -, fm(€)) = 0 with P € Q[X1, ..., Xn),



there exists Q € Q[z, X1, ..., X,,] which is homogeneous polynomial with respect to Xi,..., X,, such
that Q(Za fl(z)a ey fm(z)) =0in @[Z] and P(Xla S 7Xm) = Q(S’le s 7Xm)

In 2000, André studied the properties of differential operators which annihilate FE-functions, so called
E-operators, in [6] and obtained an alternative proof of Siegle-Shidlovsky theorem in [7]. Using the results

of André in [6], Beukers gives a refinement of Theorem 1.1.3 as follows:

THEOREM 1.1.4. (Beukers, 2006) [22, Theorem 1.3]
Theorem 1.1.3 holds for any ¢ € Q\ {a € Q| aT(a) = 0}.

1.2 Algebraic relations among special values of G-functions

In this section, we review the properties of G-functions, differential operators which annihilate some
G-functions and special values of them. The definition of G-function was given by Siegel in [74] as
follows:

DEFINITION 1.2.1. Let g(z Zakzk € Q[[z]]. We call g(z) a G-function if g(z) satisfies the
following conditions.
(G1) There exist positive numbers ~;, Cy satisfying m < fle’f for all k € Z>,
(G2) There exist positive numbers 72, Cs satisfying den(a;)o<i<k < 7205 for all k € Z>y,
(G3) There exists a non-zero differential operator A € Q[z, %] satisfying Ag = 0.
We denote the set of G-functions by G.

ExXAMPLE 1.2.2. We give some example of G-functions.

1. Let g(z) is an element of Q[[z]]. If g(z) is algebraic over Q(z), the formal power series g(z) is a
G-function. (Eisenstein’s Theorem)

2. Let a, b, ¢ are rational number satisfying ¢ € Q \ Z<o. Then the hypergeometric function

oF1(a,b,¢;2) = i Mzk

im0 (k!
is a G-function where () := Fa:(:)k) for z € R.
3. Let m be a natural number and o
. z
Liy,(2) := Z T

the m-th polylogarithm function. Then the formal power series Li,,(2) is a G-function.

4. Let oo
(s,z,2) Z x—i—k‘
k:O

be the Lerch function. Then for a natural number m and a rational number a € Q \ Z<y, the formal

power series ®(m, a, z) is a G-function.



1.2.1 G-operators

The properties of the differential operators that annihilate G-functions are studied by Bombieri, Chud-
novsky and André et al. We introduce some of the results of them. In this subsection, we use the following
notations.

Let K be an algebraic number field. We denote the set of finite place of K by P;(XK) and Gauss norm
on K,(z) by

| .

for v € Py(K). For a natural number m and A € M,, (K (z)), we define a family of matrices { Ay }rez., C
M,,,(K(2)) inductively as follows:

v,gauss - K’U(Z) — R207

A := A and Ak+1 = A A+ diAk (12)
z

d
Put A := P A. We define the following invariant of A by
z

Am

|

* lv,gauss

. 1
a(A) := hmsupk_wo% Z SUPy <k
’UGPf(K)

Firstly, we introduce the notion of G-operator.

DEFINITION 1.2.3. (G-operator)
d
For A € M,,(K(z)), we put A := o A. We say that A is a G-operator if o(A) < 0.

REMARK 1.2.4. We use the same notation as in Definition 1.2.3. We give some equivalent relations
of G-operator. We prepare some notations. Let T'(z) € K[z] be the common denominator of the entries
of A € M,,(K(z)). Then, from the definition of T'(z) and Ay, we have T’“% € M,,(K|[z]) and so we can
define

Dy(A) := den <T013?, . ,T’“/]if) for all k € Z>o,
where Ag is the (dentity matrix in M,,(K(z)).

For an element P := (Py(2),..., Pn(2)) € K[z]™, we define subsets {Pk(/\)}kezzo and {P(A)}kezs,

of K(z)™ and K|[z]™ respectively as follows:

Po(A) :=P, P (A) = %Pk(A) +PL(A)A,

Pk = Tk(z)Pk(A)

LEMMA 1.25. Let A = £ — A € M, (K(2)[-L]). Then the following statements are equivalent.
(1) A is a G-operator.

(2) There ezists C > 0 satisfying Di(A) < C* for all k € Z>;.

(3) There exists a set {dy}rez., C N satisfying the following properties (i) and (ii):

(i) There exists C > 0 satisfying d < C*for all k € VASE
(ii) For any elements P := (P1(z),..., Pn(z)) € Ok[z]™, we have

P,(A
dk# € Oklz]™ for allk € Z>1 and 1 < n < k.
n! >



Note that the notion of G-operator was defined by Galochkin to obtain a Diophantine property of
special values of G-functions by the method of proof of that for special values of E-functions by Siegel
and Shidlovsky (cf. Theorem 1.2.20).

Some sufficient conditions that A = L — A € M,,(K(z) [£]) becomes a G-operator was obtained by
Chudnovsky as follows:

THEOREM 1.2.6. (Chudnovsky, 1985) [30]
d

For A e M,,(K(z)), we put A := pr A. Suppose there exists (g1, ..., 9m) € G™ Nker(A) satisfying
2

J1s- -, gm are linearly independent over K(z). Then the operator A is a G-operator.

THEOREM 1.2.7. (Chudnovsky, 1985) [34]
Let K be an algebraic number field and g € K[[z]] be a G-function. Let L € K|z, L] be the minimal

*

differential operator up to K(z)* which annihilates g. Then the operator L is a G-operator.

1.2.2 Periods and special values of G-functions

In this subsection, we explain the conjectural relation between the special values of G-functions at alge-
braic numbers and periods which were proposed by Kontsevich and Zagier. The definition of periods is

as follows:

DEFINITION 1.2.8. ([60, p. 3])

Let a be a real number. We call « a real period if it is represented as an absolutely convergent integrals
of rational functions with rational coefficients, over domains in R™ given by polynomial inequalities with
rational coefficients. Let « be a complex number. We call a a period if both real numbers Re(a)
and Im(a) are real periods. We denote the set of periods by Pkz. Note that the set Pkz becomes a

commutative ring by using Fubini’s Theorem.

Our motivation is to understand the algebraic relations, such as irrationality, transcendence, linear
independence and algebraic independence, among some given periods. The algebraic relations among
periods were predicted by Grothendieck in some special case in [46, note 10] and formulated by Lang in

[61, p. 43]. Nowadays, this conjecture is called “Grothendick period conjecture” and stated as follows:

CONJECTURE 1.2.9. (Grothendieck period conjecture)
Let X be a Nori motive over an algebraic number field K (see [50, Definition 9.1.3]). We denote the

Tannakian category generated by X whose fiber functor is given by relative singular cohomology by
Cx = ((X)® H* : (X)® — Vecg).

We also denote the Tannakian fundamental group of Cx by Gx. Note that the fundamental group G x
is an algebraic group over Q. We denote the base change of Gx to K by Gx x and the torsor of Gx k
with respect to the fiber functor H* ®g K and Hji by Px where the functor

Hig  (X)® — Veck
is given by relative algebraic de Rham cohomology. Then we have

Px is connected. (1.3)

tr.deg ;. K (periods of X) =dimgGx. (1.4)

where K (periods of X) is the field generated by the entries of the matrix of the comparison isomorphism
compy : H*(X)®qC = H} (X)®k C for a given basis of H*(X) and H (X) over Q and K respectively.



REMARK 1.2.10. We can define the ring of periods of Nori motives (see [50, Definition 11.5.1.2 p. 256])

and denote it by Pnori- The relation between Pkz and Pyori is known as follows:

THEOREM 1.2.11. [44] (¢f. [50, Theorem 12.2.1. p. 263])
We have the following equality:

1

Pxz [27”] = PNori- (1.5)

We explain the relation between the special values of G-functions and periods. We prepare some

notations. We denote the map of the radius of convergence of formal power series with coefficients C by

o) N ' 1 -1
Too : C[[2]] — R0 U {0}, Zakz — | lim sup,,_, |ax|% .
k=0

For an complex number a and a non-negative real number r, we denote
Do(a,r7):={z€C| |z—a|l <T}.

For an element ¢ € Hom(Q, C), we denote the natural extension of o to Q[[z]] by
o Qllel] — Cllll, 9:= Y arz" = a(g) = > olar)".
k=0 k=0

DEFINITION 1.2.12. We denote the set of complex numbers represented by the special values of G-
functions at algebraic numbers as follows:

G:={aeC|3geG, Jo € Hom(Q,C), 3B € Duo(0,75(c(g9))7) s.t. @ = a(g9)(B)}.

REMARK 1.2.13. We denote the set of all values of multivalued analytic continuations of G-functions

by G#¢. Then we have G = G*. and ((k) € G for all k € Z>,, where ((s) is the Riemann zeta function.
The relation between G and Pky [ L ] is expected in the following manner:

2me

CONJECTURE 1.2.14. We have the following equality:
G =Pxz (3] - (1.6)
Especially, from Theorem 1.2.11, we have
G = Prori- (1.7)

From Conjecture 1.2.14, studying the algebraic relations among special values of G-functions is useful

to understand the algebraic relations among periods.

At the last of this subsection, we explain the reason for supporting Conjecture 1.2.14. Firstly, we

define the notion of geometric differential operator as follows:

DEFINITION 1.2.15. (Geometric differential equation ) ([3, p. 39])
Let K be an algebraic number field and A be an element of K|z, d%}. We say A is geometric differential

equation if A can be represented by
A=Ay A,

for some Picard-Fuchs differential equations A; € K[z, ] for 1 <i < n.

10



André proved that solutions of geometric differential equations are G-functions. The precise statement
as follows:

THEOREM 1.2.16. [3, p. 110]

Let K be an algebraic number field. Let A € K|z, d%] be a geometric differential equation and
g € K|[[z]] satisfies Ag = 0. Then we have r,(g,) = 1 for almost all place v of K and g is a G-function,
where g, is the image of canonical embedding of K[[z]] — K,[[2]] of g and 7,(g,) is the radius of

convergence of g, with respect to the valuation v in K,,.

Note that the set of geometric differential operator is contained in the set of scalar G-operator from
Theorem 1.2.16.

CONJECTURE 1.2.17. The set of geometric differential operator is equal to the set of scalar G-operator.
From Conjecture 1.2.17, we have G C PNori-

REMARK 1.2.18. We remark that Conjecture 1.2.17 is a consequence of much stronger conjecture, so

called Bombieri-Dwork conjecture, as follows:

CONJECTURE 1.2.19. (Bombieri-Dwork conjecture)
Let K be an algebraic number field and A € K|z, d%], Suppose p-curvatures of A are nilpotent for p
running over a set of prime numbers of density 1. Then A should be a geometric differential equation. [

1.2.3 Algebraic relations of special values of G-functions

One of the earliest results on Diophantine problem of special values of G-functions is the following result
by Galochkin.

THEOREM 1.2.20. (Galochkin, 1974) [45]

Let H € R and g, d,m € N. Let K be an algebraic number field and A € M, (K(z)). Put A := d% —A.
We assume that A is a G-operator. Let g :="(g1(2), ..., gm(z)) € G™Nker(A) which are not related to one
another by any non-trivial algebraic equation of degree at most d with coefficients C(z). Then, for a non-
zero polynomial Q(X1,...,Xm) € Z[X1,. .., Xm] whose degree is at most d and coefficients have absolute
value at most H, there exist positive constants A := A(K,g,d),\ = ANK,g,d) and pn = p(K,g,d,q)

satisfying
q q

for integer ¢ € Zs 4. Especially, the dimension of the Q-vector space Y -, Qgi(%) is m.

Theorem 1.2.20 is the first result which supports the conjecture of Siegel on Diophantine property
of special values of G-functions. From Theorem 1.2.6 and Lemma 1.2.5, if g := ‘(g1(2),...,9m(2)) €
G™Nker(A) in Theorem 1.2.20 are linearly independent over K (z), we obtain a Diophantine property of
special values of g at enough small rational numbers. A generalization and a p-adic analogue of Theorem
1.2.20 were obtained by Véddnanen in 1980 (cf. [79]).

Theorem 1.2.20 and the results of Vaénanen are proved by constructing some rational approximation
of special values of G-functions. They construct a rational approximation of special values of G-functions
by the method of Padé approximation. The Padé approximation of G-functions that are given in the
results of Galochkin and Véénénen are constructed by using “Siegel’s Lemma” in [74] (cf. Lemma 3.1.3).

The “Siegel’s Lemma” guarantees only the existence of a Padé approximation which can be used for the

11



proof of the inequality of type (1.8). In this thesis, we will construct an explicit Padé approximation of
given G-functions which has an inequality of type (1.8) with better range of algebraic numbers than that

of Galochkin and Vainanen.

REMARK 1.2.21. The best known result on algebraic independence of special values of G-functions is

as follows:

THEOREM 1.2.22. (André, 1996) [5] (cf. [31])
Let v be a place of Q and ¢ € D, (0, |16];) NQ". Then, for the v-adic evaluation of gFl(%, %, 1;€) and
gFl(f%, f%, 1;&), we have the following equality:

11 1 1
trdeg@@ <2F1 (23 2711£> ’2 Fl (_27_2a17€>> =2

Note that no results are known for algebraic independence among more than two special values of

G-function.

In this thesis, we study the dimension of the vector space spanned by the special values of the formal
Laurent series which relate to G-functions. In the next section, we explain the detail contents of this

thesis.

12



Chapter 2

Contents of this thesis

2.1 (Type A).-estimate

In this thesis, we formulate a type of estimate of the dimension of the vector space spanned by the special
values of some formal Laurent series over algebraic number fields, so called (Type A).-estimate. Before
introduce the (Type A).-estimate, we prepare some notations.

We denote the field of complex numbers by C., and the absolute value of Co by | |. For a prime
number p, we denote the p-adic completion of the algebraic closure of Q, by C, and the normalized p-adic

absolute value on C, by |- |,. We fix embeddings
Lp :@<—>(Cp, and (oo : Q = Cq.

We also denote the natural extension of ¢, (resp. too) to the formal power series and the formal Laurent
series by

b QN — Cyll2l] 12 Q HlH ¢, Hlﬂ |

Let m be a natural number, * € {p,o0} and ¢ € P1(Q). For a positive real number 7, we denote
{z € Ci||z =&« < r} by D.(&,r7). Let L be an algebraic number field. We denote the set of all algebraic
number fields containing L by Ap.

Let £ := (f1(2),..., fm(2)) € Q[[z — &]]™. We assume that £, := (f1,.(2),..., fm.«(2)) € Ci[[z — &]™
converges on D, (&, 77) forr > 0. For K € Ay, and 8 € D, (&,r~)NQ, we denote the vector space spanned
by f1,+(8)s ..., fm«(8) over K by Vi (f,, 8). The main purpose of this thesis is estimate the lower bound
of dim g Vi (f,, ) for both * = p,co. The (Type A).-estimate is an estimate of dim g Vi (fi, 8) which is
formulated as follows:

DEFINITION 2.1.1. ((Type A),-estimate with (W,, F(*)) )

Let £€Q, f:=(f1,..., fm) € Q[[z —&]]™. We assume that £, := (f14(2),..., fm.«(2)) € Cil[z —&]|™
converges on D, (¢,77) for » > 0. We say that f has the (Type A),-estimate with (W,, F(*)) if there
exists a subset

W, C (D:«(£,77)NQ) x Ag
and a non-trivial function
FO W, — Ry

We say that the function F(*) : W, — Rsq is non-trivial if there exists at least one element (K, 3) € Wi satisfying
FOI(K,B) > 1.

13



satisfying
dimg Vi (f., ) > F®)(8,K) for all (8, K) € W..

In the following, we only treat in the case of £ = oo. In this thesis, we give a sufficient condition
that £ := (f1(2),..., fm(2)) € Q[[2]]™ have the (Type A).-estimate for * € {p, 00} (cf. Theorem 5.1.4
and Theorem 5.2.8 for * = oo and * = p respectively) and give some examples of f := (f1(2),..., fm(2))
which relates to G-function and satisfy the sufficient condition to satisfy the (Type A).-estimate. We

state our main theorems in the next subsection.

2.2 Main Theorems

Our main results give some results on (Type A).-estimate for some formal Laurent series f which relate
G-function by giving the explicit Padé approximation of f. These results are based on that of [49].

Throughout this subsection, we use the following notations:

r: a natural number,
S1,---,8 : natural numbers,

ai,...,a,: rational numbers satisfying 0 < a; < --- < a, < 1.

The first result is about the Lerch function.

DEFINITION 2.2.1. We define the Lerch function as follows:
—n—1

O:{seC|Re(s)>1} x {z€R| >0} x {zeC||z] <1} — C, (s,x,z)Hzm.
n=0

We put

A:=lema<i<r{den(a;)},
M :=l.cm.{den(ay — Qi)}lgi,i’gr, i’

S := max s;,
1<ilr

I
S = E Si.
i=1

Then, the first result is as follows:
Main Theorem 1 (Theorem 6.1.2) [49, Theorem 1.1]
Under the notation as above, we denote the set {(8, K) € Do (Q) x Ag| 8 € K} by W, and define

the following four functions:

log q
q—1

f:Dx(@ —Rs by =S [logA+ >
i
(Q) — R>p by B logmax{1,|8|} + (slogs + (25 + 1) log2),

9: Do
h: Dy (Q) — R>¢ by 8+ sloglf],

+ S(M + A) + log den(p),

(Koo : Rl(9(8) + h(B))

(c0) .
F20: Woo — Rxo by (B, K) = (K - Q(B)] ZTGIQ(ﬁ)(f(TB) +9(m8))
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Then, we obtain the following inequality:

dlmK (K+ Zl K(P(Uhahﬂ) + -+ ZT Kq)(v’l"uaryﬂ)> Z F(OC)(B,K)7

vi=1 vr=1
for all (3,K) € W. O

REMARK 2.2.2. In [54, Theorem 0.2], the author gave a criterion of linear independence of special
values of the Lerch function over the rational number field. In [48, Theorem 2.1], N. Hirata, M. Ito and
Y. Washio gave a criterion of linear independence of special values of the polylogarithm functions over
an algebraic number field. Theorem 6.1.2 is a generalization of both [54, Theorem 0.2] and [48, Theorem
2.1].

We define the p-adic Lerch function as follows:

DEFINITION 2.2.3. We define the p-adic Lerch function ®, by
®,: Nx (Cp\Z<o) x D, — Cp, (s,2,2) = Pp(s,z,2) := Z -

The second result is a p-adic analogue of Main Theorem 1.

Main Theorem 2 (Theorem 7.1.1) [49, Theorem 1.3]

Under the notation as above, we denote the set {(3, K) € D,(Q) x Ag| 8 € K} by W, and define the
following four functions:

_ I
f®:Dy(@) — Rsp by frss |logA+ Y qofql + S(M + A) + logden(f),

g:prime

qlA

g D,(Q) — Rso by 8 logmax{1,|8|} + (slogs + (25 + 1) log 2),

W) : D,(@) — Rxg by B+ slog |8,

(») . [Kp : Qp}(h(p) (B) + slog|Blp)
FP W, — Rxo by (8, K) K QB Lrer,, FP(B) + 9P (75))

Then, we obtain the following inequality:

dimg <K+ Z Kq) Ulaalaﬂ -+ Z K(I) vr,‘haﬁ)) > F(p)(ﬂaK)a

vr=1 o1
for all (8, K) € W, O
The third result is about (Type A),-estimate for certain p-adic functions.
DEFINITION 2.2.4. We define the p-adic function =, as follows:
E,:NxZ, x (C,\Dy(1,17)U{1}) x D, — C,

m+1 1
1) m+1(x17x2)(8)mW7

- e(w2 S
(S,,’Eh.’lﬁg,Z)H:p(87$1,$272)~ S*].ZS 1 + ZO m
m=



where

() = 0 ifag#1 (5)m = s(s+1)---(s+m-—-1) ifm>1,
2) — m —
1 ifay=1, 1 if m=0,

and By(z1,x2) are defined by the following generating function:

tewlt
By (1, 22)
$2et -1 Z ’ k;l

Note that the function =, is related to the p-adic Hurwitz zeta function and its special values are
related to special values of the p-adic Riemann zeta function. We also mention that the function =, is
obtained by the formal Mellin transfrom (see Definition 10.1.1) of G-function (see Chapter 11).

Put

S = Z Si,

i=1
B(b) :=lLcm.{den(b+ a;) }1<i<, for b € D,(Q),
M = l.c.m.{den(ai/ — ai)}lgi,ilgr’ i#i’ s

o= o ek
7= min {si}

Our third result is as follows:

Main Theorem 3 (Theorem 12.1.2) [49, Theorem 1.5]

Let a € {a € Q| |a| = 1}. We assume that « satisfies |o — 1|, > 1. Under the above notations, we
denote W), be the set D,(Q) x Ag and define the following four functions:

f®:Dy(Q) — Rogbybrs S+ M(s+r—T—1)+ Y ;i‘iﬂogden( ),

g:prime

4| B(b)
g D,(Q) — Rsg by b+ slog?2,

log q log p
g—1 p-1

hP): Dp(Q) — R by b

q|B(b)
(K Qp](h(p)(b) + T'log [b])
[K - Q](f®(b) + g@) (b))

+ log den(a) — log max{1, |a|,},

F(p):Wp—>R20 by (b,K)l—>

Then, we obtain the following estimates:

s1+1 sp+1
dimg <K+ > KEp(vr,a1,0,b) 4+ Y KE,,(vr,ar,a,b)> > FP (b, K),

v1=1 vp=1

for all (b, K) € W,,. O

2.3 Outline of this thesis

In Part II, we prepare some tools which will be used in the rest of this thesis. In Chapter 2, we explain
the Padé approximation of formal Laurent series. In Chapter 3, we explain the asymptotic expansion

of functions. In Chapter 4, we explain a sufficient condition that f has the (Type A).-estimate for
* € {p, 00}

16



In Part Il , we prove Main Theorem 2 and 3. We give an explicit Padé approximation of the Lerch
function and prove Main Theorem 2 (resp. Main Theorem 3) in Chapter 5 (resp. Chapter 6).

In Part IV, we give some examples of formal Laurent series represented by the image of formal Mellin
transform of G-functions which satisfy the sufficient condition to satisfy the (Type A),-estimate. In
Chapter 8, we explain the motivation of the study of this part. In Chapter 9, we prepare some p-
adic analysis to obtain some integral representations of the special values of Kubota-Leoplodt p-adic
L-functions. In Chapter 10, we introduce the formal Mellin transform and give some basic properties
of it. In Chapter 11, we give some power series representation of special values of the Kubota-Leopoldt

p-adic L-functions at positive integers. In Chapter 12, we prove Main Theorem 3.

17



Notations

We denote the field of complex numbers by C = Co, and the absolute value of Coc by |- | = |- For a
prime number p, we denote the completion of an algebraic closure of @p by C,. We also denote the ring
of integers of C,, by O¢,. We denote the normalized valuation of C,, by |- |, with |p|, = p~'. We denote
the order function of Cj by

ord: C) — Q, x = —Iny(|xy).

We fix an algebraic closure of Q over the rational number field and denote the set of algebraic integer in
Q by Z. We regard all the algebraic number fields as subfields of Q. We fix embeddings

loo : Q = C, lp :@<—>(Cp.
We regard Q as a subfield of C (resp. C,) by the fixed embedding to, (resp. ).

We define the map of the radius of convergence of formal power series as follows:

o) 1 —1
rp: Cyllel] — ReoU{oo}, £(2) = 3 an" o (nmsupnmnw) ,

n=0

Too : C[[2]] — Rxo U {o0}, f(2) = Z an2" — (limsupn|an|rlb> .

n=0

For a € C, (resp. a € C) and r > 0, we define subsets D,(a,r) and D,(a,r~) (resp. Dso(a,7~) and
Do (a,r)) of C, (resp. C) as follows:

D,(a,r) ={x € Cpy| |z —alp, <7}, (resp. Do(a,7) = {x € C| |z —a| <7}),

Dy(a,r7) ={z € Cp| |z —a|, <1} (resp. Do(a,r”) ={z € C| |z —a| < 1}).
We also define subsets D,,(c0,77) (resp. Duoo(00,77) ) of P1(C,) (resp. P}(C)) for r > 0 as follows:

D,(00,r7) ={z € Cpl |z|, > r} U{oc}, (resp. Doo(00,77) = {z € C| |x| > r} U {o0}).

For an algebraic extension K of Q, we use the following notations:

D;D = Dp(OO,l_), Doo = Dw(oovl_)v
Dy(K) := Dy N K, Doo(K) := Doc N K.

We denote the ring of integers of K by Ox and put
II((OO) := Hom(K, C), Iﬁf) = Hom(K,C,).

We denote Ig ) (resp for short. Igo)) by I®) (resp. 1(>)). We denote the maximal ideal of O determined
by the fixed embedding ¢, by px and the closure of K in C, by K,,. We denote the set of all algebraic
number fields containing K by Ag.

18



We define the denominator function as follows:

den : Q — N, v+ min{n € N| ny is an algebraic integer}.

For a natural number n, we denote the least common multiple of 1,2,--- ,n by d,. For natural numbers
b and n, we put
fin(b) = H gln/(a=1I
g:prime
qlb

For a field K and a formal Laurent series f(z) € K[[1]], when f(2) satisfies f(z) € (&) for n € Z>1, we
denote f(z) = O(z™™)

19



Part 11

Preliminaries
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Chapter 3

Padé approximations

Throughout this chapter, K denotes a field of characteristic 0. In this chapter, we recall the definition

and the existence of a Padé approximation of formal Laurent series.

3.1 Padé approximation at z = oo

PROPOSITION 3.1.1. Let s € N, n := (n1,...,ns) € N* and £ := (fi(2),--, fs(2)) € 1K [[1]]".
We put N = Z(nv +1). For a natural number M satisfying M < N, there exist (s + 1)-polynomials

v=0
P = (Py(2), Pi(2), -+, Ps(2)) € K[2]*T1\ {0} satisfying the following conditions:
1. The degree of each polynomial P,(z) satisfies

degP, <n, foralll <wv<s.

2. We put fo(z) := 1. the formal power series ZP ) fo(2) satisfies
v=0

2{:}3 z) € O(z—M).

Proor. We denote f,(2) = S oo fo s—=—. For a polynomial P,(z) := Y. ™" p..iz?, we have the
k=0 Jv.k ZF 7 j=0Pv.j

following equalities

0o Ny 1

( )fu = Z qu,] l Zl71 + Z .fv,k—i—jpv,j kAL (31)
=0

=1 \j=0 k=0

for 1 < v <s. We put

S

Ny Ty
-1
DI DIFEE E

v=11=1 \j=0

By (3.1), the element (Py(2), P(2),...,Ps(z)) € K[z]*T! satisfies the conditions 1 and 2 in Proposition

Ny

3.1.1 if and only if the coefficients of P,(z) = 377" py ;2/ satisfy the following linear relations

S foktipoy | =0forall 0 <k <M -2 (3.2)
v=1 \j=0
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By the argument of elementary linear algebra, there exists a set of polynomial { P,(z) = Z?;O Po.j? H<v<s #

{0} satisfying the linear relations (3.2) (cf. Remark 3.1.2 2). This completes the proof of Proposition
3.1.1. O

When we have a family of polynomials P := (Py(2), P1(2),-- - , Ps(z)) satisfying the conditions 1 and 2
in Proposition 3.1.1 in the case of M, we call it is a n-th Padé approximation of f of degree M. Especially,

in the case of M = N, we call P a n-th Padé approximation of f.

REMARK 3.1.2. Let s € N, n := (ny,...,n,) € N* and f := (fi(2),--, fs(2)) € 1K [[%]]g Put
N:=3%"_,(n,+1). Let M be a natural number satisfying M < N.
1. For a n-th Padé approximation of f of degree M, P = (Py(2), P1(2), ..., Ps(2)), Po(z) is equal to

the polynomial part of — Z P,(z) f,(z). For this reason, Py(z) is uniquely determined by P.

v=1

2. For an integer r € Z>2, we define a matrix A, (n,f) € My ,_1(K) by

fl,O fl,nl fm,O fm,nm
fl,l fl,n1+1 fm,l fm,nm+1
Ar(n,f) = )
fl,r—2 s fm,r+n1—2 s fm,r—2 s fm,r—&-nm—Q

Then by (3.2), we have the following bijection of sets for M < N:

ker(x Apr(n, f) : K — KM~1)\ {0} — {P| n-th Padé approximation of f of degree M}
t(pl,O7 ---sP1inys---5Ps,05- - - aps,ns) =P = (PO(Z); PI(Z)a e aPs(Z))7

where
Ny S Ny Ny
P,(z):= va’jzj for 1 <wv<s, Py(z)=— ZZ va,j,lpv’j 21
3=0 v=11[1=1 \ j=I

The following lemma is one of the most important lemmas which guarantee the existence of “good”

Padé approximation of formal Laurent series and formal power series.

LEMMA 3.1.3. (Siegel ) [74)
Let K/Q be an algebraic extension and s,t natural numbers satisfying s > t. We assume that there

exist t-linear forms with coefficients Ok
Li(Xy,...,Xs) =a,;1 X1+ +as, X, 1<I<¢ (3.3)
satisfying the following condition:
There exists a positive integer A satisfying |a; ;] < A for all1 <i<s, 1<j<t.

Then, there exist a non-trivial solution of (3.3), (z1,...,xs) € O%, and a constant ¢ > 0 depending only
on K satisfying

, A)TT
poax {Jai|} < c(esd)
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Note that Lemma 3.1.3 is called “Siegel’s Lemma”
Let n € Z>o, s € Nand fo(z) :==1, fi(2),---, fs(2) € %K [E]] For any 0 < w < s, we put

n if 0 <v<w,
Nyw =

n—1 ifw+l<ov<s.

Using Proposition 3.1.1, there exists a set {qu w(2) Yo<v<s of Padé approximation of (1, f1(2),---

of degree (ny,)1<v<s- We denote the determinant of the following (s + 1) x (s + 1) matrix by

P(%%;(z) Plijg;(z) . P{jg;(z)
P (2) PY(2) ... PY(2)
A (z) =deg| 0T T T T e K
PP() P() ... PR(z)
We put
= Z ns + w,
Pq%); Zaijzjforalll<v<3and()<w<s
7=0
o
Z P{)(2) Z[,w + 0 (277

Under the above notations, we have the following lemma.

LEMMA 3.1.4. The determinant A(”)(z) satisfies the following equality:

S

A ) = T oo

v=1

(n) ()

fs(2))

(3.4)

Especially, A(")(z) is an element of K and if all the numbers ¢y, ayom for 1 < v < s are not zero, we

have A (z) € K*.

PrOOF. By adding the v-th column of the matrix (3.4) multiplied by f,(z) to the first column of the

matrix (3.4) for all 1 <wv < s, we obtain the following equality: Since we have

R(E)n;(z) Pliff);(z) P{fé;(z)
R (z) PY(2) ... Pz
A (2) = dot 1.() 1,1.() ()
RU(z) PM(z) ... PI(2)

We denote the (¢, u)-th cofactor of the matrix in (3.5) by A(n)( ). Then, we obtain

S

AM(2) = S RM ()AL (2).

t=0
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By the definition of R(")( ), PE(TL), (z) and the equality (3.6), we obtain the following relations.
A H P (2 oL
2 )
(n) o 1
Ry [T e Tla o (1),

AM () € K[z).

By using the above relations, we obtain
A (z) = cgn) al"

This completes the proof of Lemma 3.4 .
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Chapter 4
Asymptotic expansions

In this chapter, we introduce the asymptotic expansion of functions and some related properties.

DEFINITION 4.0.5. Let A be a real number and {¢x(z) : Rx4 — C}rez., a sequence of functions.
If {¢x(2) }rezs, satisfies

dr+1(2) = o(dr(2)) (2 — o0)

for all k € Z>o, then we call {¢x(2)}rez, is an asymptotic sequence at z = oo. Let {¢x(2)}rez., be
an asymptotic sequence at z = co and f : R4 — C be a function. We define f(z) has an asymptotic
expansion at z = oo with respect to {¢x(2)}rez., over K if there exists a sequence {ay}rez., C K

satisfying the following condition for all N € Z>,
N
F(2) =) arr(z) + 0 (on(2)) (2 — ). (41)
k=0
If f(2) has an asymptotic expansion at z = oo with respect to {¢x(2)}rez.,, we denote
oo
f(z) ~ Z andn(2) (2 = 00). (4.2)
n=0

REMARK 4.0.6. The coefficient aj, (k € Zx¢) in (4.1) is uniquely determined by {¢r(2)}rez.,. In

fact, recursively, ay is determined as follows:

lim,_, o —d{ ((Z )) ifN=0

an = 0\ N1 (4.3)
lim, o —— f(z)= > ardr(z) | if N >0
Z—> 00 ¢N(Z) ~ kPk .

In the remaining part, we only deal with the case for {¢x(2) }rezoo = {2 " breza, OF {W}-(ZHC)}’“EZEO'
For a real number A, we define the sets of functions that are related to the asymptotic expansion with

respect to {2 *}rez., and { brezs, as follows:

k!

M;it == {f : Ro4 — C|f has asymptotic expansion with respect to {z~*} over K at z = oo},

|
W} over K at z = OO}

M{é ::{ f:Rs 4 — C| f has asymptotic expansion with respect to {
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In the case of K = C, we denote M by M4,

Regarding Remark 4.0.6, we introduce the following K-homomorphisms:

R HIEECE gam;, (4.4
R | H| B S R St R e et (45)

where {ax.(f)}rezs, (resp. {bx(f)}rezs,) is the sequence which is determined in (4.3) for f € M3} (vesp.
fe ]\Zf;?) with respect to {Z_k}kezzo resp. {M}ke@o). Note that the K-homomorphism 7
is also a K-algebra homomorphism. Hereafter, we denote w4 (f) by f(z) for f € M.
PROPOSITION 4.0.7. Let A be a real number. Then we have
Mj ¢ Mgt and Mg ={f € Mg|f(z) € LK[[2]]}.
PROOF. Put

k! =
- —(m+k+1)
24 1) (z+ k) D Chn

m=0

Note that ¢y = 1 holds for all k € Zsg. Firstly, we prove Mt C Mj. Take f € Mj?, then there exists
a sequence {by(f)}rez., C K which satisfies

N

k! N
= b for all N € Z>o.
f(Z) P k(f)Z(Z+1)<Z+k)+O< z‘|> (Z—>OO) or a c >0
By means of {bx(f)}rez., C K, we obtain a sequence {ax(f)}xrez., C K which satisfies the following
condition:
N
flz)= Zak(f)z*k +0(27") (2= o) for all N € Zxy, (4.6)
k=0
where
0 iftN=0
an(f) =

20<ij<n-vitj=n—10i(f)ei; N >0.

The equality (4.6) means that f € M, i.e. M C Mj. For f € M3, since ag(f) = 0, we have
f(2) € LK[[1]), which implies Mz C {f € M|f(2) € LK[[1]]}.

Finally, we show {f € M#|f(2) € LK[[L]]} € Mg. Take f € {f € M{|f(2) € LK[[L]]}.

There exists a sequence {ay(f)}rez., C K satisfying the condition

N
f(z) = Zak(f)z_k +o (Z_N) (z — o0) for all N € Zx.
k=0

We inductively define a sequence of K, (bx(f))rezs, , as follows:

bo(f) = al(f>7 bN+1(f) = aN+2<f) - Z bi(f)cz-’j for N > 0.

0<i,j<N+1,i4j=N-+1,i#N+1
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Then we see that (b (f))kez., satisfies:
al k! N
1) :Zbk(f)z(erl)-u(erk) +O<z(z+1)~~(z+N)

k=0

) (z = o0) for all N € Zxy. (4.7)

From the equalities (4.7), we have {f € M{|f(z) € 1K1} ¢ M. This completes the proof of
Proposition 4.0.7. O

REMARK 4.0.8. Let A and A" be real numbers. If we assume A < A/7 there are natural ring homo-
morphisms
Pun ZMf? —>M113 ) (gA,A’ :Mlé —>MI? :

The sets { M7, ¢ 4.4 aer and {]\;[j?, gZN)AVA/}AeR become direct systems of rings and denote the rings of
direct limit of the above direct systems by
MK = thj?, MK = hﬂM}g
AcR AeR
Note that, since there are equalities (4.3), the coefficients {ax(f)}rez-, (vesp. {bx(f)}rez-,) do not

depend on the choice of a representative of [f] € Mg (resp. [f] € Mg). We can also define an K-algebra
homomorphisms:

e —x [[H]L 110 X an
k=0
et — 2 ||2]]. [f]Hébk(f)z<z+1>%-!~<z+k>'

By the definition of 7 and 7, we have the following commutative diagram for all A € R,

w5 e [

A

o o [])

iA T

where all the morphisms in the above diagram except for 7 and 7 are canonical homomorphisms. Note

that the commutativity of the above diagram is obtained by Proposition 4.0.7.

If K C Q, there is a natural homomorphism ¢, o .2} : K[[1]] — ¢, o« .} (K)[[2]]. In this situation,
for f € M3, we denote 1, 0 121 (f(2)) by fp(2) € 10 L (K)[[2])
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Chapter 5

A criterion of linear independence of
special values of formal Laurent

series

5.1 Complex case

Let foo := {f1,00(2), -, fs,00(2)} be a finite set of analytic functions defined on Ds,. For an algebraic
number field K and an element § € D (K), we denote the K-vector space spanned by fi,0(8),- -, fs,00(5)
by Vi (fe, 8). In this section, we give a sufficient condition for (K, 8) to satisty dimg Vi (feo,5) = s+ 1
for foo := {f1,00(2)," -, fs,00(#)} With some assumptions (see Assumption 5.1.2 and Assumption 5.1.3).

5.1.1 Lower bound of the dimension of vector space spanned by complex

numbers

In this subsection, we recall a result of Marcovecchio (cf. [63]) on a lower bound of the dimension of
the vector space spanned by some complex numbers over an algebraic number field, which is based on a
result of Siegel’s article [77]. Before stating the results, we prepare some notations. Let K be an algebraic
number field. For 7 € IE(OO), we denote the completion of K with respect tov, :=|-|o7 by K, and the

degree of K,_/Q,.. by n,. We put

g =[K :Q]/[Kw : R]. (5.1)
For a natural number s and a vector x = (x1,---,25) € K*, we define
1
h’O(X) = log |7-X|a
g X
TGIK

T;ﬁidK 7FO’L‘dK
where F is the complex conjugate and |7x| = maxj<y,<s{|72y|}. From now on throughout the chapter,

we fix a natural number s € N.

LEMMA 5.1.1. [63, Proposition 4.1] Let K be an algebraic number field. Let 61, - ,05 € C. Suppose
that, for all n € N there exist (s 4 1)-linear forms

LG (Xo, -+, Xo) =Y AMX, forall 0<w <s,
v=0
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with coefficients {Am)u}lgv,wgs C Ok satisfying
det((Ag,%)ogv,wgs) # 0, for infinitely manyn € N.

Assume also that there exist positive real numbers p, ¢, ¢ satisfied ¢,c,p + ¢ > 0 and the following

conditions for all 0 < v < s:

log || L&Y
lim supnw <eg,

hO(LgZz)) ’

<c,

lim sup,,

log [L{™ (0
lim sup, 28w O

where ||L§f)\| = maxo<y<s{|Av.wl}, Ll(,?)(e) = Lg)(l,91,~-~ ,05) and Ll(,?) = (A(n) ,AE,”J,) Then we

0,w?

have

. c+p
d K+ K6 4+ KO) > ——.
img (K + 1+ -+ Kb,) > R -

Using Lemma 5.1.1, we axiomatize the estimation of a lower bound of the dimension of the vector

space spanned by the special values of certain functions.

5.1.2 Lower bound of the dimension of the vector space spanned by the
special values of formal Laurnet series

Let m be a natural number and
fv(X,Z):fv(xl,"',lL'm,Z)Z H UZ XDoo_>(Ca
1<i<m

be (m + 1)-variable functions for 1 < v < s where U; are some non-empty subsets of C. We fix a set

{(O‘I,vv ce 705m,v)}1§v§s C H (Uz ﬂ@) .

1<i<m

We put f'u(al,m t 7O‘m,v72) = f’u(avvz) for1<ov < S, fO(aOaz) =1 and Q({al,lh co aam,v}lgvgs) by
Q(ax). We consider a family of polynomials

{A),(2) }o<vwesmen C Qa)[z],

to approximate {f,(cw, ) }o<v<s. Let us introduce a family of functions on D, {R&")(z)}neN defined
by

Rq(;l) (2) = Z Ag?&(z)fv(avy z),
v=0

for all 0 < w < s. We assume the following assumptions on {As,%(z)}ogv,wgsmeN:

ASSUMPTION 5.1.2. Suppose that there exists a non-empty subset Vo, C D(Q) satisfying the following
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assumptions:

There exists an integer [ such that we have: (5.2)
R (2) = o(z7 W+ (2  o0) for all n € Nand 0 < w < s.
Put A, (x) = det((A( " (2))o<v.w<s) € Qa)[z]. We have : (5.3)

A, (2) satisfies A, (8) # 0 for all B € V, and infinitely many n € N,
There exists a family of functions {D,, : Voo — Z \ {0} }nen satisfying (5.4)
Dy (B) € O(a, B) and D, (B)AT),(B) € Og(ap) for all B € Vo, 0 < v,w < s and n € N.

AssuMPTION 5.1.3. We use the notations as above. Suppose that there exist some constants ¢y, co, c3 >

0 such that the following assumptions hold for all sufficiently large n.

There exists a function f : Voo — Ry satisfying |7D,, (8)| < ntToMen/(78) (5.5)
forall B € Vo, and 7 € IQCEZBB)
There exists a function g : Voo — R satisfying |7 A(")(8)] < neTo(Deno(7h) (5.6)
for all € Vo, and 7 € I&Oo)t,gy
There exists a family of functions h : V. — R+ satisfying |R£U")(5)| < pesto)e=nh(f) (5.7)

for all g € V.

Under Assumptions 5.1.2 and 5.1.3, we obtain the following estimate of the dimension of the vector

space spanned by the special values of foo = {f,(cy, 2) fo<uv<s-

THEOREM 5.1.4. Let m be a natural number and

fo(%,2) = folz1, + ,xm, 2) H U; | X Dy — C,

1<i<m

be (m + 1)-variable functions for 1 < v < s where U; are some non-empty subsets of C. We fix a set

{(al,’tﬂ' Qg U>}1<’U<S - H U ﬁ(@

1<i<m

We assume Assumptions 5.1.2 and 5.1.3 for (f,(ay, 2))o<v<s. We denote the complex conjugation by F

and also assume that the functions f and g in (7) and (8) respectively satisfy the following relations:

f(rB) = f(FoTp), (5-8)
9(1p) = g(F o 73),

forall € Voo and T € I&g g)- We denote the subset {(B,K)| B € K} of Voo x Ag by W. We define

the function

Ko : B](g(8) + h(8)
K:QB) S, oy (J(B) + g(7B))

Q(B)

F(OO):WOO—>RZQ byﬂ’—)

Then we obtain the following inequality:

for all (B,K) € Wy.
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ProOOF. We fix (8, K) € W4, and put

A = Dn(B)AT)(B) forall 0<v,w<s,

Lq(un)(X()? e X)) = ZAE@,XQ forall 0 <w <s,

v=0
L = (A, A" A forall 0<w < s,
o 4
A . et to Al AL
ATy Al Al
for each n € N. Using the hypothesis (5.3), we get
A £, (5.9)
Using the hypothesis (5.4), we get
{Lg:l)(Xo, 7Xs)}0§w§s COK[X(),'-- ,XS]. (510)

Using the hypothesis (5.5) and (5.6) in Assumption 5.1.3, we obtain:

log |TL{"
% < f(mB)+g(rB) forall 1 <w<s+1, (5.11)

lim sup
n

for any 7 € Ig{oo). Using the inequality (5.11), we also obtain:

(n)
lim sup hO(I:lU ) < 1 Z (f(rB8)+g(rB)) forall 1 <v<s+1. (5.12)

(o0)
rer”

reidg, Foid
Using the hypothesis (5.7), we obtain:

log |[7L{M (6
lim sup oglTow W1 7 ®)]
n n

< —(h(B) = f(8)) forall 0<w<s. (5.13)

Since (5.9) and (5.10) are satisfied, we can use Lemma 5.1.1 for (5.11),(5.12) and (5.13). Then we have
the following inequality:

im o o (Ko : R](g(8) + 1(B))
dimg (K + K fi(aq, 8) + - + K fs( 5’5))2[KW:R](f(BHg(B)HZ . TR

T#idg ,Foidg

Since we have the relation (5.8), we have the following equality:

(Koo : R(9(8) + h(B)) _ (Koo : R](9(8) + h(B))

Ko :RIFB) +9BN+ Xy (FEB) +9(B) — (K : QB L, 0 (F(7B) + 9(7B))

QB
TH#idK ,Foidx i

This completes the proof of Theorem 5.1.4. O

Using Theorem 5.1.4, we obtain the following criterion of linear independence of special values of

{fv(avv Z)}Ogvgs-
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COROLLARY 5.1.5. Under the same assumption of Theorem 5.1.4, we obtain the following sufficient
condition for linear independence of special values of {f,(cty, 2) to<v<s-
Suppose (8, K) € Wy satisfies

SIK:Q(B)] > (f(B) + g(78)) < [Koo : Rl(g(B) + h(B)).

(00)
TE€lya)

Then we obtain:

dimg (K 4+ K fi(a1,8) + -+ Kfs(as,8)) = s+ 1.

5.2 p-adic case

Let f, := {fip(2), -+, fs,p(2)} be a finite set of p-adic analytic functions defined on D,,. For an algebraic
number field K and an element 8 € D,(K), we denote the K-vector space spanned by f1,(8),- -, fs.p(8)
by Vi (f,, 8). In this section, for £, := {f1 ,(2),-- -, fsp(#)} with some assumptions (see Assumption 5.2.4
and Assumption 5.2.5), we give a sufficient condition for (K, 3) to satisfy dimg Vi (f,, 8) = s + 1. This
is a p-adic analogue of Section 4.1.

5.2.1 Lower bound of the dimension of vector space spanned by p-adic num-
bers

In this subsection, we recall an estimate of a lower bound of the dimension of the vector space over a
number field spanned by p-adic numbers. The method is based on that of Siegel (cf. [77]) and a p-adic

analog of Lemma 5.1.1. The following lemma was proved by Pierre Bel in [17].

LEMMA 5.2.1. [17, lemma 4.1] Let K be an algebraic number field. Let 6;,---,60s € C,. Suppose
that there exist (s + 1)-linear forms
S

L0 (Xo, -+, Xs) = Y ATLX, forall 0 < w < s,

VW
v=0

with coefficients {A%}Ogvngs C Ok satisfying
det((Aq(ffg})ogv,wgs) # 0 for infinitely manyn € N.

Suppose there exist positive real numbers {c;}_ et and p satisfying the following conditions:
K
max  |7(AM)| < e™er o) for each 7 € 18 and n e N
v,w/l —= K )
0<v,w<s ’

max |L{ ()], < e"°D=) for each n € N
0<w<s

where L (6) = LU (1,61, ,6,). Then we have
[Kp : Qplp

dimg (K + K6y + - + Kf,) > :
‘relg(oo) Cr

(5.14)

REMARK 5.2.2. Under the assumption of Lemma 5.2.1, we also assume that {AE,%}OSU,MSS C Z and
there exists ¢ > 0 satisfying

IrLS)|

lim sup <cforall T € IE(OO) and 0 <w < s.

n
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Then for an algebraic number field K satisfying [K, : Q)] = [K : Q] (i.e. p is completely decomposable
in K), the inequality (5.14) becomes

dimg (K + K0y + -+ K6,) > 2. (5.15)

We remark that the right hand side of (5.15) does not depend on K satisfying [K, : Q,] = [K : Q].

5.2.2 Lower bound of the dimension of the vector space spanned by the
special values of for formal Laurnet series

Let m be a natural number, A a real number and

fv(xyz):fv(zla"' 71:7?7,72): H UZ ><}R>A_)(Cv

1<i<m

be (m + 1)-variable functions for all 1 < v < s where U; are some non-empty subsets of C. We fix a set

{(al,va"‘ amv)}1<u<sc H U OQ

1<i<m

We put fv(alﬂ)v' o ,OémyU,Z) = fv(avaz) for 1 <v < S, fO(av;Z) ;=1 and Q({Ozl,va' o 7Oém,v}1§v§5) by
Q). We assume
{fv(a’uaz)}lgvgs C M(é?(a)

Firstly, we assume the following important assumption:

ASSUMPTION 5.2.3. We assume fvyp(av, z) € 1Q(a)[[2]] can be regarded as the functions on D, for
all 1 <wv <s. Namely, fvﬁp(av, B) converges for any 8 € D, and 1 <wv <s.

From now on we put fo(a,, z) := 1 and give a lower bound of the dimension of the vector space spanned

by the special values of f, := { fvﬁp(av, 2) Yo<w<s Over algebraic number fields under some assumptions.

As in the case of Subsection 5.2, we consider a family of polynomials

(AP (2)}o<vwesnen C Qa)[2],

to approximate { f, (o, 2) Jo<y<s. Let us introduce a family of functions of M&a), {Rq(,?)(z)}neN defined
by

R(n ZAEan fv Oy, 2 ) S M(S(a)a

)

for all 0 < w < s. We assume the following assumptions on {Ag%(z)}ogvngs,neN:

We assume that the following assumptions on {ASJ%(Z)}Ogv,wgs,neNi
ASSUMPTION 5.2.4.

Suppose there exists a non-empty subset V,, C D, (Q) and the following assumptions.

There exists an integer [ satisfying the following condition: (5.16)
R (2) = o(z7 ¥+ (z = o0) foralln e Nand 0 < w < s.

We denote A, (z) = det((A&%(z))oSv,wgs) € Q(a)[z]. (5.17)
A, (z) satisfies A, (B8) # 0 for all 5 € Vo and infinitely many n € N.

There exists a family of functions {D,, : Vj, — Z \ {0} },,en satisfying (5.18)

Dy, (B) € O(a, B) and Dy, (B)AT)(8) € Oga,p) for all € V,, 0 <v,w < sandn €N,
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ASSUMPTION 5.2.5. We use the notations as above. Suppose that there exist some constants ¢y, ¢o, c3 >
0 such that the following assumptions hold for all sufficiently large n.

There exists function ) : V,, — Ry satisfying [7D,, ()] < n® o enf(75) (5.19)

forall B €V, and 7 € I(O(O) )

There exists a function ¢'?) : V,, — R satisfying |TA(”) (B)] < ne2tol)ena(rh) (5.20)

for all B eV, andTEI(O(O) )

There exists functions {E,, : V, — Oc, \ {0} }nen satisfying (5.21)
|E.(B)RM(B)], < n03+°(1)|5|_"8 for all 8 € V).
There exists a function h? : Vp — Ry satisfying (5.22)

|Dn(B)/En(B)]p < nc4+°(1)6_"h<p>(5 for all B € V.

REMARK 5.2.6. We use the notations as above. Without assumption (5.22), we have the following
estimation by using Proposition 12.2.1:

IDa(BYREY (B)]p < nrFoM]p| ",

for all 5 €V,, 0 <w < sandn e N. But the assumption (5.22) is important to improve the estimate.

o0
REMARK 5.2.7. We denote fv,p(av, z) = Z cg,o;;g) 77 and assume that there exists ¢ > 0 satisfying
o
m=0
|cﬁ}1) < meteM) (m — oo) for all 0 < v < s. We also assume that there exists a family of functions

{E) : Vy — Oc, \ {0} }nen satisfying
En(B)Al),(2) € Og, [2] for all B € V.
Then there exists c3 > 0 satisfying
En(BYRG (B)] < n|B]," for all § €V,

Under the assumption 5.2.3,5.2.4 and 5.2.5, we obtain the following (Type A),-estimate of lower
bound of the dimension of the vector space spanned by the special values of {fw,(x, 2) h<v<s-

THEOREM 5.2.8. Let m be a natural number and
fv(XaZ):fﬂ(‘rlv'“ ,l’m,Z)I H U’L ><IE£>A—>(:7
1<i<m

be (m + 1)-variables functions for 1 <wv < s where U; are some non-empty subsets in C. We fix a set

{(almz"' Qo U>}1<v<s - H U ﬁ@

1<i<m

We put folaw, z) :== 1. We assume Assumptions 5.2.3,5.2.4 and 5.2.5 for {f,(ay, 2) }1<v<s. We denote
the subset {(B,K)| B € K} of V, X Aga) by Wy. We define a function

(») . [Kp : Qp](h(ﬂ) + slog |5|p)
F®) W, — Rsq, (B,K) K Q05 ETelé?Z))(f(p)(Tﬁ) + g®(rB))

Then we obtain the following inequality:
dimg (K + Kfl,p(alvﬁ) R Kfs,p(asaﬁ)) > F(p)(ﬁ,K)
for all (B, K) € W O
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Since we can prove Theorem 5.2.8 by the same argument as Theorem 5.1.4, we skip the proof of it.
Theorem 5.2.8 is a p-adic analog of Theorem 5.1.4.

COROLLARY 5.2.9. Under the same assumptions of Theorem 5.2.8, we obtain the following sufficient
condition for linear independence of special values of {fv,p(av, 2) Yo<w<s-
Suppose (8,K) € W, satisfies

s[Kp - Qpl(h(B) + slog |8l,) < [K - Q(B)] Y (fP(78) + 9P (7).

(00)
€148

Then we obtain:

dim g (K+Kf1,p(alvﬁ) +"'+Kfstp(a576)) =s+1

35



Part 111

Linear independence of special

values of the Lerch function
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In this chapter, we give some examples of (Type A),-estimate for * € {p,oo}. More precisely, by
constructing a Padé approximation of the Lerch function, we give estimates of a lower bound of the
dimension of the vector space spanned by the special values of the Lerch function in both archimedian

and p-adic setting. These results are given in [49] (cf. [54]).
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Chapter 6

Archimedian case

6.1 Statement of Theorem 6.1.2

In this section, we give an example of (Type A)..-estimate of a lower bound of the dimension of the
vector space spanned by the special values of the Lerch function in archimedian case. Firstly, we recall
the definition of the Lerch function.

DEFINITION 6.1.1. We define the Lerch function as follows:

—n—1

>z
b C| Re(s) > 1 Rl z >0 C <1 C —_—.
{s € C|Re(s) > 1} x {z €R| > 0} x {z € C| 2| < 1} — C, <s7x,z>~>;(n+x)s
Our result is as follows:
THEOREM 6.1.2. ([49]) (¢f. [54]) Let r be a natural number, s1,...,s, natural numbers and ay, ..., a,

rational numbers. We assume that ay,...,a, satisfy 0 < a; < --- < a, <1. We put
A= l.c.m.lgigr{den(ai)},
M = l.c.m.{den(ai/ — ai)}lgi’i/gh i’

S := max s;,
1<i<r

r
S = E S;.
i=1

We denote the set {(8,K) € Doo(Q) x Ag| 8 € K} by W and define the following four functions:

_ 1
fiDu(@ —Rso byf S |logA+ S qofql + S(M + A) + logden(g),
A

9: Doo(Q) — Rsg by B+ logmax{1,|B|} + (slogs + (2s + 1) log 2),

h:Ds(Q) — Rx¢ by f+— slog|g],

(K : R](g(8) + h(B))

F We — Rso by (B,K) — K : Q(B)] Zr&l@(m(f(Tﬁ) +g(m8))’

Then we obtain the following inequality:

dlmK <K+ zl: K‘I’(’Ul,&l,ﬁ)"“" + ZT: K(b(v'r‘aa’r’a/B)) 2 F(OO)(BvK)7

v1=1 vp=1
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for all (B,K) € Wy.

6.2 A Padé approximation of the Lerch function

Let r be a natural number. From here to the last section, we fix the following numbers:

S1,---,8p : natural numbers,
T
s = E Si,
i=1
ai,...,a, : rational numbers satisfying 0 < a1 < --- < a, <1.

In this section, we give a Padé approximation of the Lerch function which is a generalization of that in
[54]. For a positive integer n and an r-tuple of non-negative integers w = (wq, ..., w,) with 0 < w; < s;
for all 1 <17 <7, we put

u(u— 1) (U — pa +2)
:1[(u+az) ( +n—|—ai)wi}’

T
where w = E w; and oy, = ns+w. We define a family of rational numbers {bl s w}lgigr,lgviﬁsi,ogjgn
=1

by

si n (n)

1]1)1,W
2.2 (u+a; + ) )’ (6.1)

i=1 \vi=1j= O

<

.

and a family of polynomials {A( ) (2) h<i<ro<vi<s; C Q[z] by

1,V W

AT () =300 e (6.2)

2,V4, 1,7,V , W
§=0
() iy ZJ s
P ZZ Z Z sJ 'U'st ) i (63)

i=1 j=1v;=11=0

By the definition of Ag?w(z), we obtain

n—1 forw; <uv;,

deg. A{7) , < (64)
n for w; > v;.
REMARK 6.2.1. For 1 < i < rand w = (wy,--,w,) € [[;_,;{0,1,--+,s;}, we have the following

equality:
degAf'g“w( ) =n,
for every n € N. In fact, the coefficient of 2™ of the polynomial AL wew(2) € Q2] is

o wlu 1) (W= Opw +2) (ut as + )

H;'A’:l KH;:ol (u+ay+ j)si’> (u+ay + n)ww]
£ 0.

1M, Wi , W

u=—a;—n
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Using the rational functions {A™) _ (2), PS” (2)}1<i<ro<u <s, C Q[z], we obtain the following Padé

1,V , W

approximation of the Lerch function in [54, Proposition 2.1].

LEMMA 6.2.2. Under the same notation as above, we have
R (2) = o(z=7mwt) (6.5)

and the following Padé approximation:

RG(2) = i (Z Al ()0 (i, as, Zl)> — PV (). (6.6)

i=1 \v;=1

PROOF. From the definition of 72‘(,:,1)(2)7 we have the relation (6.5). The relation (6.6) follows from

the following calculation:

T n (”)
(n) 1,7,V , W —m—1
-EESEwthe
-1

_ p(™ "
Z Z Z 1,55V, W (m_~_al+J)’UL

i=1 v;=0 j=0
j-1 j—1—1
_ ( j o 2!
D39 SN CLITRIES S
i=1 v;=0 j5=0 ( 1—=0 (m+az)1
_ A o _ p(n)
Z (Z e z)@(vl,am) P (2).
v;=1
This gives the proof of Lemma 6.2.2. O

6.3 Some estimations
LEMMA 6.3.1. Let B be a non-zero complex number. There exists ¢ > 0 such that the inequality

max {|A(n w (B, |P(")( B)|} < nmax{1,|B|"} exp{n(slogs+ (2s+ 1)log2)} (6.7)

1<i<r,1<v; <s; bV
holds for sufficiently large n € N.

ProOOF. We fix an enough large natural number k satisfying the following conditions:

2
—and 1> |a;, — a;,| t2 for all 1 <iy,io < riq # o (6.8)

|a‘i1 _a’i2| > A

Firstly, we give an upper bound of {b” viw wh1<j<n.1<v;<s; for fixed i. Using the definition of bETS)U“w

given by (6.1), we get

1
b = 5= QW) (u) (u+a; + )"~ du. (6.9)
373V 27T —1 |u+]+a1| % 7

From the equality (6.9) and the definition of ng ) (u), we obtain

13wl < ETVSUD gy g2 QU (w)] (6.10)
(u+ Onw — Q)Un,w_l
o1 (wt ap)n’ (u+n+ap)r

—w;
<k Sup\u—!—j—&-ai\:%
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(u+ Onw — 2)071,1“*1
H:,:l (u + ai,)fLi/ ('U, _|_ n + ai,)wi/

We give an upper bound of . We have the following inequalities for

ue{ueCllu+j+al=1}

‘(u_an,w +2)0n,w_1‘ = |(U+J ta;—j—a) - (ut+j+a;— Onaw —J — G +2)| (6.11)
<@+ (onw+7+3)
Estimating a lower bound of |(u + a;),| and |u+n + ay| for u € {u € C| |u+ j + a;| = 1}, we give a

lower bound of |[u+j+a;+ (ay —a;) +(—j)|for 1 <i' <r, 0<I<m:
(In the case of i’ = i)

% ifl=j—1,4,j+1,
lu+j+ai+(ay—a)+ (=5 >45—1-1 ifj—1>1, (6.12)
I—j—1 ifl>j+1.

(In the case of i’ > i)

z ifl=75—-1,7,
lu+j+ai+(ay—a)+(1—j)| =S j—1—-1 ifj—1>1, (6.13)
1—j if > j.
(In the case of i > ')
3 ifl=j,j+1,
lu+j+a;+ (ai —a;)+(1—5)| =< j—1 if j>1, (6.14)

l—j—1 ifl>j5+1.
From the inequalities (6.12), (6.13) and (6.14), we have the following estimation for all 1 <’ < r:

n—1

|+ ai)nl = [ lu+1+ axl (6.15)
=0

n—1
=[] lu+j+ai+(ar —a)+ (1 —j)
1=0
(n— )5t

= k3n3

We also have the inequality:

1
|u+n+ai/\:\u—l—j—&—ai—i—(aif—ai)—&—(n—jﬂ2E. (6.16)
From the inequalities (6.10), (6.11), (6.15) and (6.16), we obtain
— s (U*Unw+2)a' —1
k Vi . . ’ n,w 6.17
Sup|u+]+ai|7% H;Zl (U + ai,)nsi/ (u 4+ ai,)wi/ ( )

a Ut (onw+ij+3)
((n—j)jh*
nct (J + Onw + 3)! (n> °

A\

<n
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where ¢ is a positive constant. By using the inequality () < 2" for the inequality (6.17), we get

U+ onw+3)! (“) _ (Onw +3)! (j +onwt 3) (”) (6.18)

jl(nt)® J (nt)® J J
< n¢:2 (Un,w + 3)' 22ns+n
- (nl)s ’

for some positive constant cy. By using the Stirling formula for the inequality (6.18), we obtain

(Un,w + 3)!22ns+n < pes (Un,w + 3)(0n,w+3)e—(an,w+3) o2ns+n

6.19
(nl)s - nnse—ns ( )
< n®exp{n(slogs+ (2s+ 1)log2)},
where c3, ¢4 are some positive constants. From the inequality (6.19), we conclude that
(n)
16; 0wl < % exp{n(slogs + (25 + 1) log 2)}, (6.20)

for some positive constant ¢s5. From the definition (6.2), (6.3) and inequality (6.20), we obtain the desired
estimation:

max _ {|AF) L (B)], PG (B} < max{1, 8" }n® exp{n(slog s + (25 + 1) log2)},

1<i<r,1<v; <

for some constant ¢ > 0. This completes the proof of Lemma 6.3.1. O

LEMMA 6.3.2. Let 8 be an element of Do. There exists a positive real number C' satisfying
IRGI(B)| < C|BI7™, (6.21)
for all n € N.
PROOF. Let m be a positive integer. Since there is a trivial inequality |Q‘(f,l)(m)\ <lform > op—1,

we have the following estimation:

o0

R < > QW m)s ™

M=0p,w—1

o0
< B > BT
m=0

o0
Since |3| > 1, the sum Z |B]~™ converges, we obtain the desired estimate. O
m=0
For a non-zero algebraic number 3, we construct an integer D,,(8) = D,, which satisfies DnAEZ)i,w(ﬁ) €

Oq(py and D, PV (B) € Oq(p)- Before stating next lemma, we prepare some notations:
A :=lecm.a<i<,{den(a;)},
b; := a;den(a;) for 1 <i <,
b:= max {b;},

1<i<r
M :=lecm.{den(a;y — a;) hi<iir<r, i#i!

eiri = M(ay —a;) for all 1 < i,é" <,

e:= 1§mi,%xgr{ei,’i}’
S = lrglaécr{sz}

We give the following lemma.
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LEMMA 6.3.3. We use the same notation as above. Let 8 be a non-zero algebraic number. Then we
have the following relations:

Sl (A) AT DA den(B)" A L, (8) € Ogqa),

1,04, W

Sl (A)* A TVAE ypden(B)"dyy 1) a P (B) € Oga),

foralll <i<r1l<wv <s;.

b")

4,J508,W

PRrROOF. We construct an integer which divide the denominator of for1 <i<nr1<w; <s;.

According to the equation (6.1), we get

1 d\"" o
( ) Q‘(,V)(u)(u—i—ai—i—j)si\u:,ai,j for 0<j<n-1,1<v <s;,

(Si — ’Ul)' %
(n) _ 1 d Wi —"v;
L (w; — v;)! (du> W W) (u+ a4 )" e gn for j=mn,1< v < wy,
0 for j=mn,v; > w;.

(6.22)

d

d) Qs,y)(u)(u—&— a; +7)% lu=—q;—j for 0 < j <n—1,1<wv; <s;. We
U

1
First we calculate (
(Si — Ul)|
put

R,E”:A),(’LL)Z (u—0onw+2)(u—0onw+3) - (u—0nwtsi),
(u—c)(u—c—1)---(u—c—(n—1))

. = f >0
Qz,c,n,w(u) (u+ai)(u+ai+1)"'(“+ai+j—1)(U+ai+j+1)~-~(u+ai+n) orc~0,
0; () = uw—c)u—c—=1)---(u—c—(n—2)) for ¢ > 0
nenTew (uta)utaitl) - (uta+i—Dutatitl) (utaitn—1) =%
Sit em,w (W) = (w=du-c=1 -(u-c=n) for ¢ > 0 and @/ # 1,

(u+ay)(utay+1)-(u+ay +n)
(u—c)(u—c—=1)---(u—c—(n—2))

for ¢ > 0 and ¢/ # 3.
(u+a)(utay+1)---(u+ay +n—1) - 7

S'L’,c,nfl,w(u) =

From the equality

wu—1) (u—onw+2)
TL—y s (TIZ0 (b agr )54 (ot agr )0 ) x (TT5h iy (u+ @i 3% (w + g+ n)ve )

) () (u + ai + §)% =

)

we can express Qw)(u)(u +a;+7)% for 1 <i<r 0<j<n as follows:

QW @ (utai+i)" =R [T Q) > TI | II s, W],
m;=1 i'=1,i'#i \my=1

where anc)m w(u) stands for either Q; c.n w(u) Or Q; c.n—1,w(u) and S’Z(,nz w(u) stands for either Sy ¢ n w(u)

or Si’,c,n—l,w(u)- Hence, we get

u=—a;—j

d Si—V; n

(5) P+ arir
(8i — vi)! d\" . d\"™

= Elo+l1+"'+ls:Si*U1‘ m x % Ri7W (u) X anizl % Qi,cmi ,w(u)

. § d\" o
X H;/:l,i’y&i (Hfﬁi,ﬂ (du) Si(/,imi, w(u)> lu=—a;—j-
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The same argument of the proof of [54, Lemma 3.3] p. 184, we have

€Zfor0<1l<s;—w, (6.23)

u=—a;—j

l
t1a(den(a;))den(a;)"d, (i) Qe w(v)

where Q™) u) stands for either Q; ¢..w(t) oOr Q; c.n—1.w(u). We can express
1;,Cm; W sCT, sCy s

(u—c)u—c—1)---(u—c—n))

S,, u) =
i ,c,n,w( ) (’LL ¥ ai’é(u +ay + 1) - (u + a; + n)
14 B,L‘I’O’w i, 1w RS &
(u+ap)  (u+ag+1) (u+ay +n)’

where
Birw = (=1)" ! (ay +1+c)---(ay +1+c+n)
e Nn—1)!

Substituting b;s /den(a;) for a;, we get

(=) den(ay) " o (bir + den(ay)(c + 1 + k)

B tw = N(n—1)!
Since " n
[Ts_o(bs +den(ag)(c+ 1+ k) _ TTp_o(by + den(ai)(c+ L+ k) nl(n + 1)
M(n —1)! B (n+1)! Nn =0
we obtain
den(a; )" i (den(ay))Biryw € Z  for n € N, (6.24)

Using the relation (6.24), and the equation

1 1
(;i) Sit e.n,w (W) = % 1+ (—1)ZZ!{(W _B;;Ov_Wj)HI (6.25)
u=—a;—j
Bir 1w B now
T —ar = T e — )
for 0 <1 < s; —v;. and the definition of e; ;, we obtain
a\!
den(ai,)"+1un(den(ai/))di:1i+Mn (du) St em,w() €z, (6.26)
u=—a;—j
for 0 <1 < s; — v;. Similarly, we obtain
a\!
den(ai')"Hﬂn(deﬂ(ai’))dle?lﬁMn (du) Sit e;n—1,w(t) € Z,
u=—a;—j
for 0 <1 < s; —v;. Thus we obtain
Sl (A)* A gimv p) ez, (6.27)

We conclude that S!un(A)SAS("H)dij&;den(ﬂ)”A(”) (B) € Og(p)- By the definition of P (2) (cf.

1,0 , W

(6.3)), we get the following equalities

. NNty (P 1
P&)(ﬁ)zzzb&ﬁw,w( 7 ++(]_1+G))

i=1 j=0v;=1

350 bYi (den(a;)(j — 1) + b;)vi

i=1 j=0v;=1
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Since we have S!un(A)SAS("“)dzf:AZinbgz?m w € Z, then we conclude that
Sl (A)* A2 DTy den(B)"dyy (1) A SV (B) € Oga)-
This completes the proof of Lemma 6.3.3. O

We denote (0,...,0) € [T;_,{0,...,s;} by 0. Hereafter, we fix a subset

{w;; = (wg}j), e ,wyj))hgigr,lgjgsi C 1_[{07 cey 86t

=1
satisfying
*) 0 if k1,
Wi =95 . . .
i ifk=1.
We put A(™(2) by the determinant of the following (s + 1) x (s + 1) matrix
P AT AT o) e AT Al o)
—PO(2) AT () AT L) e AN () AT ()
(n) () | ) Cm
_PW1.,51 (Z) 141,1,\)\1.1,Sl (Z) ce Al’Sl,“"l,sl (Z) T Ar,l,wllys1 (Z) cee AT-,Sry“-’l,sl (Z) (628)
PP AV () AT ) e AT () AT ()
P () AV, () o AV ) A () A L (2)

for every n € N. Then we have the following lemma.
LEMMA 6.3.4. Let A™(2) be as above. Then A" (2) are non-zero rational numbers for all n € N.

ProoOF. For w € [];_,{0,...,s;}, we define R (2), c((f‘?v and b(™ by

- 5 (n)
C,
RE{,L)(Z) = E ( E AEZ}?i7W(Z)(I)(vi,ai7z)> ,P‘gvn)(z) c Z(?% +O0(z~mv),
i=1 \v;=1

and define

p() .— ﬁ ﬁ bz(',T:z),j,wl-,j
1 \j=1

i=
Then, from Lemma 3.1.4, we get
AM(z) =™y € Q.

Using Remark 6.2.1 and by the definition of 06?3)7 we obtain b(™) # 0 and c(({fg = 0. This completes the
proof of Lemma 6.3.4. O

6.4 Proof of Theorem 6.1.2

We use the same notations as the previous sections. Fix a set of rational numbers {a1,...,a,} C Q
satisfying 0 < a1 < --- < a, < 1. We use Theorem 5.1.4 for

feon(@) =@, 2,2) :{z €R[ 2 >0} X Doo — C, 1<i<r, 1 <v; < s,

and o) = a; for 1 <@ <r.
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Proof of Theorem 6.1.2. We denote the set {(ﬂ, K) € D (Q) x Ag| B € K} by W, and fix an element
(8, K) € Ws. We take the polynomials {Az viw (P h<i<r1<vi<s; wel{ow; ;3 U {P‘S,n)(z)}we{(,’wiyj} defined
n (6.2) and ( .3). As a result of the equality (6.6), we obtain

R (2 Z Z ; v“w ® (v, a;,2) — P (2) = oz~ 7w 1),

i=1v;=1

The above relation shows that {4 _(z), _P\S\’n)(Z)}lgigr,lgviSsi,we{&wi,j} satisfy the assumption (5.2)

1,V W

in Assumption 5.1.2. We define the following functions:

Dn : DOO(@) — N by ﬁ — S'ﬂn(A) AS (n+1) de—i—Mnden(B)ndbS-{-(n—l)Aa

_ 1
f:Du(@) — Rogby fros [logA+ > qoﬁ

_— + S(M + A) + log den(p),

g:prime

qlA

50(Q) — R0 by 8+ logmax{L,|8|} + (slog s + (2s + 1) log 2),

h: D(Q) — Rxg by B+ slog|B|.

We note that the functions f and g satisfy the relation (5.8). Using Lemma 6.3.4, we have A(™)(z) € Q.
This shows that {Ag’; w(2); P\g,n) (2) h1<i<ri<v,<s;,we{0,w, ;} Satisfies the assumption (5.3). Using Lemma
6.3.3, the family of functions {D,, : Dy (Q) — N},en satisfy the assumption (5.4). Using Lemma 6.3.3,
the function f satisfies the assumption (5.5). Using Lemma 6.3.1 (6.7), the function g satisfies the
assumption (5.6). Using Lemma 6.3.2, the function h satisfies the assumption (5.7). We define the

following function:

Ko  Rl(g(8) + h(B)
K QB T rer,,, (FB) + 9(7B)

Using Theorem 5.1.4, we obtain the following inequality:

F(OO)WOO —>R20 by (ﬁ,K) —

dim g <K+ Z Ko Ulaa'l?ﬂ -+ Z K(I) U'ra%"aﬂ)) (OO)(ﬂaK)v

v1=1 vr=1

for all (8, K) € We. This completes the proof of Theorem 6.1.2. O
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Chapter 7

p-adic case

In this section, we give a p-adic analogue of Theorem 6.1.2.

7.1 Statement of Theorem 7.1.1

We recall the definition of the p-adic Lerch function as follows:

e —m—1
z
D, : N x (Cp\ Zeo) X Dy — Cp, (5,2,2) > Op(s,7,2) := mzzo o
For an algebraic number field K, we denote the completion of K with respect to the p-adic absolute
value of K determined by the fixed embedding ¢, : Q < C, by Kj,. A p-adic analog of Theorem 6.1.2 is
as follows:

THEOREM 7.1.1. ([49]) Let r be a natural number, si,..., s, natural numbers and ay,...,a, rational
numbers. We assume that a1,...,a, satisfy 0 < a1 < --- < ar < 1. We denote the set {(8,K) €

D,(Q) x Ag| 8 € K} by W,, and use the same notations as in Theorem 6.1.2. We define the following
four functions:

lo

J®:Dy@) — R byBrrs|logA+ >

q:prime

q|A

24|+ S( + 4) + log den(B),

g?) : D,(Q) — Rsq by B+ logmax{1, ||} + (slogs + (25 + 1) log 2),

hP) D, (@) — Rxo by B — slog|Bly,

(K Qp](h(p) (B) + slog|Blp)

(@) .
FE = B0 WO G QS e, (D (5) + 40 B)

Then we obtain the following inequality:

dlmK <K+ Z K(I)p(vlaa/laﬁ) + -+ ZT K(I)p(’UT7aT76)> 2 F(p)(ﬁaK)a

v1=1 vr=1

for all (B, K) € W),
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REMARK 7.1.2. We denote the s-th p-adic polylogarithm function by
—m—1

Liy(s, 2) := ®@p(s,1,2) = Z m for s € Nand z € D,,.
m=0

P. Bel gave a (Type A),-estimate of lower bound of the dimension of the K-vector space spanned by the
special values of the p-adic polylogarithm functions {Li,(1, 2),. .., Liy(s, 2)} in [18, Theorem 3]. Theorem
7.1.1 is a generalization of [18, Theorem 3].

7.2 Proof of Theorem 7.1.1

Fix a set of rational numbers {ay,...,a,} C Q satisfying 0 < a; < --- < a, < 1. We use Theorem 5.2.8
for
faon(@,2) =@, 2,2) : {z €R[ 2 >0} xRy — C, 1<i<r, 1< <sy,

and ;) = a; for 1 < i <r. Note that ®(v;, a;, z) satisfy the Assumption 5.2.3 for all 1 < i < r and
1 <w; <s; and ép(vi,ai,z) = D, (v, a4, 2).

Proof of Theorem 7.1.1. We define the following functions:

Dy, : Dy — N by 8= Sl (A)* A TDdg  den(B8)"dy 1) a5
Ey Dy — Z\ {0} by B+ Sl (A) AT Dag ) adS .,

1
qul + S(M + A) + logden(5),

f® D, —Rsgby B s [logA+ Y

qlA
g®) . D, — Rsg by 8~ logmax{1,|8]} + (slogs + (25 + 1) log 2),
hP): D, — Rsq by B slog|B|,.

We put the polynomials {AEZ;)T;,W(Z)}lfiﬁnliviSsi,wE{O,wi‘j} U {P\Evn)(z)}we{o,w,-,j} be defined in (6.2) and
(6.3). As aresult of Lemma 6.3.4, we have A (2) € Q". This shows that {AEZ)W(Z), —Py(2)}1<i<r0<vi<si,we{0,wi ,}
satisfies (5.16) in Assumption 5.2.4. Using Lemma 6.3.3, the family of functions {D,, : V, — N},en
satisfy (5.18) in Assumption 5.2.4. Using Lemma 6.3.3, f®) satisfies (5.17) in Assumption 5.2.5. Using
Lemma 6.3.1 (6.7), ) satisfies (5.20) in Assumption 5.2.5. Using Lemma 6.3.2, h(P) satisfies (5.22) in

Assumption 5.2.5. We set W), := {(5, K)| 8 € K} and define the following function:

(K Qp}(h(p) (B) + slog|B]p)

(?) . <0 b , )
F®) W, — Rso by (8,K) — K003 Zfezg‘;‘;ﬁ(f(p)(Tﬁ) + @ (78))

As a result of Theorem 5.2.8, we get:
dimg (K + Yo K®p(v1,a1,8) + -+ 30 K®p(vy, ar, 3)) > F®) (B, K),

for all (8, K) € W,,. This completes the proof of Theorem 7.1.1. O
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Part 1V

(Type A),-estimate for formal
Laurent series represented as the

image of formal Mellin transform
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Chapter 8
Motivation

We define the Riemann zeta function by

n

o)=Y — (8.1)

which is absolutely convergent on {s € C| Re(s) > 1} and has meromorphic continuation to the whole
C-plane with only simple pole at s = 1.
Conjecture 1.2.9 applied to the mixed Tate motives implies that we have the following conjecture for

the special values of the Riemann zeta function at positive integers.

CONJECTURE 8.0.1. Let m be a natural number. We have the following equality:

tr~degQQ({C(2)v 6(3)’ 4(5% ) C(Qm + 1)}) =m+ 1 (82)

Though Conjecture 8.0.1 is far from being solved, we will recall some of the known results related to

the conjecture.

THEOREM 8.0.2. (Euler)
Let m be a natural number. Then we have the following equality:

71.2n

Cl2m) = (~1)"~'2 7 By s

(8.3)

where 7 is the circular constant.

The proof of Theorem 8.0.2 is obtained by the method of contour integration applied to {(s). Using
Theorem 8.0.2 and the fact that 7 is a transcendental number, we have

tr.degoQ({C(2m) fmen) = tr.degyQ(7) = 1.

On the other hand, it is less known about the arithmetic properties of the special values of {(s) at positive
odd integers. The known results of algebraic properties of special values of ((s) at odd positive integers

are only as follows:
THEOREM 8.0.3. (Apéry, 1979, [11]) We have ((3) ¢ Q.

THEOREM 8.0.4. (Zudilin, 2002, [83]) One of the numbers ((5), ¢(7), €(9), ¢(11) is irrational.
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THEOREM 8.0.5. (Rivoal, 2001, [70, Theorem 1]) Let m be a natural number. We denote the Q-vector
space
Vi = Q+ ) Q((2i+1).
i=1

Then, we have
. 1
dimgV,, > 3 log(2m + 1). (8.4)
FEspecially, there are infinitely many irrational numbers in the set {C(2m + 1) bnen.

Theorem 8.0.3,8.0.5 and 8.0.4 are proved by constructing Padé approximations of the polylogarithm
functions and the Lerch function.

We would like to consider the p-adic analogue of Theorem 8.0.3 and 8.0.5. A p-adic counterpart of {(s)
is (p(s), the Kubota-Leopoldt p-adic L-function with trivial character (see Theorem 11.1.1 in Chapter
11). Since we don’t have the formula for the special values of (,(s) at positive even integer correspond to
Theorem 8.0.2, the arithmetic properties of the special values of (,(s) at positive integer are much more
mysterious than that of {(s). The known results for the arithmetic properties of special values of ¢,(s)
at positive integers are the following results.

THEOREM 8.0.6. (Calegari, 2005, [26]) (cf. Beukers, 2008, [23])
Let p=2 or p=3. Then we have (,(2),(,(3) € Q, \ Q.

In [26], Calegari proved Theorem 8.0.6 by using p-adic modular forms. In [23], Beukers gives the
alternative proof of Theorem 8.0.6 by using an explicit Padé approximation of certain formal Laurent
series studied by Stieltjes in [77]. In this thesis, from the viewpoint to generalize the results that Beukers

obtained in [23], we study a p-adic analogue of Theorem 8.0.5 for (,(s) at positive integers.
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Chapter 9

Some p-adic analysis

In this chapter, we recall some basic notions of p-adic analysis, for example p-adic exponential function
and p-adic distribution, and some properties of them that we will use later in this Chapter. In this
chapter, we use the following notations:

We denote the Iwasawa p-adic logarithm function by log,, : C; — C,,.

For admissible open sets U = D,(0,¢t7) or D, for 0 < t < 1 of P*(C,), we denote the ring of rigid
analytic functions on U by O(U). Note that we can explicitly represent the set O(U) as follows:

O(Dy(0,17)) = {Z anz”| |anlr™ — 0(n — oo) for any 0 < r < t},

n=0

O(Dy) = {Z ™" |an|r™™ — 0(n — 00) for any 1 < 7 < oo}.
n=0

9.1 p-adic exponential function

We denote the set {p®/® € R| a/b € Q} by p® We fix a section ¢ : p% —» C7 and define ~, : C; — Oc,

by = +— Z, := <. Since there exist the following exact sequences
v(z)

1 —— l+mo, O, e O 1,
1 o o e 1
(Cp P p )

we obtain the following isomorphism depending on ¢:
Ch—p¥x (L+me,) xF, x> u(2)(F,)w(d,),
where

—x
w:F, — Oc,, v+ w(z),

is the Teichmuller character and

is the Iwasawa braket function.
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DEFINITION 9.1.1. We use the above notation. For z € C;, we define the following function on Z:

@ Ty — €y s (o) = Y (2) @ -

n=0

1 _
Hereafter for an element = € C¥, we denote r(x) := p~ 71 |log, ()|, .

REMARK 9.1.2. By the definition of (z), if z € O¢, (z); is independent of the choice of +. If z € C},
satisfies ||, € p?, then (z)° = (xp~°"%(*))° In this case, (z)° is also independent on the choice of ¢. If

x € C;, satisfies the above condition, we denote (z); by (x)°.
We have the following properties of (z)”.

LEMMA 9.1.3. 1. Let x be an element of C;. Then (z)? is a continuous function on Z,.
2. Let x,y be elements of C. Then we have (xy); = (x); (y); for all s € Zy.
3. Let x be an element of C. Then (x); = exp(slog, x) for s € Dy(0,7(x)” ) NZy. Especially, (x); is

L

independent of the choice ¢ for all s € D, (0,r(x)” ) NZ,.

PrOOF. 1. Using the Mahler’s structure theorem of C,-valued continuous functions on Z, (cf. [62]),
we can show the continuity of (x)?.

2. Let z,y be elements of C. By the definition of ¢, we have (z~y)b = 7,9,. Then from the definition
of (-),, we may assume z,y € O¢ . Note that in this case (z), (resp. (y)., (zy).) does not depend on a
pair of embeddings ¢. By the definition of (-), we have (zy)® = (z)°(y)® for any s € Z>o. Since (zy)®,
(x)® and (y)*® are continuous functions on Z, and Z>o C Z, are dence with respect to the p-adic topology
on Zjy, we can prove the statement.

3. Firstly we note that there is the following equality in Z,[[z]] for s € Z):

IR S e

(z—1)" = Z — = exp(slog z). (9.1)

ez

n=0

For elements = € C;, and s € D,(0,7(x) ) NZ,, we can define exp(slog, x). Using the equality (9.1), we
have the desire equality. O

9.2 p-adic distribution on 7,

DEFINITION 9.2.1. 1. We denote the set of all continuous functions on Z, by Cont(Z,,C,). If we
endow Cont(Z,,C,) the sup norm:

‘ . |sup : Cont(Zpan) — RZO» f — SuszZpo(iv)lpa

the set Cont(Z,, C,) becomes a C,-Banach space. We define the set of all C,-valued measures on Z, by
Hom&"t(Cont(Zp,Cp),(Cp). We denote Homé‘;”t(Cont(Zp,Cp)7(Cp) by Meas(Zy, Cp). Define a norm on
Meas(Z,,C,) as follows:

n(f)

|| -1 - Meas(Zy, Cp) — Rxo, p > SUPOAFEC(Z0.Co) [ fl o
sup

then Meas(Z,,C,) becomes a C,-Banach algebra.
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2. Let h € Z>g and a € Z,. we define f : a + p"Z, — C,, as to be an C,-valued analytic function
when there exists g € O(D,(a,p")) satisfying f = 9lasprz,- We denote the set of Cp-valued analytic
function on a + p"Z, by A(a + p"Z,,Cp). We endow with A(a + p"Z,, C,) the following norm:

| : |Dp(a,p*h) : A(CL +ptha CP) — RZOv f = g|a+ph2p = [g]Dp(a,p*h)v

where g € O(Dy(a,p")) and [g] p, (a+phz,) = SUP4ep, (a,p-")|9(2)]p. Then the set A(a+p"Z,,C,) becomes
a C,-Banach algebra.

We call f:7Z, — C, as to be a C,-valued locally analytic function of radius p~" when f |a+pth €
A(a+p"Z,,C,) for all a € Z,. We denote the set of C,-valued locally analytic function of radius p~" by
LA, (Z,,C,). We endow LA} (Z,,C,) with the following norm:

| . | : LAh(Zpa(Cp) — RZOv f = SUPaezp/pth [f|a+pth]Dp(a,p*h)7

where a runs through all the representatives of Z, /p"Z,. Then LAj(Z,, C,) becomes a C,-Banach algebra
for each h € Z>(. We define the set of locally analytic function by

LA(va Cp) = hﬂLAh(Zpa Cp)v
h

and the norm on LA(Z,, C,) by
| : | : LA(va(Cp) — R207 f = |f|h7

where f € LA,(Z,,C,). Then the norm |- | on LA(Z,, C,) is well-defined and the inclusion morphism
LA(Z,,C,) — Cont(Z,, C,) is continuous.

We define the set of distribution of LAy(Z,,C,) by Dy(Z,,C,) := Hom(%‘;"t(LAh (z,,C,),C,). We
endow Dy, (Z,,C,) with the norm as follows:

|H(f)|p
fln

Then Dy (Z,,C,) becomes a C,-Banach algebra. We define the set of C,-valued distribution on Z, by

|- |ln : Dn(Zp, Cp) —> R0, pt = SUDPgLseLA, (2,,C,)

D(Zyp,Cp) = Homa“t(LA(Zp, Cp), Cp),
and the norm on D(Z,,C,) by

‘N(f)|p

|1 : D(Zp,Cp) — Rsq, p+— supo#feLA(Zme)W.

Then there exists a topological isomorphism

D(Zpﬂ (Cp) — yLn,Dh(ZZN (C;D)v s (lu'h)in
h

where p, is the composition of the natural embedding v,, : LAy (Z,,C,) — LA(Z,,C,) and p, namely

Hh =[O Un.
Note that the inclusion morphism

Meas(Z,,C,) — D(Z,,C,),

is a continuous C,-algebra homomorphism.
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REMARK 9.2.2. For an element p € Meas(Zp,(C ) and f € Cont(Z,,C,) (resp. p € D(Z,,C,) and
f € LA(Z,,C,)), we denote p(f) by fZ t)dp(t). We endow Meas(Zy, Cp) (resp. Dp(Zp,Cp) and
D(Z,,C,)) the Cp-algebra structure by the convolutlon product defined as follows:

* : Meas(Z,, C,)xMeas(Z,,C,) — Meas(Z,,C,), (1, v) — <M xv:f ftita)d(p x V)(tl,t2)> ,

Lp XLy
where p x v is the product measure of p and v.
EXAMPLE 9.2.3. Fix an element z € C;. Put h := min{h € N| p"Z, C D,(0,7(x)")}. Then we

have (2)f € A(p"Zy,Cp). In fact, we have exp(slogz) € O(D,(0,p~")) and (z); = exp(slogz)|,nz, from
Proposition 9.1.3 3.

THEOREM 9.2.4. (Amice) [2] We define the following map:
A5 D(Zy.Cy) — O, 0.1, > Au(z) = [ (L) dut).
ZP

Then A is a topological C,-algebra isomorphism. Furthermore, if we restrict A to Meas(Z,,C,), we also
obtain a homeomorphism and isomorphism of Cp-algebra:

A : Meas(Z,, C,) — C,[[2]]*?,
where Cp| {Z anz" € Cp[[2]]] {lanlp}nezs, is a bounded set}.

EXAMPLE 9.2.5. We give two examples of p-adic distribution. These examples are important object
in the following sections.

1. Let W € O(D,(0,17)). We denote the distribution A~* (M) by tHaar € P(Zy,C,). For
a € Zy and n € Zxo, we put the characteristic function on a + p"Z, by 144pnz, € LA(Zy, Cp). Then we

have
/J/Haar(laer"Z ) = p—n.
2. Let z € C, \ Dp(1,17) and put Fy(z) := Z kHz € C,[[2]]*. We denote the measure
=
A7 (F.(2)) by pz € Meas(Z,,C,). Then we have
ma
#x(1a+p"Z ) 1_ "

PROPOSITION 9.2.6. Let pn € D(Z,,C,). We define a function

fut Zy x (Dy\ {00}) — Cp, fu(5,2) = / (2 + )75 du(t).

P

For z € D, \ {0} and m € Z>(, we have

Zy—m—1 s . k
fﬂ(m+1,z):H#Z(kjtl)--.(kqtm)/ t*dp(t) (;) .

k=0 Zyp

Especially, if z = % where a be a integer satisfying (a,p) = 1 and F be a natural number divisible by p,

we have the following equality:

m+1 m+1 m+1 k+m+1
fu(m+1,%):(*1) + <F> +w(a) + Z(k+1)(k+m)/ tkd/.t(t) <_Z> )

1
Fmt+iml Pt Z,
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PROOF. Let z € D), \ {00} and k € Z>1. From Lemma 9.1.3 2, we have (z 4+ 1) % = (2)7%(1 + £)7*.
Since z € D, \ {00}, we have 1+ £ € 1+ mg, for all ¢ € Z,. Then we obtain

o]

n=0
B i(_l)nk(k+1)---(k+n—1) t\"
N — n! z
—éi( e (22 9.2)
= o) 2 n n . . .
Since the equality (9.2) converges uniformly on Z,, we obtain the desire equality. O
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Chapter 10

Formal Mellin transform

10.1 Some properties of formal Mellin transform

In this section, we introduce formal Mellin transform of formal power series. Throughout this section,

we denote K by a field of characteristic 0.

DEFINITION 10.1.1. We define the formal Mellin transform with coefficients K as follows:

MK:K[[ZHHiKHiH, 9(2) = Mg (g Zbk< >k+1,

where {by }rez., are defined by g(e* — 1) Z k—k k If K = Q, for simplicity, we denote Mg by M.
k=0

We have the following property of formal Mellin transform.

PROPOSITION 10.1.2. Let g(z Zakz € K|[|z]]. Then we have the following identities:
> akk:'
10.1
z:o 2(z —|— 1 (z+k) (10-1)

Especially, we have the following identity:

1 1 B i Ckk!
i Hz” _{kz_oz(z+1)...(z+k)| e € K for “”kEZ>O}'

To prove Proposition 10.1.2, we introduce formal Laplace transform.

DEFINITION 10.1.3. We define the following K-linear isomorphism

£K KHZ]] —>KHZ]], EK (Zakk'> :Zakzk.
k=0 k=0

We call Lk the formal Laplace transform.

Endowing K|[[z]] with the (z)-adic topology, then we see that the formal Laplace transform is a

homeomorphism.
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LEMMA 10.1.4. Let m € Z>o. We have the following identity in K|[z]]:

‘K(@:%Dm>:<1afi1ma‘

PROOF. For (n,m) € (Z>0)?, we define the (n,m)-th Stirling number of the second kind ay, ,, which

satisfies the following recurrence relations. The initial values ag, o, an,0, @o,m satisfy:

agp,0 =1 and an o = ag,m = 0 for (n,m) # (0,0) (10.2)
and the value a,, ,,, satisfies the recurrence relation
Q= Gp—1,m—1 + Map_1m for n,m € Z>;. (10.3)

For m € Z>q, we define two sequences of rational numbers {bk,m}kEZzo and {Ck,m}kGZZO which satisfy

the following relations respectively.

e Z b’““k" 1-2)- o T~ 2 o 1oy

It is easy to show that {bx m }rez-, and {crm }rez., satisfy the following recurrence relations (10.2) and

(10.3). Namely, agm = bgm = Ck,m for all (k,m) € Z>o. Applying the formal Laplace transform for
(e = 1

' , we obtain Lemma 10.1.4. O
m!

Proof of Proposition 10.1.2. We define the following map:

Uy : K[[2]] — KH ” Zbkz HZbk( )kH. (10.5)

From the definition of Mg, Lk and Vg, we have the equality:
Mg =UgoLlgo(zrre® —1). (10.6)

The equality (10.1) is easily proved by using Lemma 10.1.4 and the equality (10.6). Since Mg is
surjective, we obtain the second assertion of Proposition 10.1.2. O

DEFINITION 10.1.5. We denote the isomorphism of K-algebra M3¥° : K[[2]] — K [[L]] by M°(z) :=
exp(-) — 1. We denote exp(-L) by A.

We define the action K [[£]] x LK [[1]] — 1K [[]]
oo d\F = k+1 k )\ B
el i -
(kZ_Oak (dz) 7z::bk ( ) [Z la; bk l] ( 2 ) . (10.7)
Note that the action of A € K H ]] for f(z % [ ] can be written explicitly as follows:

We have the following proposition.

PrOPOSITION 10.1.6. The following diagram is commutative.

k(Y < K[ 252 || 2] < [[2]]

l | 7

oa ]

where the first vertical morphism is defined by product and the second one is by (10.7).
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PROOF. It is enough to show MP(2) Mk (g) = Mk(zg) for any g € K[[z]]. Let g(z Zakz €

K[[z]]. Firstly, we calculate M (zg). From Proposition 10.1.2, we have

> k

CLk 1<
. 10.
zjlzz-i-l (z+k) (108)

On the other hand, for M$F°(2) Mk (g), we have the following equalities:

ope > (ka'
M) Mg) = kz z+1 2+ k)
) ak-k' > akk'
B Z (z 4+ 1)( z+2) (z+k+1) +2}z 2+ k)
i Fapk! [ _ + !
o P EFDGE+2) . (e k+1)  2z+1)... (2t k)
> ak 1]6'
10.9
= z(z + 1 (z+ k) (10.9)
From equalities (10.8) and (10.9), we obtain the proof of Proposition 10.1.6. O
The following lemma is a fundamental property of Mg (g) for g € Q[[z]].
LEMMA 10.1.7. Let j be a non-negative integer. For g(z Zakz € K|[z]], we have the following
equality:
j71 k'
1)... j—1 =— 1 ~1 1* ‘
et ) (e~ DMalg) = =2+ 0 = ) D
o d\’
_1)VAI Bl
+eraime (1) 9).
j—1

where, in the case of j =0, we denote z(z+1)...(z+j—1) =1 and Z(fl)ka i =0
’ =5 J N P ezt (24 k)

PROOF. In the case of j = 0, the claim is trivially true. In the following, we assume j > 1. From the
definition of Mg (g), we have the following identities:

j—1
. o akk'
2(z+1)...(z+j—DMg(g)=—2(z+1)...(2+J lkZ:OZ e
s ) akk“
+ .
z;erj z+i+1)...(2+k)
From the above equalities, it is enough to show that the following equality:
o d\’ > (=1)*azk!
—1)AI M il = . g . 10.10
(=1) K((dz> 9) §<z+])(z+g+1>...<z+k) (10-10)
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d ] [e%e]
Using the equality < > = Z k41)...(k+j)ars ;2" and Lemma 10.1.2, we obtain the following
=0

equalities:

N da 7 g (= CDFY (R A ) lagy

(F17 A Mx <<d2> g) =4 (% z(z+1)...(z+k) >
1) (K 4 5)lak+

Z+J Z+J+1) (z+k+7)
(—l)kk!ak

(245 (z+5+1) ... (2 +k)

tqu

k=0

o

bl
I
<.

Thus we obtain equality (10.10). This completes the proof of Lemma 10.1.7. O

10.2 Relation between formal Mellin transform and asymptotic

expansion of complex valued functions

For a function f : R>q — C, we define the Mellin transform of f(¢t) by F(z fo Je~?tdt. The

following lemma gives the asymptotic expansion of functions defined by Mellin transfrom.

LEMMA 10.2.1. (Watson’s Lemma) (cf. [82])
Let f : R>g — C be a continuous function. We assume that f satisfies the following conditions:

L. There exists a set {\n}nez~, C Rso satisfying Ao < A1 < ... and f(t) Zaktk’“ Lit—o),

k=0
2. There exists a C > 0 satisfying | f(t)] = O(eS?) (t — o0).
Then F(z fo Je~*tdt is converges on {z € C| |z| > C} and there exists 0 < § < 5 satisfying the
following property.
= T(\) w
z) "’Zak Py <|z| — o0 in arg(z) < 5 5) .
k=0
Especially, F(z) is an element of MC.
We obtain the following corollary of Lemma 10.2.1.
COROLLARY 10.2.2. Let g(z Zakz be an element of C[[z]]. Suppose there exists 0 < B <1

k=0
satisfying lax| < B* for allk € Zxqo. Then the function [;° g(e™*—1)e™*'dt converges on {z € C| |z| > B}

and there exists a sequence {by,}rez., C C satisfying

oo e <] 1 k+1
—t —zt
gle™" = De *"dt ~ bk(> z| = 00).
| ater- G RNCELS

PROOF. Put f(t) := g(e~*—1). It is enough to verify the condition 1 and 2 in Lemma 10.2.1 for f(t).
Firstly, we show the condition 2. for f(¢). Since f(¢) is analytic in a neighborhood of t = 0 in C, there

k
exists a set {by}rez., C C satisfying f(t) Zbk k, in a neighborhood of ¢ = 0. This verifies the
k=0
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condition 1 for f(¢). Secondly, we show the condition 2 for f(¢). Then we have the following equalities
for any t € Rso:

F)] =1 arle™" = 1) (10.11)

k=0

<D lagllet —1fF
k=0

<Y Bffe 1]
k=0

B 1

1-B(l-et)

= 0(eh). (10.12)

Note that the second equality of the (10.11) is obtained from the assumption B < 1. This completes the
proof of Corollary 10.2.2. O

At the end of this subsection, we give the relation between formal Mellin transform and Mellin
transform. Before giving the statement, we prepare some notations. Let B is a positive real number. We
assume that B satisfies B < 1. For 7 € I(OO), we denote

CP = {g(z) = Zakzk € Q[l2]]] |7(ax)| < B for all k € Z>o}.
k=0

Then, from the argument of the proof of Corollary 10.2.2, we obtain the map
n,:C8 — Mf@ g(z) — Tg(e % —1).
The relation between formal Mellin transform and Mellin transform is as follows:

ProprosIiTION 10.2.3. The following diagram is commutative.

PRrROOF. Proposition 10.2.3 is a consequence of Corollary 10.2.2. O

10.3 Connections between formal Mellin transform and p-adic

Stieltjes transform

In this section, we define the p-adic Stieltjes transform and give the relation between formal Mellin

transform and p-adic Stieltjes transform. We recall the p-adic Stieltjes transform.

DEFINITION 10.3.1. We define the p-adic Stieltjes transform as follows:

8 DZ0nC,) — OD,), S)i= [ dutt)

sz+t
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REMARK 10.3.2. We remark that the well-definedness of S is obtained by the following argument.
We define the set of Krasner analytic functions on Z, := C, \ Z,, by

Ho(Zy) == {¢ : Z, — C,| ¢ satisfies (1), (2)}.

(1) For r > 0, we denote Dy, (r) := {z € Cp| mingez, |z—x| > r}. For any r > 0, there exists a family
of rational functions {f, ,}nen whose member have poles only on Z, satisfying the limit of {f, , }nen
converges to ¢ uniformly on EZ,, (r).

(2) lim|z‘p_,oo ¢(Z) = 0.

From Theorem of Vishik [81] (cf. [58, p. 138]), the following morphism gives the topological isomor-

phism
o — 1
S :D(Z,,C,) = Hy(Z — —
(Zp,Cp) 0o(Zyp), 1 TS

du(t).

The Stieltjes transform S defined in Definition 10.3.1 is the composition of &’ and the restriction map

HO(ZP) — O(Dp)'

We have the following principal relation between the formal Mellin transform and the p-adic Stieltjes

transform.

PROPOSITION 10.3.3. Let 7 be an element of I’P). We denote the set {g(z) € Q|[z]]| r~(g9) > 1} by

By r. Then we have the following commutative diagram:

B,, —2 M(B,.)

where @, is defined by g(z) — A7 (7(g)).
oo k
PrROOF. Let g(z) € B, .. We denote ¢-(g) by ptrq and g(e* — 1) = Zbk% Then we have the
k=0 )
following identity (cf. [1]):

o) = / Py, () for all k € Zso, (10.13)

Zp

On the other hand, we have the following equality for z € D,:

1 o] 1 k+1
S(p) =— du(t) = () [ — : 10.14
== [ St =3 [t () (10,10
From equalities (10.13) and (10.14), we obtain the proof of Proposition 10.3.3. O

REMARK 10.3.4. From Proposition 10.3.3, we can define 7(M(g))(a) for g(z) € B, and o € D,,.

DEFINITION 10.3.5. Let p € D(Z,,C,). We define the following formal Laurent series for positive

integer m:

RW(2) = R{(2) := S(u)(2),
d

RW(z) := d7mR<H>(z).
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From Proposition 9.2.6 2., we have the following equality for natural number a satisfying (a,p) = 1,

non-negative integer m and natural number F' which is divisible by p:

_1\ym+1 m—+1 m—+1
fo (w1, ) = E O g (4 (10.15)

For p € D(Z,,C,), we suppose that there exists g € B, » satisfying ¢, (g) = p. From Proposition 10.3.3
and the equality (10.15), we obtain

a _1\ym+1 m+1,(q)m+1 m
fu (m+1, ) = LRI WO () e
(_1)m+1<F>m+1w(a)m+1

= i) TM(log(1+ 2)"g)(z)|

e

(10.16)

_a
*=TF

Note that the equality (10.16) is obtained from Proposition 10.1.6.

10.4 Relation between formal Mellin transform and Padé ap-

proximation of formal Laurent series

Let m be a natural number and K a field of characteristic 0. We fix m formal power series

)
Z):Zal,kzkv"'vgm Zamkz GK H
k=0

and denote 1 !
fo=1, 1 =Mg(g1),.... fm == Mk(gm) € ;K HH .

z

We have the following theorem about the Padé approximation of f := (f1,..., fim).

THEOREM 10.4.1. Let (n1,--+ , M) € N™. Let {pir’l}}lgvgm’ogjgnv be a subset of K. The following

are equivalent.
m

(i) For all natural number k satisfying 0 < k < Z(m, + 1) — 2, we have the following linear relations
v=1

(n)
between {p,, ; 1 <v<m,o<j<n.,-

ii <( Y i ( ) (k I l) av,kJrjl) p$ =0, (10.17)

v=135=0 =0

where we denote (jl) =0ifl,j satisfy l > j.

n .
= 1)... -1
(ii) We put P,S“)(z) = g pg)nj) 2zt 1) ,'(Z +i-1) for any 1 < v < m. Then, there exists a unique
, ’ g!
Jj=0

polynomial Po(n)(z) € K|z] which satisfies that
(P (2), PP (2), .., P (2)) € K™, (10.18)
is a n-th Padé approximation of f.

Furthermore, for a Padé approxzimation given in (10.18), we have the following relations:

Ny

mz(z+1)...(z4+j—1) i av k!
ZZ() ]!( : )( zz+1 kz+k)> (10.19)

v=1j=1 k=0

M
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R (z) = > i i(— Yoy Z ( > (k e l> Gokti=t | S i_li)kﬂ(ljju k)

k=321 (ny+1)—1 \v=1;j=0
(10.20)

PROOF. Firstly, we prove that the condition (ii) implies the condition (i). From Lemma 10.1.7, we
obtain the following equality for 1 < v < m:

(n)

n pv, .
P (2) fu(2) = Z ]J 2(z+1)...(z+7 - 1) | Mk(gv)
j=0 7
Ny J*l
N, mEEfD). Z+J—1 avkk:
;pw Zoz (24 k)

+Z (I’IJ)NM ((i)jg) (10.21)

From Proposition 10.1.6, we obtain the following equalities:

i( 1)’ p;gt’lj)NMK <(jz>jgv> =§:( 1)’ pé)?) (ME® x Mk) <(Z+1) (i)jgv>

j=0 j=0
Ny p(n) d\’
= —1)7 =% 1 . 10.22
MKJ_Z_:O()].(ﬂL)(dZ)gv (10.22)

By the relation (3) in Lemma 6.2.2, we obtain:

mo Ny p(n) ) d 7 1
RW(2) = My | DD (1) = (s + 1) <d) o e(z

v=1j5=0

(10.23)

On the other hand, we have the following equalities:

p,(fj) d\’ _ ]pgnj) ! AN - ; k
(=1) ;! (= + 1) (dz) gv = (=1) i (kz_o (k)z ) <kz_0(k+1)...(k:+j)av,k+jz>

) (_1)jp§;} (kj (é)zk> <}§0 (k-;]> av,}c+jzk>

0
o) k . .
(n k+j—1
= (—1)31)5)7} (Z (’Z) ( j )av)kﬂ»_l) 2. (10.24)
=0
=0i

For the third equality of (10.24), we mean (’”jj‘;l
the identity (10.24), we get the following relation:

- n k+j—1 1y
33" S5 ) (30 (D) (7 Jousesrr) e @ 0
=0

k=0v=1j=0

in the case of j < [. By the relations (10.23), and

The relation (10.25) shows that {pg:lj)}lgugm,ogjgnv satisfy the relation (10.19). Since the relation (10.25)
is equivalent to the relation (10.23), we have that the condition (i) implies the condition (ii).
We prove the relation (10.19). From equality (10.21) and Remark 3.1.2, we obtain the equality:

v S 241 (2 i-1) ) [ (“DFa, k!
Fo Z ' (I;Jz(z—i-l)(z—&—k))

|
v=1 \j=1 J:
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Secondly, we prove the relations (10.20). We have the equality

RO (2) = Mg iii(_njpg (zk: (g) (’“ A l) av7k+j_l> P (10.26)

k=0v=1 j=0 1=0 J

Using Proposition 10.1.2 and the relation (10.25) for the equality (10.26), we obtain the equality (10.20).
This completes the proof of Theorem 10.4.1. 0
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Chapter 11

Power series representations of
special values of the
Kubota-Leopoldt p-adic L-functions

In this chapter, we recall two types of power series representations of special values of Kubota-Leopoldt

p-adic L-function at positive integers.

11.1 Some constructions of the Kubota-Leopoldt p-adic L-functions

In this section, we recall two different types of construction of Kubota-Leopoldt p-adic L-functions. Let
f be a natural number and x a Dirichlet character of conductor f.
We denote Dirichlet L-function with character x and Hurwitz zeta function as follows:

L(—,x) : {s € C| Re(s) > 1} — C, sHixéZ),
n=1
Cu:{s€C|Re(s) >1} x{zeR|z>0} —C, (s,x)Hi;.
n=0 (n+x)é

If  is the trivial character, then L(s, ) is equal to Riemann zeta function ((s) defined in (8.1).
Firstly, we recall the existence of Kubota-Leopoldt p-adic L-functions.

THEOREM 11.1.1. (Kubota-Leopoldt) Let x be a Dirichlet character of conductor f. Then there exists
a unique p-adic continuous function L,(—,X) : Zp \ {1} — Q, satisfying

Ly(1—k,x) = (1 —xw " @)p" DL -k, xw™") for all k € Z>y.

If x is the trivial character, we denote Ly (s, x) by (,(s) and call it the p-adic Riemann zeta function.

Note that if the character x in Theorem 11.1.1 is odd, we have L,(s, x) = 0.

Let ¢ be a natural number. We assume that ¢ satisfies ¢ > 2 and (f,¢) = 1. We denote the set
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{¢€ € Q| &¢ =1} by p.. Then we have the following equalities for s € {s € C| Re(s) > 1}:

Lis,x)= /1" fi x(a)¢ (8, ;) (11.1)

a;ﬂl—s , F—1 o a
" @ 2 2 X (€7 %). (112)

where Z means £ runs through p. \ {1} and F is a natural number which is divided by f.

E€pe
Using the equalities (11.1) and (11.2), we obtain two types of construction of Kubota-Leopoldt p-adic

L-functions. More precisely, we construct some p-adic continuous functions which interpolate special
values of (y(s,r) and ®(s,z,2) for s € Z<y and some z,z € Q and construct Kubota-Leopoldt p-adic
L-functions by using equalities (11.1) and (11.2).

We define the numbers { By, (2)}nez., and {By . (2)}nez., for some z,z € Q as follows:

te" & t"
ot — 1 :;Bn(l‘)ﬁ7
eTt > tn
1_ zet = %Bn,z(x)ﬁ

LEMMA 11.1.2. (c¢f. [12]) Let k be a non-negative integer x a positive real number and z a complex

number satisfying z # 1 and |z| < 1. Then we have the following equalities:

B 1($)
(1) Gul—hy2) = ==
(2) ®(—k,z,x) = By 2(2).

From Lemma 11.1.2 and Example 9.2.5, we have the following relations for z € D, N Q N Rxy,
2z € (Cp\ Dp(1,17))N{z € Q| |2| > 1} and k € Z>:

y /Z () () = ] (11.3)
/Z (z + )*duy(t) = By o(2) = ®(—k, 2, ). (11.4)

P

Using (11.3) and (11.4), we define the p-adic Hurwitz zeta function and the p-adic Lerch function of

second type as follows:

DEFINITION 11.1.3. We define the following functions:

G 2y % Dy — Cpe Gups,2) = — [ 2401l (1), (115)
i/,
U, Zy x Dy % (Cp\ Dp(1,17)) — Cp, Wp(s, z,) = / (2 + ) dpua (b). (11.6)
ZP

We call (i, the p-adic Hurwitz zeta function and ¥, the p-adic Lerch function of second type. Using
the same notations as in Definition 10.3.5, we have the following equalities:

G (5:2) = = o (5= 1,2), (1L7)

U,(s,2,2) = fu. (s, 2). (11.8)

67



Using the function (g, and ¥, defined in Definition 11.1.3, we have following equalities:

4f ifp=2,
pf ifp>2.

PROPOSITION 11.1.4. Let x be a Dirichlet character of conductor f. We put F :=

Then we have the following equalities:
1.

Lp(S, X) = <f>;,7$ XF: X(a)CH,p (8, %) .

a=1,(a,p)=1

2. Let ¢ € Z>o. We assume that ¢ satisfies c=1 mod p. Then we have

L(s.x) = u(ﬂh Zj Z o @)W, (5.6 %)

E€pe a=1,(a,p)=1

Especially, we obtain the equalities for p-adic Riemann zeta functions.

1.

f(wa(sg)rana(=3)) w2
12 a
; ;CH,IJ (S, p) ’pr > 2.

2. We have the following equalities:

31_3_12/(5\1/2 <57€71>_\IJ2 (57€7i)> pr:25

Cp(s) =

€
CP(S): : ,p—1 .
(p+1)——1 +1 s _ 1 Z Zw p(37fp,> ifp>2. O
P £€Mp+1 a=1 p

It is enough to prove the equalities 1 and 2. Since the equality 1 is proved in [69, Theorem 6.2] and
the equality 2 can be proved by the same way as that of 1, we omit the proofs of them.

11.2 Power series representations of special values of the Kubota-

Leopoldt p-adic L-functions at positive integers

We use the same notations as in the previous section. Using equalities (11.7), (11.8), (10.15) and Propo-
sition 11.1.4, we give some power series representation of special values of L,(s, x) at positive integers as
follows:

PROPOSITION 11.2.1. Let x be a Dirichlet character of conductor f and m a non-negative integer.

We assume that m satisfies m > 1 if x is trivial. Then we have the following power series representation
of Ly(m+1,x).
1.

m —-m F
Lym +1,30 = ST S (apwtay R ().

Fmtiml
a=1,(a,p)=1

2. Let ¢ € Z>o satisfying c =1 mod p. Then we have

5y 3 wagw(@ mm (%)

feur a=1,(a,p)=1

(U“l

L,im+1,x) = FrtTmi(x(
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REMARK 11.2.2. Using Proposition 11.2.1, we obtain the following relation for natural number m:

P
Lim+10€ Y QuRE (%), (11.9)

a=1, (a,p)—l

Lym+1,x) € Z Z Qw, x, &) “ﬁF( ) (11.10)

£€pe a=1,(a,p)=1

where &, is the primitive ¢-th root of unity. From the above relation (11.9), we study the linear indepen-
dence of {R(“)( )Yo<i<m,1<a<F—1,(a,p)=1 for m € Zxq, F € N which is divisible by p and p € D(Z,,C,)
over an algebraic number field.

In the case of p-adic Riemann zeta function, we have more concise power series representation of
special values of it at positive integers. We prepare some notations.

DEFINITION 11.2.3. (c¢f. [23]) Let m € Z>1. We define the following formal Laurent series:

k=0
m 0 k+m-+1
Rin(2) = ijRQ(Z) => (k+1)--(k+m)B (i)
k=0
oo n+1
out =3t —oym (1)
k=0
m > k+m+1
Om(2) %@o(z) = (k+1)--(k+m)2*" —2)By <_i>

Note that R,,(z) is equal to R(“H“‘“)( ) in Definition 10.3.5. For each m € Zx¢, the functions R,,(z)
and O,,(z) have several functional equations. That is as follows:

PROPOSITION 11.2.4. ( cf. [23, Propotition 4.4, Corollary 4.5 |) Let m € Z>q and | € Z>1. We have
the following identities in Q[[1]]:
| ()" (m 1)
(i) Rm(z+1) = Rp(2) = T mi2z

(ii) Jh(Z) = (=)™ Ry(1-2),

(ii)) > Rn (z + %) — [™2R, (12),
a=0

(iv) 2710, (2) = Ry (%) ~ Ry, (Z i 1>,

2
PrROOF. Here we only give proofs of (i) and (iii).
(i) We have the following equalities:
Rin(z 4+ 1) = Rin(2) = A(Rin(2))

peve s (5

Y <Zlog(1 +z)m+1>

z

_(=D)™(m+1)!
- Zm+2 .

log(1 + z)m+1
z
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Note that the third equality is obtained by Proposition 10.1.6. This completes the proof of (i).
(iii) It is enough to prove in the case of m = 0. Let [ be a natural number. The equality (iii) comes

from the following trivial equality

-1

l

—1

> rl= 7”71 (11.11)
p—

a=0

Substituting 7 = e* to the equality (11.11) and multiplying e’* — 1 to the both sides of equality (11.11),
we obtain

-1 e 1
Ziezz_l == (11.12)
a=0

Multiplying by Iz to both sides of the equation (11.12) and change the variable z to %, we get

-1

ettt L1 (11.13)

z _ = Z
a—0 e ]. el_l

Acting formal Laplace transform Lg (see Definition 10.1.3) to both side of the equality (11.13) and use
the following equality:

1
T 1—az

Lo(e™f(2))

Lo(f) <1—Zaz) for a € Q*

then we obtain

=g z z
Zl—‘;zF<1—‘;z> —IF (7) (11.14)

a=0

where F(z) := Lg (i) Acting Ug (see Definition (10.5)) to both side of the equality (11.14), we

e*—1

obtain the equality (iii). This completes the proof of (iii). O

REMARK 11.2.5. The statement of Proposition 11.2.4 (i), (ii) and (iii) in the case of m = 0,1 and (iv)
in the case of [ = 2 were proved by Beukers in [23]. Since our proof of (ii), (iv) in Proposition 11.2.4 are
the same as that of [23], we omit them. In this thesis, we give an alternative proof of Proposition 11.2.4

(i), (iii) by using formal Mellin transfrom.

By using Proposition 11.9 1. and 11.2.4, we express the special values of (,(s) at positive integers as

follows.

PROPOSITION 11.2.6. (cf. [23, Propositon 5.1]) Let m € Z>1. The following identities hold.
(i) When p =2, we have

—1 n
m@m—1 <2> if m is odd

1 1
Ry () if m is even.

Glm+1) =

2m+lml 4

(ii) When p is odd, we have
prl
_ (_1)m m a
Gp(m+1) = ol ;w(a) Ry1 0

70



Especially, for p =3, we obtain:

G(m+1) = Gy, <1> € Q' Rt <1) : (11.15)

3m+im) 3 3

PROOF. Let p be a prime number. From the definition of (up,(m + 1, %) and using the equality
(10.15), we have

Gy (m+1, %) = %Rmfl (%) . (11.16)

where F' is a power of p. From Proposition 11.1.4 1., we calculate (;,(m + 1) in each case in Proposition
11.2.6.

(1) Proof in the case of p = 2:

Suppose m is odd. From the identity (11.16), we have the following identity:

G(m+1) = *w%m! <Rm_1 <i) — Ry <i)> : (11.17)

We use the equality (iii) which is

9m+1Q, (2) = Ru, (f) — Ry <Z+ 1)

in Proposition 11.2.4 for (11.17), we obtain:

1 1

Suppose m is even. From the definition of (5(s), we have:

G(m+1) = w%m! <Rm_1 Cl) + Ryt (i)) : (11.18)

Substituting z = 1 in the equality (i):

(=1)™(m + 1)!

R(z+1) = B(2) = —— 5,

in Proposition 11.2.4, we obtain

Ry-1(3) = % (Rm1 (i) + Rm—1 G)) : (11.19)

By the identities (11.18) and (11.19) above, we have

1 1
COm+ 1) = gy fom (4) |

This proves (i).
(ii) Proof in the case of p > 2:
By using the identity (11.16), we have

Gim+ 1= U S R, (2).

pm+1m!

a=1

From the equality (i):
(=1)™(m+1)!

Rp(z+1) = Rin(2) = BT E—
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in Proposition 11.2.4, we obtain

m 2 a
m m
Glm+ 1) = > el ") (2
pgl
_ (_l)m m a
pm+1m| ~ ( ) Rm—l ;)
This proves (ii). O

REMARK 11.2.7. Let m be a natural number. By Proposition 11.2.6, the following are equivalent.
(a)2 We assume m is even (resp. odd). The p-adic number (3(m + 1) is irrational.

(b)2 The p-adic number Ry,—1() (resp. ©,,-1(3)) is irrational.

Similarly, in the case of p = 3, the following are equivalent.

(a)s The p-adic number (3(m + 1) is irrational.

(b)s The p-adic number Rp,_1(3) is irrational.

Beukers proved Proposition 11.2.6 in the case of m = 1,2 and also proved the irrationality of (3(2)
and (2(2) by proving (b)s and (b)s in [23].

Next, we give some functional equations for R(“¢)(z) for £ € C, \ Dp(1,17).

LEMMA 11.2.8. Let m € Zx>o, | € Z>1 and § € C, \ Dp(1,17). We have the following identities in
@(5)[[%}]:

Zerl ?

(i) RY(1—2) = (‘?m RY ().

Since Lemma 11.2.8 is proved by the same argument of that of Lemma 11.2.4, we omit it. Using
Proposition 11.2.1 2. and Lemma 11.2.8, we obtain the following power series representation of special
values of (,(s) at positive integers.

PrROPOSITION 11.2.9. Let m € N. Then we have the following equalities:

2( m+1 ( ) )
3m+1m'3 — ZﬁR“s ! ( ) ifp=2,

5"5#3

Gpim+1) = 2(—1 m+1

a )™ (e—1) ; 2
e 3 (5) wr>2

§€H +1 a=1

PrOOF. We use the equality of Proposition 11.2.1 2. for x =1 and ¢ = p+ 1. Then we obtain

m+1
a, ¢ ymple-1) (@ ,
R SR D s S () I T
_ §€,LL3 a=1,(a,2)=1
R L 5 2 /pzlﬁa "R (L) itp > 2
prttmi((p + 1)~ p pes

£€up+1 a=1

Since the equalities in the case of p > 2 are proved by the same method of that in the case of p = 2 (cf.
the prove of Proposition 11.2.6 (ii)), we only prove the case of p = 2. Let {3 be a primitive 3-th root of
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unity. Then, we get

' 4 a
Y ew@r (9)

§€ps a=1,(a,p)=1

(k,—1) (k,—1) 1
= &R E + (fl)mng?’l 3 +§§1R$ff§3) =) 4 (—1)mRYe) 3. (11.20)
4 4 4 4
From the equality (ii) in Lemma 11.2.8, we obtain
(e-1) (3 (pe=1) 1 (=)™ _(ue) (1
m “)=Rn (1-5)=~F—Rn" (7] 11.21
e (§) = () = e wian

From the equality (11.20) and (11.21), we obtain

' - a m (”5*1) a (”&gl) 1 —1 (/‘&3) 1
> ) &w(@"Rm (4):2(53Rm <4) & ' R <4)>

£eus a=1,(a,p)=1

This completes the proof of Proposition 11.2.9. O
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Chapter 12

(Type A)p-estimate of formal
Laurent series related to the p-adic

Hurwitz zeta function

12.1 Statement of Theorem 12.1.2

In this chapter, we give some examples of (Type A),-estimate of formal Laurent series represented by
the image of formal Mellin transform. More precisely, we give a lower bound of the dimension of the

vector space spanned by the special values of the following p-adic function:

Ep : NxZ, x (C,\ Dp(1,17)U{l1}) x D, — C,

( & m+1 1
(S,Z(Jhl‘g,z)0—)Ep(8,$1,$272) . 8—125 1 + Z 7n+1(x17x2)(8)'rnzsﬁ7
=0
where
0 ifay#1 s(s+1)---(s+m—1) ifm>1,
e(x2) = ($)m =
1 ifzy =1, 1 if m=0,

and By(z1,x2) are defined by the following generating function:

te“"lt Z
By(z1,x2)
Zoet — 1 ’ k:'

REMARK 12.1.1. 1. Let 21 € Zjp, 2 € C, \ Dp(1,17) and s be a positive integer. We assume that s

satisfies s > 2 if x5 = 1. Since we have the following equalities:

(=1)*tlog(l + 2)*~ (1 + )= B > 1)m+t 1
M ((s—l)! z2(14+2)—1 N s—lzb 1 Jrrzo m+1 m+1($1,$2)($)mzs+m, (12.1)
<log(1 +2)57 1 4 2)™ >
Tp =1.
wg(l + Z) -1

the function =, (s, 1, x2, z) converges on D,,.
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2. Using the equality (12.1), we obtain the following equalities:

= B (71)571
Ep(s,0,1,2) = mRS_Q(Z),
Ep(s,1,1,2) = ((;1_)51—)! Ry_s(z) — % = %RS_Q(z +1), (12.2)

for s € Z>5. Note that the second equality of (12.2) is obtained by Lemma 11.2.4 (i).

Z,(5,0,6,2) = D" plee) ).

(s—1)!

for s € Z>1 and € € C, \ D,(1,17). Note that the second equality of (12.3) is obtained by Lemma 11.2.8

(i)-

3. Let oy € Q50 NZy and ap € Q. We assume that oo satisfies |az| = 1 and |ay — 1], > 1. Then we
have the following relations:

®(s,z + a1,02) € Mo, a,);

Q,(s, 2+ a1, a2) = Zp(s, 01,0, 2). (12.4)
Remark that the equality (12.4) was proved by Katsurada in [52, Theorem 1]. O

We give the following estimate of a lower bound of the dimension of the vector space spanned by the
special values of =, (s, z1, x2, 2):

THEOREM 12.1.2. We use the same notations as before. Let r be a natural number, s1, ..., s, natural
numbers, ai,...,a, € QNZ, and a € {a € Q| |a| = 1}. We assume that ai,...,a, and « satisfy
0<a; <---<ap <1and|a—1|, > 1 respectively. Let W), be the set D,(Q) x Ag. We put the following
numbers:

I
§ = E Si,
i=1

B(b) :=lLc.m.{den(b + a;) }1<i<r for b € Dy(Q),

M :=lem{den(ay — a;) b 1<iir<r, i

o= ek
T:= min {si},

and define the following four functions:

1
fP:Dy(Q) — Rsg by b S+ M(s+r—T —1) + Z qo_i(i—l—logden(a),

q|B(b)

g = D,(Q) — Rsg by b logmax{1,|al} + slog2,

logg  logp
® . p . R 3 _ d _
h p : p(@) >0 by b A p 1 1 lOg en(a) lOg max{l, |()[|p},
gq:prime

q|B(b)
[Kp : Qp](h(p)(b) + T'log ‘blp)

(») .
FP Wy, — Rxo by (b, K) = [K : Q(f®(b) + g (b))
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Then we obtain the following estimate:

s1+1 sr+1
dimg <K+ Z KZ,(v1,a1,0,b) + - + Z KEp(vr,ar,oz,b)> > F) (b, K),

v1=1 vr=1

for all (b, K) € W),

REMARK 12.1.3. When r = 1, P. Bel in [17, Theorem 3.1] also gave a (Type A),-estimate of the
dimension of the vector space spanned by the special values of {Z,(2,a,1,b),...,Z,(s + 1,a,1,b)} for
seNand a € QsoNZpy:

s+1
dimg (K + 3 KZ,(v,a,1, b)) > FP) (b, K) for all (b, K) € W),
v=2

where Fl(p) (b, K) is defined by the same way in Theorem 12.1.2 for @« = 1. In Theorem 12.1.2, r is general
but we exclude the case & = 1. Thus, Theorem 12.1.2 is not regarded as a complete generalization of [17,

Theorem 3.1]. (see Remark 12.4.8 for the reason why we exclude o = 1 in Theorem 12.1.2.)

12.2 A construction of Padé approximation of formal Laurent

series

In this section, we recall a method of construction of Padé approximation of formal Laurent series obtained
by Rivoal (cf. [71, Proposition 4]).

PROPOSITION 12.2.1. (c¢f. [71, Proposition 4] ) Let K be a subfield of C and I, s be natural numbers.
Let fo(2) =1, f1(2), -, fs(2) € MI‘?. Suppose there exist family of polynomials {Pén)(z)}ogq,gs C K[7]
which satisfy the following condition:

The function R(z Z P,(2) fu(2) satisfies

R(z) = o(z7") (2 — o0).

Then we have degPy < max) <,<sdegP,, R(z) € Mi and R(z) € K[[]] satisfies

UAz) =Y Pu(2)fulz) = 07,
v=0

o
PrOOF. Put ¢, = degP,(z), ¢ = maxj<y<sqy and Py ( Zb jzj for 1 < v < s. From the
7=0
definition of M3}, there exists a subset of K {ar(fo)}rezs, satisfying the following condition:

N
fol2) =Y ar(fo)z ™ +0o(zN) (z = o) for all N € Z,. (12.5)
k=0

We use the equalities (12.5) for any N > ¢, we get the following equalities:

s S quv
S P(2)fo(2) = Q) + > Z ST bujar(f)? | +o(zNT) (12.6)
v=1 v=1 0<k<N

7N+q<J k<0
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where Q(z) is a polynomial with coefficients K which satisfies deg@ < ¢. Using the equality (12.6) in the
case of N =1+ ¢ — 1 and the assumption

= ZP’U(Z)f’U(Z) = 0(zil+1)a
v=0

we obtain
N
Py(z) = —Q(z) and R(z) = Zak(R)sz +0(z7N) (z — o) for all N € Zs,
k=0
where
0 if N <1,
ZZ bru’jaN+j(fv) if N Z l
v=1 j=0
This shows that degPy < maxj<,<degP,,R(2) € M and R(z) € (1)L, This completes the proof of
Proposition 12.2.1. O

12.3 A Padé approximation of the Lerch function

To prove Theorem 12.1.2, we give a Padé approximation of the Lerch function that is different from the
one given in Chapter 7. Let r be a natural number. From here to the last section, we fix r natural
numbers $i,...,S,, and r rational numbers aq,...,a, satisfying 0 < a3 < --- < a, < 1 and put the
following numbers:

T
§ = g Si)
i=1

A :=lem.{den(a;) }1<i<r,
M :=lem{den(a; — a;) hr<iir<r, iz
eiri = M(ay —a;) for all 1 <i,¢" <,

e= max {levil},

= max {si},

S =
T := min {s;}.

1<i<lr

In this section, we give a Padé approximation of the Lerch function {®(v;,z + a;, 1) }1<i<ri<vi<si+1
with variable z.

For a positive integer n and w := (w1, ..., w,) € [1._,{0,...,s; + 1}, we put

w(u+1)-(u+n)

H‘Evn) u, z) = n! s+r—1 ’
2= [T, [(utz+a)st (w+ 2+ a; +n)wi]

7-[(" (1,2 ZH(" z,m)x T

We define a family of rational functions {dl Fwsw(Z)}1<i<r0<j<n,1<0, <si+1 DY

r s;+1 n (n) ( )

H™M (u, z) Z Z Z qu;’j:’:+j) (12.7)

=1 v;=1 5=0
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and a family of polynomials {AE v) w(x 2), Q&?)(xl, 2) h<i<ri<v;<si+1 C Q(2)[z1] by

ST,

s;i+1j5—1 j—1-1

T n . T
QU (1,2 :ZZ dz(7j),vi,w(z)m' (12.9)

In the following, we denote w as an element of []._,{0,...,s; + 1}.

REMARK 12.3.1.
1. By the same argument of the proof of [71, Theorem 1], we can prove that

A (1, 2) € Q[z1, 2] and Q&‘)(xl,z) € Q[x1, 2].

1,V W

2. By the same argument as is given in Remark 6.2.1, we can obtain the following:
degzlA( ) (x1,2) =n for all n € N with w satisfying w; > 1.

1, W; W

3. Since we have the following equality:

(n) _
d,j 'u“w(z) -
( 1)5,,—1)7,+1 d s;i—vi+1
(S—U—’—]_)(d’u,) H‘(:‘)(Z,—U—Z—Gjl)( u+])g+1| . for 0§j§n—1,1§vi§8i—|—l,
1)wi—vi d w; —v; .
((w )—v I (du) H‘Ev)(z,—u —z—a;)(—u+n)"|y=n for j=mn,1<wv; <w,,
7 ?
0 for j=mn,v; > w;,
we have
degZA§U w@z)=n+1lforalll1 <i<r 1<wv; <s;+1andw. (12.10)

(1,z) by A (z) and Q‘(;L)(l,z) by Q‘(,C‘)(z) From the definition of Hw)(a,z)

1,V , W

We denote A"

1,V , W

and the same argument of the proof of Lemma 6.2.2 and that of [71, Corollary 2], we get the following

proposition.
PROPOSITION 12.3.2. (cf. [71, Corollary 2], [17, Corollary 5.2] ) Let o € Q. We assume that «

satisfies |a| > 1. Under the notation as above, we put w = sz Then we obtain
i=1

HI (o, 2) = o(z~(Petwtn(r=D=3)) (5 5 o),

and the following Padé approximation of the Lerch function:

r s;+1

H (a, 2) Z Z E?w VB(vi, 2 4 ag, a) — QM (a, 2), (12.11)
=1 v;=1
r s;+1

H(1,2) =3 3 AN L(2)@(v, 2+ ai, 1) — QU (2). (12.12)
i=1 v;=1
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12.4 Some estimations

We denote (0,...,0) € [T_,{0,...,s; + 1} by 0. We fix a subset

i
{wij =, whcicmcican €[]0, s +1}

i=1
satisfying
(k) 0 ifk+#i,
IR N .
j ifk=1.
We denote the determinant of (s + 7 + 1) x (s + r + 1) matrix
*Q(((;;)(zl,z) 1(4(1)711)0 A57s>1+1,0 /(45;1),0 Av(”;s)r-kl,o
_le,l(xl’z) A171,W1,1 A1781+1,W1,1 AT,17W1,1 AT13T+17W1,1
) ) Cm Cm Cm
_leqslﬁ-l(xl’z) A1717W1,sl+1 A1751+17W1,sl+1 AT,17W1‘51+1 AT,ST+17W1,S1+1
QW @) AL AT e, e AT AV e
_ngvsr"’l (xl’ Z) Ag?l)vw'r‘sr«#l T Agtls)l +1,weapp1 Af"?l)aw'r‘,sr«}»l T A£79>r+1aw7‘,57~+1

by A (21, 2) for n € N where we denote A™_ (21, 2) by A™

4,5, W 0,J,W"
Under the notation as above, we have the following lemma that corresponds to Assumption (5.18).

LEMMA 12.4.1. (cf. [17, Proposition 5.9], [17, Proposition 5.10] ) Let A(™ (1, 2) be as above. Then
A" (a, 2) has zero only at z € {—ay,...,—a,} fora € {a € Q| |a| =1} \ {1} and n € N.

Proof of Lemma 12.4.1 is based on that of [17, Proposition 5.9]. Before proving Lemma 12.4.1, we

give some preparation lemmas.
LEMMA 12.4.2. Let n be a natural number. Then A" (z1,2) is divisible by [[;_, (2 + a;)%*1.

LEMMA 12.4.3. Let n be a natural number and fix v1 € C satisfying |x1] > 1. Then we have the

following relation:
im  AM@L2)
Re(z)— o0 Z5tT

Especially, we have deg, A" (x1,2) < s+ 7.

Note that from Lemma 12.4.2 and Lemma 12.4.3, there exists a polynomial Q(z1) € Q[z1] satisfying

T

A (g1, 2) = Q(x1) H(z +a;)% T (12.13)

i=1
LEMMA 12.4.4. Let n be a natural number. We have A" (x1,2) # 0 and the following inequality:

degwlA(”) (x1,2) <n(s+7r)—1.

LEMMA 12.4.5. Let n be a natural number. Then A™ (z1,2) is divisible by z"+1.

LEMMA 12.4.6. Let n be a natural number. Then A (21, 2) is divisible by (v — 1) D=2,
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REMARK 12.4.7. Lemma 12.4.2, 12.4.3, 12.4.4, 12.4.5 and 12.4.6 are generalizations of Lemma 5.11,
5.13, 5.12, 5.15 and 5.16 in [17] respectively. Since Lemma 12.4.2, 12.4.3, 12.4.4, 12.4.5 and 12.4.6 can
be proved by the same method of Lemma 5.11, 5.13, 5.12, 5.15 and 5.16 in [17] respectively, we omit the
proof of them.

Proof of Lemma 12.4.1. From the equality (11.9), Lemma 12.4.4, Lemma 12.4.5 and Lemma 12.4.6, there
exists an element § € Q* satisfying

.
A (2, 2) = 02" (21 — )TV (2 4 @)+ (12.14)

=1

The equality (12.14) shows Lemma 12.4.1. O

REMARK 12.4.8. We explain the reason why we exclude @ = 1 in Theorem 12.1.2 for r > 2 (cf.
Remark 12.1.3). For a set

T
{Wl,...,Ws+1} C H{O,...,Si‘Fl},
=1

satisfying w; # w; for ¢ # j. We denote the following determinant of (s + 1) x (s + 1) matrix

—Qw)(2) ARw @ AR L@ AR @ AR @)
—QW) (=) A A LwWE e Al e AT )
QW AL LG AT e ) e AL L@ AT L)
. . )
_Q‘(;ls)fsr+2 (z) ASTLZ)!W575T+2 (z) o Agtls)l +1L,Ws— s, 42 (Z) o A£TL2)1W575T+2 (Z) T Agfls)y~+1,wsfsr+2 (Z)
QW) AN, ) AT e e AT e A @)
(12.15)
by A (z) for every n € N. For r > 2, we will show the following:
-
A™(z) = 0 for sufficiently large n and any {w1,..., W1} C 1_[{07 N (12.16)
i=1

Then Assumption (5.17) for {—Q\(:j) (xlvz)}lﬁszJrl U {Az(z;)i,wj (Z)}1§i§r,1§vi§si+1,1§j§s+1 is no longer
satisfied for any {w1,...,wer1} C [[;_;{0,...,s; + 1}. For this reason, we have to exclude o = 1 in
Theorem 12.1.2 for » > 2. We shall prove (12.16). Fix a set {wy,...,we1} C [[;_;{0,...,s; + 1}
satisfying w; # w; for ¢ # j. By the same argument as the proof of Lemma 12.4.2 (cf. [17, Proposition
5.11]), we obtain

T

[ +a)”

i=1

A (2) for all n € N.

Especially we have
degA™ (2) > s. (12.17)

Next, we show the following:

A (1)
lim A"(z)

Re(z)—o00 25

= 0 for enough large n. (12.18)
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Let ¢ and j be integers. We assume that ¢ and j satisfy 0 <¢ <r —1and 2 < j < s;41 + 1. By adding

K3
the (j + Z sl>—th column of the matrix (12.15) multiplied by ®(j,z + a;, 1) to the first column of the
I=1

matrix (12.15), we obtain the matrix (12.19) below. Note that if ¢ = 0, we mean Z 5;=0.

H (2) AN AN L@ e A @ h AT L (2)
M) (2) A @ Al e Al e Al L)
H&’:z;ﬂ (2) A%’,’;w;ﬁl @ A§7s)1+1,;v31+1 . Aii‘;,w;ﬁl . Aﬁ’;xl,;vsﬁl (2)
HG) 2 A @ AT e ) e AL ) e AT L@
LG AT e AT @) AT O e AT 0

(12.19)
Since the determinant of (12.15) is equal to that of (12.19), the determinant of (12.19) coincides with
A (z). Thus, it suffices to show that the determinant of (12.19) is zero. Denote the (1, g)-th cofactor
matrix of the matrix (12.19) by Aén)(z). We calculate the cofactor expansion of the matrix (12.19) at
the first row, we obtain:

s+1
A (z) = (1)U () AN (2).
g=1

From the definition of H{; q) (z), we have

= (M) AL (2)
Tl [((m+z+a)sit (m+ 2+ a; +n)ves ]

H) (2)A (2) = (nt)**

where wg ; is the i-th factor of w,. Since we have degﬁé”)(z) < s(n+1) (see Remark 12.3.1 3 (12.10)),

(m)ns1 A5 (2) < AP (2) (M)n+1
2 [Ty [(m+ 2 + ai)sit (m + 2+ a; + n)Wai] | 2D T (m+ 2 + ai)n
APGE) (M1
zs(n+1) (m + z)n+3 Lm(r—1)=3 |’
- A (2) |
and r > 2, we obtain limge(;)—oo ——— = 0 for enough large n. By the relation (12.17) and (12.18),
zé

we obtain (12.16).
We have the following lemma that corresponds to Assumption (5.18).

LEMMA 12.4.9. (cf. [17, Proposition 5.5] ) Let « be a non-zero algebraic number. Then we obtain the
following relations:

dsHLds s pln/ (=l pords(den(an) max (1, |af, }" A (@, 2) € O, |2, (12.20)

1,0 , W

dy st/ et @) max (1, o], } QG (o, 2) € O, [2].

Let b be a rational number. We assume that b satisfies b+ a; # 0 for all 1 <i <r. Then we also obtain

the following relations:
st (den(b + a;))den(b)den(a) A | (a,b) € Og(a), (12.21)

At s, (den(b + a;) )den(b)den(a)" QM (a, b) € Ogay-
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PRrROOF. From the equality (12.7), we have

Ay wl(2) = (12.22)
1 d\* T N .
W<M> Hy'(z,—u—z—a;)(—u+j)% T yz; for 0<j<n—-11<uv <s;+1,
1 d\"" (n) .
(w—m)(du) Hy' (z,—u — 2 — a;)(—u 4+ n)¥|y=n for j=n,1<wv; <w;,
0 for j=mn,v; > w;.

(n)

We give natural numbers which are divisible by the denominator of d; (2). Firstly, we calculate

1,7,V W
1 d s;—wv;+1
I e H(n) —u— 2 —a; s+l
(siviJrl)!(du) w (2 —u =2z —ai)(=u+ )" fus;
for 0<j<n-—1,1<wv; <s;+ 1. We have the following equality
HM (z,—u— 2z — a;)(—u+ j)%+ = (12.23)

(M)t Y —u—z—a)(~u—z—a; +1)- (—u—2—a; +n)
Il (Hn o (—u+ (ar — ai) + §)% T (—u + (ay — a;) + ”)W) (Hnioy 2 (mu+ 3 (—u ”>wi)

_ Mz ma) (U s ) Py ey, (e
H’I’.Lfl ) _(_u+ '/)si+1( u+n w; i/ n ' n—1 9
§'=0,5'#j J VL

where the functions I/ ,(u) and I ,,—1(u) are as follows:

n!
(—u+ay —a;) - (—u+ay —a; +n)

Ii/m,l(u) =

Lir n(u) == for i’ # 4, (12.24)

n!
(7u+ai/fai)~~(fu+ai/fai+n71)

for i’ # i. (12.25)

From the proof of Bel (cf. [17] p. 204), we have the following equality:

(n)i(—u—z—a;) - (—u—z—a;+n)

= F(u)G(u)™ H(u), 12.26
H?/;%,j/¢j(*u+j’)5i+1(7u+n)wi (u)G(u)* H (u) ( )
where Cu—z—a) .
)= ) G = )
and

Also we have the equalities:

”! =Y (-1~ n ! _ (12.27)

(—u+ay —a;) - (—u+ay —a; +n) Jn—iN—u+a,—a;+ 5

§'=0
! Sy ! ! 12.28
(—u+ay —a;)--(—u+tay —a;+n—1) 7g;>(7 ) jMn =g =D —u+ai —a; +j" (12.28)
. 1 /d\ : :
For a non-negative integer v, we denote ACH by 0,. From the equality (12.23), we obtain
v! \ du
1 d s;—v;+1 )
il H™ (2, —u—2—aq; sitl) = 12.29
(Si—Ui"rl)!(du) w (2 —u—z—ai)(-ut ) | ( )
Si s +1—w;s
Zauo(F)‘u:j H al’kl |u =J ., +1 |u =j X H H al/k2 @ n)|u—J H aVks (Ii’mfl)lu:j-
v ki=1 ' £ ko=1 k=1
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Here the sum Z stands for all possible summation arising from the Leibniz rule. Note that the “index”

v
of 9y, ,, I8 Vs,+1 and it is not vy, + 1. As for the second case of (12.22), we obtain a similar presentation
to (12.29). The argument to deduce the presentation for the second case is the same as (77) to (82) for
the first case. Finally, by applying the same argument as the proof of [17, Proposition 5.5] to these

representations for (12.22), we conclude (12.20) and (12.21). O

For a rational number b satisfying b+ a; # 0 for all 1 < ¢ <r, we denote l.c.m.{den(b+ a;) }1<i<, by
B(b). We define the following functions:

Dy, : D,(Q) — Z\ {0} by b d et T (B(b))den(b)den(a)™,

1
fP:D,(Q) — Rsgby b S+ M(s+r—T—1)+ Z %+logden(a).

q|B(b)

From Proposition 12.4.9, {D,, } nen satisfies Assumption (5.19) and there exists ¢; > 0 such that
D (b)] < nerenf @), (12.30)

The inequality (12.30) corresponds to Assumption (5.19). We have the following estimate that corre-
sponds to Assumption (5.20).

LEMMA 12.4.10. Let 3 be a complex number. We assume that 3 satisfies B+a; ¢ Z<o for alll <i <r.
If n € N is enough large, then there exists ¢ > 0 which is independent of n and satisfies the following
inequality:

e 1A (0 ) 10Y (@ )} < nfmax(1, o] fexplnslog2). (1231

PRrROOF. We fix a enough large natural number k satisfying the following conditions:

2
and 1> |a;; — a;,| + Z for all 1 <iy,io < 1,1 # io. (12.32)
Y e (B} 1<j<n 1<, <, 11 for fixed i.
Wefix1<i<rl<wv <s +1and1<j <n. Using the definition of d n) (B) given by (12.7),

1,7,V , W

Firstly, we give an upper bound of {\dg

we get

1
A7) w(B) = ———= HS) (u, 2)(u+ B+ a; + )" du, (12:33)
3J5Viy 271' 1 |u+j+5+ai|:% w

From the equality (12.33) and the definition of Q‘(,?) (u), we obtain
45 e (B S K7SUD g5y [HG (0, 2)] (12.34)

1,55V,
()" (u) g

H;’;’:l |:(’LL + 5 + ai’)fli/-‘_l ('LL + /B +n+ ai/)wi’

v,
<k lsuP\u-&-B-&-ari-jI:%

(n)* 1 (u) s
| {(“ + 8+ ai/)fii/ﬂ(u + B4+ n+ap)v
equalities for v € {u € C| [u+ B+a; + j| = 1 }:

We give an upper bound of . We have the following in-

(Wi =|(u+B+ai+j—B—a;—j) - (u+B+ai+j+n—B—a —j) (12.35)
< (f+HDUSf+n—=35),
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where f is a natural number satisfying 8+ a; + + < f. Estimating a lower bound of |(u+ 8 + a;),| and
lu+B+ay+n|foru € {u € C| |u+pB+a;+j| = 1}, we give a lower bound of [u+S+a;+j+(ar—a;)+(1—j)|
for1<v <r,0<I<m
(In the case of i’ =)
lu+pB4+a;+j+(ayr—a,—B)+(1—5)|><j—-1—-1 ifj—1>1, (12.36)
I—j—1 ifl>j+1.

(In the case of i’ > i)

3 ifl=75—-1,7,
lu+B+ai+j+(ar—a)+ @ —§)|>j—1-1 ifj—1>1, (12.37)
I—j if > j.
(In the case of i’ < i)
z ifl=4,7+1,
lu+B+ai+j+ (ay —ai)+ (1 —j) >3 j—1 if j > 1, (12.38)

I—j—1 ifl>j+1
From the inequalities (12.38), (12.37) and (12.38), we have the following estimation for 1 < ¢ < r:

n—1

((w+ B+ ai)n] =[] lu+ B+ ai+1] (12.39)
=0

n—1
IIle+B8+ai+i+(ar —a)+ (1 —j)
=0
(n —5)Y!
k3n3

>

We also have the inequality:

1
lu+pB+ay+n|=ut+B+a;+j+ (ar —a;)+ (n—j) > o (12.40)
for 1 <+’ <r. From the inequalities (12.34), (12.35), (12.39), (12.40), we obtain
—o; (nD)* " (W)t
k™" SUp|yt pra, +il=1 | =5 - (12.41)
|[utB+ai+il=1% Hilzl (u+a/i’)n “+1(u+n—|—ai1)“’i’

o ()51 — !
(= D)5

s+r—1
n
= ncl .
(J)

< n22°",

<n

where cg, ¢1, 2 are positive constants. From the inequality (12.41) and the definition of AEZ))“W(O(, B) and

‘(;L)(a, B), we obtain the desired estimate. O
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We define the following function on D, (Q):
g - D,(Q) — R by b — logmax{1, |a|} + slog 2.
Then there exists ¢y > 0 such that

max (1AM (0,0)],1Q) (o, b)[} < n2em™”®) for all b € D,(Q). (12.42)

1<i<r1<v;<si+1,we{Ow, ;3 0%

12.5 Proof of Theorem 12.1.2

We use the notations of the previous section. We have the following property of p-adic absolute value of
the coefficients of Z,(v, a, a, z) for a € Z, NQ and « € {a € Q| |a| = 1 satisfying « =1 or | — 1], < 1.

LEMMA 12.5.1. Let a € QN Z,. Take a € {a € Q| |a| = 1} satisfying a =1 or 1 < |a—1|,. Let v
be a natural number. We assume that v satisfies v > 2 (resp. v>1) if a =1 (resp. 1 < |a —1|,). Then
the set {|Bi(a,a)|p}rezs, is bound.

PROOF. Firstly, we assume o = 1. By the definition of By (a, 1), we have the following equality:
Ny
By(a,1) = Bia"".
w3

Using Theorem of Clausen-Von Staudt that gives an upper bound of p-adic absolute value of Bernoulli
numbers and the assumption for a, we obtain that the set {|Bx(a,1)|p}rez., is a bounded set. Secondly,

we assume 1 < |a — 1|,. Note that, from the definition of By(a, ), we have the following equality:

[e's) Tk 0o k k _i Tk+1
= gBk(a,a)H = Z (Z (i)Bi’aak ) =

k=0 \i=0
. . . Bka k .
where B; , is defined by the generating function 7_1 = Z T". Since 1 < |a — 1|,, we have
that the set {| Bk alp}rezs, is bounded [58, p. 24] . This completes the proof of Lemma 12.5.1. O

We define the following functions:
E, : Dy(Q) — Oc, \ {0} by b +— dS“d‘g” T Lpln/ (=] pordp(A) yax (1, ||} (12.43)

By Lemma 12.5.1, the set of coefficients of =,(v;, a;, @, ) is bounded for all 1 <4 <r,1 <w; <s;. Then
from Remark 5.2.7 and the relation (12.20), there exists ¢z > 0 satisfying

|En(b)7%gf;)(b, a)lp < nc3|b|;"T for some constant ¢z > 0. (12.44)

The inequality (12.44) corresponds to (5.22) in Assumption 5.2.5. We define h(?) : D,(Q) — R>q by

1 1
hP)(b) = Z qoigql - pofﬁ + log den(a) — log max{1, |, }.

g:prime

qlA

Proof of Theorem 12.1.2. Let {a1,...,a,} C QN Z,. We assume that a1,...,a, satisfy 0 < a1 < --- <
a, < 1. We use the notations as above and Theorem 5.2.8 for

Jaon(@1,2) = vy, 2+ a1, 21) : Ry — C, 1<i<r, 1< <4 1.
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From Section 10.1, we define the following functions:

AP ez =3 0d, (),

j=0
- r n s;+17—1 (n) xjflfl
n - n 1
Qw(a1,2) =, Z dm,vi,w(z)m’

HO (21, 2) == Z H™ (z,m)e;, ™1

By Lemma 12.5.1, the set {f(;.1,)(21,2) }1<i<r, 1<v,<s;4+1 satisfies Assumption 5.2.3. From Section 11.1,
we defined the following five functions:

Dy, : D,(Q) — N by b d5 ' ds0 2T 1y, (B(b))den(b)den (o)™,
E, : D,(Q) — Z\ {0} by b 5 rasth, Tt pln/ = lperde () max (1, |al,}",

1
fP:D,(Q) — Rsgby b S+ M(s+r—T—1)+ Z C]()_i?l+logden(a),

g:prime

q|B(b)

9P = D,(Q) — Rsg by b+ logmax{1, |a|} + slog 2.

1 1
AP : D,(Q) — Rsq by b+ Z 984 08D log den(«) — logmax{1,|c|,}.

~.a—1 p-1
giprime
qlA
From the lemmas in Section 11.1, we can easily check that the functions Rw)(a,z) = HW (o, 2),

{Agz)i,w(xl’Z)}l§i§r,0§j§s,;+1,w€{0,wi,j} U {_Q‘(;L)('Tl’z)}we{oywi,j}7 Dy, En, f, g% and h® satisfy
Assumption 5.2.4 and Assumption 5.2.5. Applying Theorem 5.2.8, we obtain the desired estimate in
Theorem 12.1.2. O
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