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Chapter 1

History

We denote an algebraic closure of Q by Q. The properties of special values of formal power series with

coefficients Q, such as irrationality, transcendence or more generally linear relations, algebraic relations

among them, have been studied by many mathematicians. One of the pioneering work on this theme is

about the special values of exponential function as follows:

Theorem 1.0.1. (Hermite, 1873) The Napier’s constant e is transcendental number.

In 1882, Lindemann generalized Theorem 1.0.1 to the transcendency of special values of exponential

function at non-zero algebraic numbers. In 1885, after the work of Lindemann, Weierstrass obtained the

following result so called Lindemann-Weierstrass Theorem:

Theorem 1.0.2. (Lindemann-Weierstrass Theorem)

Let m be a natural number and α1, . . . , αm algebraic numbers which are linearly independent over

rational number field. Then we have the following equality:

tr.degQQ(eα1 , . . . , eαm) = m.

The next development of this subject was given by Siegel in 1929 (cf. [74]). The main contributions

of his studies are as follows:

(a) He defined 2 classes of formal power series, E-functions and G-functions, which are still the main

research objects even today.

(b) He gave an algebraic independence result for special values of E-functions at algebraic numbers

that is a generalization of Theorem 1.0.2.

Note that the notion of E-function is a generalization of exponential function and that of G-function is

a generalization of algebraic functions. Siegel obtained the result (b) from the view point of approximation

of special values of E-functions by algebraic numbers (cf. Lemma 5.1.1). Although Siegel could not obtain

any results of algebraic relations among special values of G-functions, he conjectured that we should be

able to obtain some algebraic relations among them by the same method to prove the result of (b),

namely the approximation of special values of G-functions by algebraic numbers. After the work of Siegel

as above, many mathematicians studied the algebraic relations among special values of E-functions and

G-functions at algebraic numbers. The studies for special values of E-functions had been developed early

on stage, but the conjecture of Siegel mentioned as above for special values of G-functions was unsolved

for a long time. Afterwards, the conjecture of Siegel was solved (see Theorem 1.2.20), but the algebraic

relations among special values of G-functions still have many mysteries even nowadays.
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In this thesis, we study the algebraic relations, especially linear relations, of special values of formal

power series which relate to G-functions. In the following section, we overview algebraic relations among

special values of E-functions and G-functions. Since many studies for G-functions are based on that of

E-functions, we firstly explain previous studies of E-functions.

1.1 Algebraic relations among special values of E-functions

In this section, we introduce the results of algebraic relations among special values of E-functions. E-

function is a generalization of exponential function which are defined as follows:

Definition 1.1.1. (E-functions) Let g(z) =

∞∑
k=0

ak
zk

k!
∈ Q[[z]]. We call g(z) an E-function if g(z)

satisfies the following conditions.

(E1) There exist positive numbers γ1, C1 satisfying |ak| ≤ γ1C
k
1 for all k ∈ Z≥0,

(E2) There exist positive numbers γ2, C2 satisfying den(ai)0≤i≤k ≤ γ2C
k
2 for all k ∈ Z≥0,

(E3) There exists a non-zero differential operator Λ ∈ Q[z, d
dz ] satisfying Λg = 0.

Throughout this Section, we use the following notations:

Let m be a natural number and f1, . . . , fm be formal power series with coefficients Q. We assume

that f1, . . . , fm satisfy the following differential equation:

d

dz


f1
...

fm

 = A


f1
...

fm

 , (1.1)

where A ∈Mm(Q(z)). We denote T (z) ∈ Q[z] be the denominator of the entries of A.

As mention above (cf. (b)), in 1929, Siegel proved a generalization of Lindemann-Weierstrass Theorem

for E-functions f1, . . . , fm satisfying the relation (1.1) under the assumption of the “normality” of Λ :=
d
dz − A. The method of proof of Siegel was achieved by using the method of approximation of numbers

(cf. Lemma 5.1.1). Afterwards, Shidlovsky removed the normality condition on the differential operator

Λ and obtain the following theorem so called Siegel-Shidlovsky Theorem:

Theorem 1.1.2. (Siegel-Shidlovsky Theorem, 1956) ( [72, Chapter 4])

Let f1, . . . , fm be E-functions satisfying (1.1). Let α ∈ Q satisfying αT (α) ̸= 0. Then we have

tr.degQ(z)Q(z)(f1, . . . , fm) = tr.degQQ(f1(α), . . . , fm(α)).

Using the method of proof of Theorem 1.1.2 by Shidlovsky, Nesterenko showed that the algebraic

relations of special values of E-functions f1, . . . , fm satisfying the relation (1.1) at almost of all algebraic

numbers come from that of f1, . . . , fm. The precise statement as follows:

Theorem 1.1.3. (Nesterenko-Shidlovsky, 1996) ([22, Theorem 1.2])

Let f1, . . . , fm be E-functions satisfying (1.1). Then, there exists a finite set S such that for all

ξ ∈ Q \ S the following holds.

For any homogeneous polynomial relation

P (f1(ξ), . . . , fm(ξ)) = 0 with P ∈ Q[X1, . . . , Xm],
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there exists Q ∈ Q[z,X1, . . . , Xm] which is homogeneous polynomial with respect to X1, . . . , Xm such

that Q(z, f1(z), . . . , fm(z)) = 0 in Q[z] and P (X1, . . . , Xm) = Q(ξ,X1, . . . , Xm).

In 2000, André studied the properties of differential operators which annihilate E-functions, so called

E-operators, in [6] and obtained an alternative proof of Siegle-Shidlovsky theorem in [7]. Using the results

of André in [6], Beukers gives a refinement of Theorem 1.1.3 as follows:

Theorem 1.1.4. (Beukers, 2006) [22, Theorem 1.3]

Theorem 1.1.3 holds for any ξ ∈ Q \ {α ∈ Q| αT (α) = 0}.

1.2 Algebraic relations among special values of G-functions

In this section, we review the properties of G-functions, differential operators which annihilate some

G-functions and special values of them. The definition of G-function was given by Siegel in [74] as

follows:

Definition 1.2.1. Let g(z) =

∞∑
k=0

akz
k ∈ Q[[z]]. We call g(z) a G-function if g(z) satisfies the

following conditions.

(G1) There exist positive numbers γ1, C1 satisfying |ak| ≤ γ1C
k
1 for all k ∈ Z≥0,

(G2) There exist positive numbers γ2, C2 satisfying den(ai)0≤i≤k ≤ γ2C
k
2 for all k ∈ Z≥0,

(G3) There exists a non-zero differential operator Λ ∈ Q[z, d
dz ] satisfying Λg = 0.

We denote the set of G-functions by G.

Example 1.2.2. We give some example of G-functions.

1. Let g(z) is an element of Q[[z]]. If g(z) is algebraic over Q(z), the formal power series g(z) is a

G-function. (Eisenstein’s Theorem)

2. Let a, b, c are rational number satisfying c ∈ Q \ Z≤0. Then the hypergeometric function

2F1(a, b, c; z) :=
∞∑
k=0

(a)k(bk)

(c)kk!
zk

is a G-function where (x)k := Γ(x+k)
Γ(x) for x ∈ R.

3. Let m be a natural number and

Lim(z) :=

∞∑
k=1

zk

km

the m-th polylogarithm function. Then the formal power series Lim(z) is a G-function.

4. Let

Φ(s, x, z) :=

∞∑
k=0

zk

(x+ k)s

be the Lerch function. Then for a natural number m and a rational number a ∈ Q \ Z≤0, the formal

power series Φ(m, a, z) is a G-function.
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1.2.1 G-operators

The properties of the differential operators that annihilate G-functions are studied by Bombieri, Chud-

novsky and André et al. We introduce some of the results of them. In this subsection, we use the following

notations.

Let K be an algebraic number field. We denote the set of finite place of K by Pf (K) and Gauss norm

on Kv(z) by

| · |v,gauss : Kv(z) −→ R≥0,

for v ∈ Pf (K). For a natural number m and A ∈Mm(K(z)), we define a family of matrices {Ak}k∈Z≥1
⊂

Mm(K(z)) inductively as follows:

A1 := A and Ak+1 := AkA+
d

dz
Ak. (1.2)

Put Λ :=
d

dz
−A. We define the following invariant of Λ by

σ(Λ) := lim supk→∞
1

k

∑
v∈Pf (K)

supm≤k

∣∣∣∣Am

m!

∣∣∣∣
v,gauss

.

Firstly, we introduce the notion of G-operator.

Definition 1.2.3. (G-operator)

For A ∈Mm(K(z)), we put Λ :=
d

dz
−A. We say that Λ is a G-operator if σ(Λ) <∞.

Remark 1.2.4. We use the same notation as in Definition 1.2.3. We give some equivalent relations

of G-operator. We prepare some notations. Let T (z) ∈ K[z] be the common denominator of the entries

of A ∈Mm(K(z)). Then, from the definition of T (z) and Ak, we have T k Ak

k! ∈Mm(K[z]) and so we can

define

Dk(Λ) := den

(
T 0A0

0!
, . . . , T kAk

k!

)
for all k ∈ Z≥0,

where A0 is the （dentity matrix in Mm(K(z)).

For an element P := (P1(z), . . . , Pm(z)) ∈ K[z]m, we define subsets {P̃k(Λ)}k∈Z≥0
and {Pk(Λ)}k∈Z≥0

of K(z)m and K[z]m respectively as follows:

P̃0(Λ) := P, P̃k+1(Λ) :=
d

dz
P̃k(Λ) + P̃k(Λ)A,

Pk := T k(z)P̃k(Λ).

Lemma 1.2.5. Let Λ = d
dz −A ∈Mn(K(z)[ d

dz ]). Then the following statements are equivalent.

(1) Λ is a G-operator.

(2) There exists C > 0 satisfying Dk(Λ) ≤ Ck for all k ∈ Z≥1.

(3) There exists a set {dk}k∈Z≥1
⊂ N satisfying the following properties (i) and (ii):

(i) There exists C > 0 satisfying dk ≤ Ckfor all k ∈ Z≥1.

(ii) For any elements P := (P1(z), . . . , Pm(z)) ∈ OK [z]m, we have

dk
Pn(Λ)

n!
∈ OK [z]m for all k ∈ Z≥1 and 1 ≤ n ≤ k.
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Note that the notion of G-operator was defined by Galochkin to obtain a Diophantine property of

special values of G-functions by the method of proof of that for special values of E-functions by Siegel

and Shidlovsky (cf. Theorem 1.2.20).

Some sufficient conditions that Λ = d
dz −A ∈Mm(K(z)

[
d
dz

]
) becomes a G-operator was obtained by

Chudnovsky as follows:

Theorem 1.2.6. (Chudnovsky, 1985) [30]

For A ∈Mm(K(z)), we put Λ :=
d

dz
−A. Suppose there exists t(g1, . . . , gm) ∈ Gm ∩ ker(Λ) satisfying

g1, . . . , gm are linearly independent over K(z). Then the operator Λ is a G-operator.

Theorem 1.2.7. (Chudnovsky, 1985) [34]

Let K be an algebraic number field and g ∈ K[[z]] be a G-function. Let L ∈ K[z, d
dz ] be the minimal

differential operator up to K(z)∗ which annihilates g. Then the operator L is a G-operator.

1.2.2 Periods and special values of G-functions

In this subsection, we explain the conjectural relation between the special values of G-functions at alge-

braic numbers and periods which were proposed by Kontsevich and Zagier. The definition of periods is

as follows:

Definition 1.2.8. ([60, p. 3])

Let α be a real number. We call α a real period if it is represented as an absolutely convergent integrals

of rational functions with rational coefficients, over domains in Rn given by polynomial inequalities with

rational coefficients. Let α be a complex number. We call α a period if both real numbers Re(α)

and Im(α) are real periods. We denote the set of periods by PKZ. Note that the set PKZ becomes a

commutative ring by using Fubini’s Theorem.

Our motivation is to understand the algebraic relations, such as irrationality, transcendence, linear

independence and algebraic independence, among some given periods. The algebraic relations among

periods were predicted by Grothendieck in some special case in [46, note 10] and formulated by Lang in

[61, p. 43]. Nowadays, this conjecture is called “Grothendick period conjecture” and stated as follows:

Conjecture 1.2.9. (Grothendieck period conjecture)

Let X be a Nori motive over an algebraic number field K (see [50, Definition 9.1.3]). We denote the

Tannakian category generated by X whose fiber functor is given by relative singular cohomology by

CX := (⟨X⟩⊗,H∗ : ⟨X⟩⊗ −→ VecQ).

We also denote the Tannakian fundamental group of CX by GX . Note that the fundamental group GX

is an algebraic group over Q. We denote the base change of GX to K by GX,K and the torsor of GX,K

with respect to the fiber functor H∗ ⊗Q K and H∗
dR by PX where the functor

H∗
dR : ⟨X⟩⊗ −→ VecK

is given by relative algebraic de Rham cohomology. Then we have

PX is connected. (1.3)

tr.degKK(periods of X) = dimKGX . (1.4)

where K(periods of X) is the field generated by the entries of the matrix of the comparison isomorphism

compX : H∗(X)⊗QC ∼= H∗
dR(X)⊗KC for a given basis of H∗(X) and H∗

dR(X) over Q and K respectively.
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Remark 1.2.10. We can define the ring of periods of Nori motives (see [50, Definition 11.5.1.2 p. 256])

and denote it by PNori. The relation between PKZ and PNori is known as follows:

Theorem 1.2.11. [44] (cf. [50, Theorem 12.2.1. p. 263])

We have the following equality:

PKZ

[
1

2πi

]
= PNori. (1.5)

We explain the relation between the special values of G-functions and periods. We prepare some

notations. We denote the map of the radius of convergence of formal power series with coefficients C by

r∞ : C[[z]] −→ R≥0 ∪ {∞},
∞∑
k=0

akz
k 7→

(
lim supk→∞|ak|

1
k

)−1

.

For an complex number α and a non-negative real number r, we denote

D∞(α, r−) := {z ∈ C| |z − α| < r}.

For an element σ ∈ Hom(Q,C), we denote the natural extension of σ to Q[[z]] by

σ : Q[[z]] −→ C[[z]], g :=
∞∑
k=0

akz
k 7→ σ(g) =

∞∑
k=0

σ(ak)z
k.

Definition 1.2.12. We denote the set of complex numbers represented by the special values of G-

functions at algebraic numbers as follows:

G := {α ∈ C| ∃g ∈ G, ∃σ ∈ Hom(Q,C), ∃β ∈ D∞(0, r∞(σ(g))−) s.t. α = σ(g)(β)}.

Remark 1.2.13. We denote the set of all values of multivalued analytic continuations of G-functions

by Ga.c.. Then we have G = Ga.c.. and ζ(k) ∈ G for all k ∈ Z≥2, where ζ(s) is the Riemann zeta function.

The relation between G and PKZ

[
1

2πi

]
is expected in the following manner:

Conjecture 1.2.14. We have the following equality:

G = PKZ

[
1

2πi

]
. (1.6)

Especially, from Theorem 1.2.11, we have

G = PNori. (1.7)

From Conjecture 1.2.14, studying the algebraic relations among special values of G-functions is useful

to understand the algebraic relations among periods.

At the last of this subsection, we explain the reason for supporting Conjecture 1.2.14. Firstly, we

define the notion of geometric differential operator as follows:

Definition 1.2.15. (Geometric differential equation ) ([3, p. 39])

Let K be an algebraic number field and Λ be an element of K[z, d
dz ]. We say Λ is geometric differential

equation if Λ can be represented by

Λ = Λ1 · · ·Λn

for some Picard-Fuchs differential equations Λi ∈ K[z, d
dz ] for 1 ≤ i ≤ n.
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André proved that solutions of geometric differential equations are G-functions. The precise statement

as follows:

Theorem 1.2.16. [3, p. 110]

Let K be an algebraic number field. Let Λ ∈ K[z, d
dz ] be a geometric differential equation and

g ∈ K[[z]] satisfies Λg = 0. Then we have rv(gv) = 1 for almost all place v of K and g is a G-function,

where gv is the image of canonical embedding of K[[z]] ↪→ Kv[[z]] of g and rv(gv) is the radius of

convergence of gv with respect to the valuation v in Kv.

Note that the set of geometric differential operator is contained in the set of scalar G-operator from

Theorem 1.2.16.

Conjecture 1.2.17. The set of geometric differential operator is equal to the set of scalar G-operator.

From Conjecture 1.2.17, we have G ⊆ PNori.

Remark 1.2.18. We remark that Conjecture 1.2.17 is a consequence of much stronger conjecture, so

called Bombieri-Dwork conjecture, as follows:

Conjecture 1.2.19. (Bombieri-Dwork conjecture)

Let K be an algebraic number field and Λ ∈ K[z, d
dz ]. Suppose p-curvatures of Λ are nilpotent for p

running over a set of prime numbers of density 1. Then Λ should be a geometric differential equation.

1.2.3 Algebraic relations of special values of G-functions

One of the earliest results on Diophantine problem of special values of G-functions is the following result

by Galochkin.

Theorem 1.2.20. (Galochkin, 1974) [45]

Let H ∈ R and q, d,m ∈ N. Let K be an algebraic number field and A ∈Mm(K(z)). Put Λ := d
dz −A.

We assume that Λ is a G-operator. Let g := t(g1(z), . . . , gm(z)) ∈ Gm∩ker(Λ) which are not related to one

another by any non-trivial algebraic equation of degree at most d with coefficients C(z). Then, for a non-

zero polynomial Q(X1, . . . , Xm) ∈ Z[X1, . . . , Xm] whose degree is at most d and coefficients have absolute

value at most H, there exist positive constants A := A(K,g, d), λ = λ(K,g, d) and µ = µ(K,g, d, q)

satisfying ∣∣∣∣Q(g1(1

q

)
, . . . , gm

(
1

q

))∣∣∣∣ > q−λHmu, (1.8)

for integer q ∈ Z>A. Especially, the dimension of the Q-vector space
∑m

i=1 Qgi(
1
q ) is m.

Theorem 1.2.20 is the first result which supports the conjecture of Siegel on Diophantine property

of special values of G-functions. From Theorem 1.2.6 and Lemma 1.2.5, if g := t(g1(z), . . . , gm(z)) ∈
Gm ∩ ker(Λ) in Theorem 1.2.20 are linearly independent over K(z), we obtain a Diophantine property of

special values of g at enough small rational numbers. A generalization and a p-adic analogue of Theorem

1.2.20 were obtained by Väänänen in 1980 (cf. [79]).

Theorem 1.2.20 and the results of Väänänen are proved by constructing some rational approximation

of special values of G-functions. They construct a rational approximation of special values of G-functions

by the method of Padé approximation. The Padé approximation of G-functions that are given in the

results of Galochkin and Väänänen are constructed by using “Siegel’s Lemma” in [74] (cf. Lemma 3.1.3).

The “Siegel’s Lemma” guarantees only the existence of a Padé approximation which can be used for the

11



proof of the inequality of type (1.8). In this thesis, we will construct an explicit Padé approximation of

given G-functions which has an inequality of type (1.8) with better range of algebraic numbers than that

of Galochkin and Väänänen.

Remark 1.2.21. The best known result on algebraic independence of special values of G-functions is

as follows:

Theorem 1.2.22. (André, 1996) [5] (cf. [31])

Let v be a place of Q and ξ ∈ Dv(0, |16|−v )∩Q
∗
. Then, for the v-adic evaluation of 2F1(

1
2 ,

1
2 , 1; ξ) and

2F1(−1
2 ,−

1
2 , 1; ξ), we have the following equality:

tr.degQQ
(

2F1

(
1

2
,
1

2
, 1; ξ

)
,2 F1

(
−1

2
,−1

2
, 1; ξ

))
= 2.

Note that no results are known for algebraic independence among more than two special values of

G-function.

In this thesis, we study the dimension of the vector space spanned by the special values of the formal

Laurent series which relate to G-functions. In the next section, we explain the detail contents of this

thesis.

12



Chapter 2

Contents of this thesis

2.1 (Type A)∗-estimate

In this thesis, we formulate a type of estimate of the dimension of the vector space spanned by the special

values of some formal Laurent series over algebraic number fields, so called (Type A)∗-estimate. Before

introduce the (Type A)∗-estimate, we prepare some notations.

We denote the field of complex numbers by C∞ and the absolute value of C∞ by | · |∞. For a prime

number p, we denote the p-adic completion of the algebraic closure of Qp by Cp and the normalized p-adic

absolute value on Cp by | · |p. We fix embeddings

ιp : Q ↪→ Cp, and ι∞ : Q ↪→ C∞.

We also denote the natural extension of ιp (resp. ι∞) to the formal power series and the formal Laurent

series by

ιp : Q[[z]] −→ Cp[[z]], ιp : Q
[[

1

z

]]
−→ Cp

[[
1

z

]]
.

Let m be a natural number, ∗ ∈ {p,∞} and ξ ∈ P1(Q). For a positive real number r, we denote

{z ∈ C∗||z− ξ|∗ < r} by D∗(ξ, r
−). Let L be an algebraic number field. We denote the set of all algebraic

number fields containing L by AL.

Let f := (f1(z), . . . , fm(z)) ∈ Q[[z − ξ]]m. We assume that f∗ := (f1,:(z), . . . , fm,∗(z)) ∈ C∗[[z − ξ]]m

converges on D∗(ξ, r
−) for r > 0. For K ∈ AL and β ∈ D∗(ξ, r

−)∩Q, we denote the vector space spanned

by f1,∗(β), . . . , fm,∗(β) over K by VK(f∗, β). The main purpose of this thesis is estimate the lower bound

of dimKVK(f∗, β) for both ∗ = p,∞. The (Type A)∗-estimate is an estimate of dimKVK(f∗, β) which is

formulated as follows:

Definition 2.1.1. ((Type A)∗-estimate with (W∗, F
(∗)) )

Let ξ ∈ Q, f := (f1, . . . , fm) ∈ Q[[z− ξ]]m. We assume that f∗ := (f1,∗(z), . . . , fm,∗(z)) ∈ C∗[[z− ξ]]m

converges on D∗(ξ, r
−) for r > 0. We say that f has the (Type A)∗-estimate with (W∗, F

(∗)) if there

exists a subset

W∗ ⊂ (D∗(ξ, r
−) ∩Q)×AQ

and a non-trivial function

F (∗) : W∗ −→ R>0

We say that the function F (∗) : W∗ −→ R>0 is non-trivial if there exists at least one element (K,β) ∈ W∗ satisfying

F (∗)(K,β) > 1.

13



satisfying

dimK VK(f∗, β) ≥ F (∗)(β,K) for all (β,K) ∈W∗.

In the following, we only treat in the case of ξ = ∞. In this thesis, we give a sufficient condition

that f := (f1(z), . . . , fm(z)) ∈ Q[[ 1z ]]
m have the (Type A)∗-estimate for ∗ ∈ {p,∞} (cf. Theorem 5.1.4

and Theorem 5.2.8 for ∗ =∞ and ∗ = p respectively) and give some examples of f := (f1(z), . . . , fm(z))

which relates to G-function and satisfy the sufficient condition to satisfy the (Type A)∗-estimate. We

state our main theorems in the next subsection.

2.2 Main Theorems

Our main results give some results on (Type A)∗-estimate for some formal Laurent series f which relate

G-function by giving the explicit Padé approximation of f . These results are based on that of [49].

Throughout this subsection, we use the following notations:

r : a natural number,

s1, . . . , sr : natural numbers,

a1, . . . , ar : rational numbers satisfying 0 < a1 < · · · < ar ≤ 1.

The first result is about the Lerch function.

Definition 2.2.1. We define the Lerch function as follows:

Φ : {s ∈ C| Re(s) > 1} × {x ∈ R| x > 0} × {z ∈ C| |z| ≤ 1} −→ C, (s, x, z) 7→
∞∑

n=0

z−n−1

(n+ x)s
.

We put

A := l.c.m.1≤i≤r{den(ai)},

M := l.c.m.{den(ai′ − ai)}1≤i,i′≤r, i ̸=i′

S := max
1≤i≤r

si,

s :=

r∑
i=1

si.

Then, the first result is as follows:

Main Theorem 1 (Theorem 6.1.2) [49, Theorem 1.1]

Under the notation as above, we denote the set {(β,K) ∈ D∞(Q) ×AQ| β ∈ K} by W∞ and define

the following four functions:

f : D∞(Q) −→ R≥0 by β 7→ S

logA+
∑

q:prime

q|A

log q

q − 1

+ S(M +A) + log den(β),

g : D∞(Q) −→ R≥0 by β 7→ logmax{1, |β|}+ (s log s+ (2s+ 1) log 2),

h : D∞(Q) −→ R≥0 by β 7→ s log |β|,

F (∞) : W∞ −→ R≥0 by (β,K) 7→ [K∞ : R](g(β) + h(β))

[K : Q(β)]
∑

τ∈IQ(β)
(f(τβ) + g(τβ))

.
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Then, we obtain the following inequality:

dimK

(
K +

s1∑
v1=1

KΦ(v1, a1, β) + · · ·+
sr∑

vr=1

KΦ(vr, ar, β)

)
≥ F (∞)(β,K),

for all (β,K) ∈W∞.

Remark 2.2.2. In [54, Theorem 0.2], the author gave a criterion of linear independence of special

values of the Lerch function over the rational number field. In [48, Theorem 2.1], N. Hirata, M. Ito and

Y. Washio gave a criterion of linear independence of special values of the polylogarithm functions over

an algebraic number field. Theorem 6.1.2 is a generalization of both [54, Theorem 0.2] and [48, Theorem

2.1].

We define the p-adic Lerch function as follows:

Definition 2.2.3. We define the p-adic Lerch function Φp by

Φp : N× (Cp \ Z≤0)×Dp −→ Cp, (s, x, z) 7→ Φp(s, x, z) :=
∞∑

m=0

z−m−1

(m+ x)s
.

The second result is a p-adic analogue of Main Theorem 1.

Main Theorem 2 (Theorem 7.1.1) [49, Theorem 1.3]

Under the notation as above, we denote the set {(β,K) ∈ Dp(Q)×AQ| β ∈ K} by Wp and define the

following four functions:

f (p) : Dp(Q) −→ R≥0 by β 7→ s

logA+
∑

q:prime

q|A

log q

q − 1

+ S(M +A) + log den(β),

g(p) : Dp(Q) −→ R≥0 by β 7→ logmax{1, |β|}+ (s log s+ (2s+ 1) log 2),

h(p) : Dp(Q) −→ R≥0 by β 7→ s log |β|p,

F (p) : Wp −→ R≥0 by (β,K) 7→ [Kp : Qp](h
(p)(β) + s log |β|p)

[K : Q(β)]
∑

τ∈IQ(β)
(f (p)(τβ) + g(p)(τβ))

.

Then, we obtain the following inequality:

dimK

(
K +

s1∑
v1=1

KΦp(v1, a1, β) + · · ·+
sr∑

vr=1

KΦp(vr, ar, β)

)
≥ F (p)(β,K),

for all (β,K) ∈Wp.

The third result is about (Type A)p-estimate for certain p-adic functions.

Definition 2.2.4. We define the p-adic function Ξp as follows:

Ξp : N× Zp × (Cp \Dp(1, 1
−) ∪ {1})×Dp −→ Cp

(s, x1, x2, z) 7→ Ξp(s, x1, x2, z) :=
ϵ(x2)

s− 1

1

zs−1
+

∞∑
m=0

(−1)m+1

(m+ 1)!
Bm+1(x1, x2)(s)m

1

zs+m
,
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where

ϵ(x2) =

0 if x2 ̸= 1

1 if x2 = 1,
(s)m =

s(s+ 1) · · · (s+m− 1) if m ≥ 1,

1 if m = 0,

and Bk(x1, x2) are defined by the following generating function:

tex1t

x2et − 1
=

∞∑
k=0

Bk(x1, x2)
tk

k!
.

Note that the function Ξp is related to the p-adic Hurwitz zeta function and its special values are

related to special values of the p-adic Riemann zeta function. We also mention that the function Ξp is

obtained by the formal Mellin transfrom (see Definition 10.1.1) of G-function (see Chapter 11).

Put

s :=

r∑
i=1

si,

B(b) := l.c.m.{den(b+ ai)}1≤i≤r for b ∈ Dp(Q),

M := l.c.m.{den(ai′ − ai)}1≤i,i′≤r, i ̸=i′ ,

S := max
1≤i≤r

{si},

T := min
1≤i≤r

{si}.

Our third result is as follows:

Main Theorem 3 (Theorem 12.1.2) [49, Theorem 1.5]

Let α ∈ {α ∈ Q| |α| = 1}. We assume that α satisfies |α − 1|p ≥ 1. Under the above notations, we

denote Wp be the set Dp(Q)×AQ and define the following four functions:

f (p) : Dp(Q) −→ R≥0 by b 7→ S +M(s+ r − T − 1) +
∑

q:prime

q|B(b)

log q

q − 1
+ log den(α),

g(p) : Dp(Q) −→ R≥0 by b 7→ s log 2,

h(p) : Dp(Q) −→ R≥0 by b 7→
∑

q:prime

q|B(b)

log q

q − 1
− log p

p− 1
+ log den(α)− logmax{1, |α|p},

F (p) : Wp −→ R≥0 by (b,K) 7→ [Kp : Qp](h
(p)(b) + T log |b|p)

[K : Q](f (p)(b) + g(p)(b))
.

Then, we obtain the following estimates:

dimK

(
K +

s1+1∑
v1=1

KΞp(v1, a1, α, b) + · · ·+
sr+1∑
vr=1

KΞp(vr, ar, α, b)

)
≥ F (p)(b,K),

for all (b,K) ∈Wp.

2.3 Outline of this thesis

In Part II, we prepare some tools which will be used in the rest of this thesis. In Chapter 2, we explain

the Padé approximation of formal Laurent series. In Chapter 3, we explain the asymptotic expansion

of functions. In Chapter 4, we explain a sufficient condition that f has the (Type A)∗-estimate for

∗ ∈ {p,∞}.
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In Part III , we prove Main Theorem 2 and 3. We give an explicit Padé approximation of the Lerch

function and prove Main Theorem 2 (resp. Main Theorem 3) in Chapter 5 (resp. Chapter 6).

In Part IV, we give some examples of formal Laurent series represented by the image of formal Mellin

transform of G-functions which satisfy the sufficient condition to satisfy the (Type A)p-estimate. In

Chapter 8, we explain the motivation of the study of this part. In Chapter 9, we prepare some p-

adic analysis to obtain some integral representations of the special values of Kubota-Leoplodt p-adic

L-functions. In Chapter 10, we introduce the formal Mellin transform and give some basic properties

of it. In Chapter 11, we give some power series representation of special values of the Kubota-Leopoldt

p-adic L-functions at positive integers. In Chapter 12, we prove Main Theorem 3.
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Notations

We denote the field of complex numbers by C = C∞ and the absolute value of C∞ by | · | = | · |∞. For a

prime number p, we denote the completion of an algebraic closure of Qp by Cp. We also denote the ring

of integers of Cp by OCp . We denote the normalized valuation of Cp by | · |p with |p|p = p−1. We denote

the order function of C∗
p by

ord : C∗
p −→ Q, x 7→ −lnp(|x|p).

We fix an algebraic closure of Q over the rational number field and denote the set of algebraic integer in

Q by Z. We regard all the algebraic number fields as subfields of Q. We fix embeddings

ι∞ : Q ↪→ C, ιp : Q ↪→ Cp.

We regard Q as a subfield of C (resp. Cp) by the fixed embedding ι∞ (resp. ιp).

We define the map of the radius of convergence of formal power series as follows:

rp : Cp[[z]] −→ R≥0 ∪ {∞}, f(z) =
∞∑

n=0

anz
n 7→

(
lim supn|an|

1
n
p

)−1

,

r∞ : C[[z]] −→ R≥0 ∪ {∞}, f(z) =

∞∑
n=0

anz
n 7→

(
lim supn|an|

1
n

)−1

.

For a ∈ Cp (resp. a ∈ C) and r > 0, we define subsets Dp(a, r) and Dp(a, r
−) (resp. D∞(a, r−) and

D∞(a, r)) of Cp (resp. C) as follows:

Dp(a, r) = {x ∈ Cp| |x− a|p ≤ r}, (resp. D∞(a, r) = {x ∈ C| |x− a| ≤ r}),

Dp(a, r
−) = {x ∈ Cp| |x− a|p < r} (resp. D∞(a, r−) = {x ∈ C| |x− a| < r}).

We also define subsets Dp(∞, r−) (resp. D∞(∞, r−) ) of P1(Cp) (resp. P1(C)) for r > 0 as follows:

Dp(∞, r−) = {x ∈ Cp| |x|p > r} ∪ {∞}, (resp. D∞(∞, r−) = {x ∈ C| |x| > r} ∪ {∞}).

For an algebraic extension K of Q, we use the following notations:

Dp := Dp(∞, 1−), D∞ := D∞(∞, 1−),

Dp(K) := Dp ∩K, D∞(K) := D∞ ∩K.

We denote the ring of integers of K by OK and put

I
(∞)
K := Hom(K,C), I

(p)
K := Hom(K,Cp).

We denote I
(p)

Q (resp for short. I
(∞)

Q ) by I(p) (resp. I(∞)). We denote the maximal ideal of OK determined

by the fixed embedding ιp by pK and the closure of K in Cp by KpK
. We denote the set of all algebraic

number fields containing K by AK .
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We define the denominator function as follows:

den : Q −→ N, γ 7→ min{n ∈ N| nγ is an algebraic integer}.

For a natural number n, we denote the least common multiple of 1, 2, · · · , n by dn. For natural numbers

b and n, we put

µn(b) :=
∏

q:prime
q|b

q[n/(q−1)].

For a field K and a formal Laurent series f(z) ∈ K[[ 1z ]], when f(z) satisfies f(z) ∈
(

1
zn

)
for n ∈ Z≥1, we

denote f(z) = O(z−n)
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Preliminaries
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Chapter 3

Padé approximations

Throughout this chapter, K denotes a field of characteristic 0. In this chapter, we recall the definition

and the existence of a Padé approximation of formal Laurent series.

3.1 Padé approximation at z =∞
Proposition 3.1.1. Let s ∈ N, n := (n1, . . . , ns) ∈ Ns and f := (f1(z), · · · , fs(z)) ∈ 1

zK
[[

1
z

]]s
.

We put N :=
s∑

v=0

(nv + 1). For a natural number M satisfying M ≤ N , there exist (s + 1)-polynomials

P := (P0(z), P1(z), · · · , Ps(z)) ∈ K[z]s+1 \ {0} satisfying the following conditions:

1. The degree of each polynomial Pv(z) satisfies

degPv ≤ nv for all 1 ≤ v ≤ s.

2. We put f0(z) := 1. the formal power series

s∑
v=0

Pv(z)fv(z) satisfies

s∑
v=0

Pv(z)fv(z) ∈ O(z−M ).

Proof. We denote fv(z) =
∑∞

k=0 fv,k
1

zk+1
. For a polynomial Pv(z) :=

∑nv

j=0 pv,jz
j , we have the

following equalities

Pv(z)fv(z) =

nv∑
l=1

 nv∑
j=0

fv,j−l

 zl−1 +
∞∑
k=0

 nv∑
j=0

fv,k+jpv,j

 1

zk+1
, (3.1)

for 1 ≤ v ≤ s. We put

P0(z) := −
s∑

v=1

nv∑
l=1

 nv∑
j=0

fv,j−l

 zl−1.

By (3.1), the element (P0(z), P1(z), . . . , Ps(z)) ∈ K[z]s+1 satisfies the conditions 1 and 2 in Proposition

3.1.1 if and only if the coefficients of Pv(z) =
∑nv

j=0 pv,jz
j satisfy the following linear relations

s∑
v=1

 nv∑
j=0

fv,k+jpv,j

 = 0 for all 0 ≤ k ≤M − 2. (3.2)
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By the argument of elementary linear algebra, there exists a set of polynomial {Pv(z) =
∑nv

j=0 pv,jz
j}1≤v≤s ̸=

{0} satisfying the linear relations (3.2) (cf. Remark 3.1.2 2). This completes the proof of Proposition

3.1.1.

When we have a family of polynomials P := (P0(z), P1(z), · · · , Ps(z)) satisfying the conditions 1 and 2

in Proposition 3.1.1 in the case of M , we call it is a n-th Padé approximation of f of degree M . Especially,

in the case of M = N , we call P a n-th Padé approximation of f .

Remark 3.1.2. Let s ∈ N, n := (n1, . . . , ns) ∈ Ns and f := (f1(z), · · · , fs(z)) ∈ 1
zK

[[
1
z

]]s
. Put

N :=
∑s

v=1(nv + 1). Let M be a natural number satisfying M ≤ N .

1. For a n-th Padé approximation of f of degree M, P = (P0(z), P1(z), . . . , Ps(z)), P0(z) is equal to

the polynomial part of −
m∑

v=1

Pv(z)fv(z). For this reason, P0(z) is uniquely determined by P.

2. For an integer r ∈ Z≥2, we define a matrix Ar(n, f) ∈MN,r−1(K) by

Ar(n, f) :=


f1,0 . . . f1,n1 . . . fm,0 . . . fm,nm

f1,1 . . . f1,n1+1 . . . fm,1 . . . fm,nm+1

...
. . .

...
. . .

...
. . .

...

f1,r−2 . . . fm,r+n1−2 . . . fm,r−2 . . . fm,r+nm−2

.

Then by (3.2), we have the following bijection of sets for M ≤ N :

ker(×AM (n, f) : KN −→ KM−1) \ {0} −→ {P| n-th Padé approximation of f of degree M}
t(p1,0, . . . , p1,n1 , . . . , ps,0, . . . , ps,ns) 7→ P := (P0(z), P1(z), . . . , Ps(z)),

where

Pv(z) :=

nv∑
j=0

pv,jz
j for 1 ≤ v ≤ s, P0(z) = −

s∑
v=1

nv∑
l=1

 nv∑
j=l

fv,j−lpv,j

 zl−1.

The following lemma is one of the most important lemmas which guarantee the existence of “good”

Padé approximation of formal Laurent series and formal power series.

Lemma 3.1.3. (Siegel ) [74]

Let K/Q be an algebraic extension and s, t natural numbers satisfying s > t. We assume that there

exist t-linear forms with coefficients OK

Ll(X1, . . . , Xs) := a1,lX1 + · · ·+ as,lXs, 1 ≤ l ≤ t (3.3)

satisfying the following condition:

There exists a positive integer A satisfying |ai,j | < A for all 1 ≤ i ≤ s, 1 ≤ j ≤ t.

Then, there exist a non-trivial solution of (3.3), (x1, . . . , xs) ∈ Os
K , and a constant c > 0 depending only

on K satisfying

max
1≤i≤s

{|xi|} < c(csA)
t

s−t .
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Note that Lemma 3.1.3 is called “Siegel’s Lemma” .

Let n ∈ Z≥0, s ∈ N and f0(z) := 1, f1(z), · · · , fs(z) ∈ 1
zK

[[
1
z

]]
. For any 0 ≤ w ≤ s, we put

nv,w =

n if 0 ≤ v ≤ w,

n− 1 if w + 1 ≤ v ≤ s.

Using Proposition 3.1.1, there exists a set {P (n)
v,w(z)}0≤v≤s of Padé approximation of (1, f1(z), · · · fs(z))

of degree (nv,w)1≤v≤s. We denote the determinant of the following (s+ 1)× (s+ 1) matrix by

∆(n)(z) := det


P

(n)
0,0 (z) P

(n)
1,0 (z) . . . P

(n)
s,0 (z)

P
(n)
0,1 (z) P

(n)
1,1 (z) . . . P

(n)
s,1 (z)

...
...

. . .
...

P
(n)
0,s (z) P

(n)
1,s (z) . . . P

(n)
s,s (z)

 ∈ K[z]. (3.4)

We put

σv,w :=
s∑

v=1

ns+ w,

P (n)
v,w(z) :=

n∑
j=0

a
(n)
v,w,jz

j for all 1 ≤ v ≤ s and 0 ≤ w ≤ s,

R(n)
w (z) :=

s∑
v=0

P (n)
v,w(z)fv(z) ∈

c
(n)
w

zσn,w
+O

(
z−σn,w

)
.

Under the above notations, we have the following lemma.

Lemma 3.1.4. The determinant ∆(n)(z) satisfies the following equality:

∆(n)(z) = c
(n)
0

s∏
v=1

a(n)v,v,n.

Especially, ∆(n)(z) is an element of K and if all the numbers c
(n)
0 , a

(n)
v,v,n for 1 ≤ v ≤ s are not zero, we

have ∆(n)(z) ∈ K∗.

Proof. By adding the v-th column of the matrix (3.4) multiplied by fv(z) to the first column of the

matrix (3.4) for all 1 ≤ v ≤ s, we obtain the following equality: Since we have

∆(n)(z) = det


R(n)

0 (z) P
(n)
1,0 (z) . . . P

(n)
s,0 (z)

R(n)
1 (z) P

(n)
1,1 (z) . . . P

(n)
s,1 (z)

...
...

. . .
...

R(n)
s (z) P

(n)
1,s (z) . . . P

(n)
s,s (z)

 (3.5)

We denote the (t, u)-th cofactor of the matrix in (3.5) by ∆
(n)
t,u (z). Then, we obtain

∆(n)(z) =
s∑

t=0

R(n)
t (z)∆

(n)
t,1 (z). (3.6)

23



By the definition of R(n)
w (z), P

(n)
v,w(z) and the equality (3.6), we obtain the following relations.

∆(n)(z) ∈ R(n)
0 (z)

s∏
v=1

P (n)
v,v (z) +O

(
1

z

)
,

R(n)
0 (z)

s∏
v=1

P (n)
v,v (z) ∈ c

(n)
0

m∏
v=1

a(n)v,v,n +O

(
1

z

)
,

∆(n)(z) ∈ K[z].

By using the above relations, we obtain

∆(n)(z) = c
(n)
0

s∏
v=1

a(n)v,v,n.

This completes the proof of Lemma 3.4 .
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Chapter 4

Asymptotic expansions

In this chapter, we introduce the asymptotic expansion of functions and some related properties.

Definition 4.0.5. Let A be a real number and {ϕk(z) : R>A −→ C}k∈Z≥0
a sequence of functions.

If {ϕk(z)}k∈Z≥0
satisfies

ϕk+1(z) = o(ϕk(z)) (z →∞)

for all k ∈ Z≥0, then we call {ϕk(z)}k∈Z≥0
is an asymptotic sequence at z = ∞. Let {ϕk(z)}k∈Z≥0

be

an asymptotic sequence at z = ∞ and f : R>A −→ C be a function. We define f(z) has an asymptotic

expansion at z = ∞ with respect to {ϕk(z)}k∈Z≥0
over K if there exists a sequence {ak}k∈Z≥0

⊂ K

satisfying the following condition for all N ∈ Z≥0,

f(z) =
N∑

k=0

akϕk(z) + o (ϕN (z)) (z →∞). (4.1)

If f(z) has an asymptotic expansion at z =∞ with respect to {ϕk(z)}k∈Z≥0
, we denote

f(z) ∼
∞∑

n=0

anϕn(z) (z →∞). (4.2)

Remark 4.0.6. The coefficient ak (k ∈ Z≥0) in (4.1) is uniquely determined by {ϕk(z)}k∈Z≥0
. In

fact, recursively, ak is determined as follows:

aN =


limz→∞

f(z)

ϕ0(z)
if N = 0

limz→∞
1

ϕN (z)

(
f(z)−

N−1∑
k=0

akϕk(z)

)
if N > 0.

(4.3)

In the remaining part, we only deal with the case for {ϕk(z)}k∈Z≥0
= {z−k}k∈Z≥0

or { k!
z(z+1)···(z+k)}k∈Z≥0

.

For a real number A, we define the sets of functions that are related to the asymptotic expansion with

respect to {z−k}k∈Z≥0
and { k!

z(z+1)···(z+k)}k∈Z≥0
as follows:

MA
K := {f : R>A → C|f has asymptotic expansion with respect to {z−k} over K at z =∞},

M̃A
K :=

{
f : R>A → C| f has asymptotic expansion with respect to { k!

z · · · (z + k)
} over K at z =∞

}
.
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In the case of K = C, we denote MA
C by MA.

Regarding Remark 4.0.6, we introduce the following K-homomorphisms:

πA : MA
K −→ K

[[
1

z

]]
, f(z) 7→

∞∑
k=0

ak(f)
1

zk
, (4.4)

π̃A : M̃A
K −→

1

z
K

[[
1

z

]]
, f(z) 7→

∞∑
k=0

bk(f)
k!

z(z + 1) · · · (z + k)
, (4.5)

where {ak(f)}k∈Z≥0
(resp. {bk(f)}k∈Z≥0

) is the sequence which is determined in (4.3) for f ∈MA
K (resp.

f ∈ M̃A
K) with respect to {z−k}k∈Z≥0

(
resp. { k!

z(z+1)···(z+k)}k∈Z≥0

)
. Note that the K-homomorphism π

is also a K-algebra homomorphism. Hereafter, we denote πA(f) by f̂(z) for f ∈MA
K .

Proposition 4.0.7. Let A be a real number. Then we have

M̃A
K ⊂MA

K and M̃A
K = {f ∈MA

K |f̂(z) ∈ 1
zK[[ 1z ]]}.

Proof. Put
k!

z(z + 1) · · · (z + k)
=

∞∑
m=0

ck,mz−(m+k+1)

Note that ck,0 = 1 holds for all k ∈ Z≥0. Firstly, we prove M̃A
K ⊂ MA

K . Take f ∈ M̃A
K , then there exists

a sequence {bk(f)}k∈Z≥0
⊂ K which satisfies

f(z) =

N∑
k=0

bk(f)
k!

z(z + 1) · · · (z + k)
+ o

([
N

z

])
(z →∞) for all N ∈ Z≥0.

By means of {bk(f)}k∈Z≥0
⊂ K, we obtain a sequence {ak(f)}k∈Z≥0

⊂ K which satisfies the following

condition:

f(z) =

N∑
k=0

ak(f)z
−k + o

(
z−N

)
(z →∞) for all N ∈ Z≥0, (4.6)

where

aN (f) =

0 if N = 0∑
0≤i,j≤N−1,i+j=N−1 bi(f)ci,j if N > 0.

The equality (4.6) means that f ∈ MA
K , i.e. M̃A

K ⊂ MA
K . For f ∈ M̃A

K , since a0(f) = 0, we have

f̂(z) ∈ 1
zK[[ 1z ]], which implies M̃A

K ⊂ {f ∈MA
K |f̂(z) ∈ 1

zK[[ 1z ]]}.

Finally, we show {f ∈MA
K |f̂(z) ∈ 1

zK[[ 1z ]]} ⊂ M̃A
K . Take f ∈ {f ∈MA

K |f̂(z) ∈ 1
zK[[ 1z ]]}.

There exists a sequence {ak(f)}k∈Z≥0
⊂ K satisfying the condition

f(z) =

N∑
k=0

ak(f)z
−k + o

(
z−N

)
(z →∞) for all N ∈ Z≥0.

We inductively define a sequence of K, (bk(f))k∈Z≥0
, as follows:

b0(f) = a1(f), bN+1(f) = aN+2(f)−
∑

0≤i,j≤N+1,i+j=N+1,i̸=N+1

bi(f)ci,j for N ≥ 0.
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Then we see that (bk(f))k∈Z≥0
satisfies:

f(z) =

N∑
k=0

bk(f)
k!

z(z + 1) · · · (z + k)
+ o

(
N !

z(z + 1) · · · (z +N)

)
(z →∞) for all N ∈ Z≥0. (4.7)

From the equalities (4.7), we have {f ∈ MA
K |f̂(z) ∈ 1

zK[[ 1z ]]} ⊂ M̃A
K . This completes the proof of

Proposition 4.0.7.

Remark 4.0.8. Let A and A
′
be real numbers. If we assume A < A

′
, there are natural ring homo-

morphisms

ϕA,A′ : MA
K −→MA

′

K , ϕ̃A,A′ : M̃A
K −→ M̃A

′

K .

The sets {MA
K , ϕA,A′}A∈R and {M̃A

K , ϕ̃A,A′}A∈R become direct systems of rings and denote the rings of

direct limit of the above direct systems by

MK := lim−→
A∈R

MA
K , M̃K := lim−→

A∈R
M̃A

K .

Note that, since there are equalities (4.3), the coefficients {ak(f)}k∈Z≥0
(resp. {bk(f)}k∈Z≥0

) do not

depend on the choice of a representative of [f ] ∈MK (resp. [f ] ∈ M̃K). We can also define an K-algebra

homomorphisms:

π : MK −→ K

[[
1

z

]]
, [f ] 7→

∞∑
k=0

ak(f)
1

zk
,

π̃ : M̃K −→
1

z
K

[[
1

z

]]
, [f ] 7→

∞∑
k=0

bk(f)
k!

z(z + 1) · · · (z + k)
.

By the definition of π̃ and π, we have the following commutative diagram for all A ∈ R,

M̃A
K

ĩA−−−−→ M̃K
π̃−−−−→ 1

z
K

[[
1

z

]]
ιA

y ι

y i

y
MA

K −−−−→
iA

MK −−−−→
π

K

[[
1

z

]]
,

where all the morphisms in the above diagram except for π and π̃ are canonical homomorphisms. Note

that the commutativity of the above diagram is obtained by Proposition 4.0.7.

If K ⊂ Q, there is a natural homomorphism ιp ◦ ι−1
∞ : K[[ 1z ]] −→ ιp ◦ ι−1

∞ (K)[[ 1z ]]. In this situation,

for f ∈MA
K , we denote ιp ◦ ι−1

∞ (f̂(z)) by f̂p(z) ∈ ιp ◦ ι−1
∞ (K)[[ 1z ]].
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Chapter 5

A criterion of linear independence of

special values of formal Laurent

series

5.1 Complex case

Let f∞ := {f1,∞(z), · · · , fs,∞(z)} be a finite set of analytic functions defined on D∞. For an algebraic

number fieldK and an element β ∈ D∞(K), we denote theK-vector space spanned by f1,∞(β), · · · , fs,∞(β)

by VK(f∞, β). In this section, we give a sufficient condition for (K,β) to satisfy dimKVK(f∞, β) = s+ 1

for f∞ := {f1,∞(z), · · · , fs,∞(z)} with some assumptions (see Assumption 5.1.2 and Assumption 5.1.3).

5.1.1 Lower bound of the dimension of vector space spanned by complex

numbers

In this subsection, we recall a result of Marcovecchio (cf. [63]) on a lower bound of the dimension of

the vector space spanned by some complex numbers over an algebraic number field, which is based on a

result of Siegel’s article [77]. Before stating the results, we prepare some notations. Let K be an algebraic

number field. For τ ∈ I
(∞)
K , we denote the completion of K with respect toντ := | · | ◦ τ by Kντ and the

degree of Kντ /Qντ by ητ . We put

δK := [K : Q]/[K∞ : R]. (5.1)

For a natural number s and a vector x = (x1, · · · , xs) ∈ Ks, we define

h0(x) =
1

[K : Q]

∑
τ∈I

(∞)
K

τ ̸=idK ,F◦idK

log |τx|,

where F is the complex conjugate and |τx| = max1≤v≤s{|τxv|}. From now on throughout the chapter,

we fix a natural number s ∈ N.

Lemma 5.1.1. [63, Proposition 4.1] Let K be an algebraic number field. Let θ1, · · · , θs ∈ C. Suppose
that, for all n ∈ N there exist (s+ 1)-linear forms

L(n)
w (X0, · · · , Xs) =

s∑
v=0

A(n)
v,wXv for all 0 ≤ w ≤ s,
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with coefficients {A(n)
v,w}1≤v,w≤s ⊂ OK satisfying

det((A(n)
v,w)0≤v,w≤s) ̸= 0, for infinitely manyn ∈ N.

Assume also that there exist positive real numbers ρ, c, c′ satisfied c, c′, ρ + c′ > 0 and the following

conditions for all 0 ≤ v ≤ s:

lim supn
log ||L(n)

w ||
n

≤ c,

lim supn
h0(L

(n)
w )

n
≤ c

′
,

lim supn
log |L(n)

w (θ)|
n

≤ −ρ.

where ||L(n)
w || = max0≤v≤s{|Av,w|}, L(n)

w (θ) := L
(n)
w (1, θ1, · · · , θs) and L

(n)
w = (A

(n)
0,w, · · · , A

(n)
s,w). Then we

have

dimK (K +Kθ1 + · · ·+Kθs) ≥
c+ ρ

c+ δKc′
.

Using Lemma 5.1.1, we axiomatize the estimation of a lower bound of the dimension of the vector

space spanned by the special values of certain functions.

5.1.2 Lower bound of the dimension of the vector space spanned by the

special values of formal Laurnet series

Let m be a natural number and

fv(x, z) = fv(x1, · · · , xm, z) :

 ∏
1≤i≤m

Ui

×D∞ −→ C,

be (m+ 1)-variable functions for 1 ≤ v ≤ s where Ui are some non-empty subsets of C. We fix a set

{(α1,v, · · · , αm,v)}1≤v≤s ⊂
∏

1≤i≤m

(
Ui ∩Q

)
.

We put fv(α1,v, · · · , αm,v, z) = fv(αv, z) for 1 ≤ v ≤ s, f0(α0, z) := 1 and Q({α1,v, · · · , αm,v}1≤v≤s) by

Q(α). We consider a family of polynomials

{A(n)
v,w(z)}0≤v,w≤s,n∈N ⊂ Q(α)[z],

to approximate {fv(αv, z)}0≤v≤s. Let us introduce a family of functions on D∞, {R(n)
w (z)}n∈N defined

by

R(n)
w (z) =

s∑
v=0

A(n)
v,w(z)fv(αv, z),

for all 0 ≤ w ≤ s. We assume the following assumptions on {A(n)
v,w(z)}0≤v,w≤s,n∈N:

Assumption 5.1.2. Suppose that there exists a non-empty subset V∞ ⊂ D(Q) satisfying the following
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assumptions:

There exists an integer l such that we have: (5.2)

R(n)
w (z) = o(z−ns+w+l) (z →∞) for all n ∈ N and 0 ≤ w ≤ s.

Put ∆n(x) = det((A(n)
v,w(z))0≤v,w≤s) ∈ Q(α)[z]. We have : (5.3)

∆n(z) satisfies ∆n(β) ̸= 0 for all β ∈ V∞ and infinitely many n ∈ N,

There exists a family of functions {Dn : V∞ −→ Z \ {0}}n∈N satisfying (5.4)

Dn(β) ∈ O(α, β) and Dn(β)A
(n)
v,w(β) ∈ OQ(α,β) for all β ∈ V∞, 0 ≤ v, w ≤ s and n ∈ N.

Assumption 5.1.3. We use the notations as above. Suppose that there exist some constants c1, c2, c3 >

0 such that the following assumptions hold for all sufficiently large n.

There exists a function f : V∞ −→ R>0 satisfying |τDn(β)| ≤ nc1+o(1)enf(τβ) (5.5)

for all β ∈ V∞ and τ ∈ I
(∞)
Q(α,β).

There exists a function g : V∞ −→ R>0 satisfying |τA(n)
v,w(β)| ≤ nc2+o(1)eng(τβ) (5.6)

for all β ∈ V∞ and τ ∈ I
(∞)
Q(α,β).

There exists a family of functions h : V∞ −→ R>0 satisfying |R(n)
w (β)| ≤ nc3+o(1)e−nh(β) (5.7)

for all β ∈ V∞.

Under Assumptions 5.1.2 and 5.1.3, we obtain the following estimate of the dimension of the vector

space spanned by the special values of f∞ = {fv(αv, z)}0≤v≤s.

Theorem 5.1.4. Let m be a natural number and

fv(x, z) = fv(x1, · · · , xm, z) :

 ∏
1≤i≤m

Ui

×D∞ −→ C,

be (m+ 1)-variable functions for 1 ≤ v ≤ s where Ui are some non-empty subsets of C. We fix a set

{(α1,v, · · · , αm,v)}1≤v≤s ⊂
∏

1≤i≤m

(
Ui ∩Q

)
.

We assume Assumptions 5.1.2 and 5.1.3 for (fv(αv, z))0≤v≤s. We denote the complex conjugation by F

and also assume that the functions f and g in (7) and (8) respectively satisfy the following relations:

f(τβ) = f(F ◦ τβ), (5.8)

g(τβ) = g(F ◦ τβ),

for all β ∈ V∞ and τ ∈ I
(∞)
Q(α,β). We denote the subset {(β,K)| β ∈ K} of V∞ ×AQ by W∞. We define

the function

F (∞) : W∞ −→ R≥0 by β 7→ [K∞ : R](g(β) + h(β))

[K : Q(β)]
∑

τ∈I
(∞)

Q(β)

(f(τβ) + g(τβ))
.

Then we obtain the following inequality:

dimK (K +Kf1(α1, β) + · · ·+Kfs(αs, β)) ≥ F (∞)(β,K),

for all (β,K) ∈W∞.
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Proof. We fix (β,K) ∈W∞ and put

A(n)
v,w := Dn(β)A

(n)
v,w(β) for all 0 ≤ v, w ≤ s,

L(n)
w (X0, · · · , Xs) :=

s∑
v=0

A(n)
v,wXq for all 0 ≤ w ≤ s,

L(n)
v := (A

(n)
0,w, A

(n)
1,w, · · · , A(n)

s,w) for all 0 ≤ w ≤ s,

∆(n) := det


A

(n)
0,0 A

(n)
0,1 . . . A

(n)
0,s

A
(n)
1,0 A

(n)
1,1 . . . A

(n)
1,s

...
...

. . .
...

A
(n)
s,0 A

(n)
s,1 . . . A

(n)
s,s

,

for each n ∈ N. Using the hypothesis (5.3), we get

∆(n) ̸= 0. (5.9)

Using the hypothesis (5.4), we get

{L(n)
w (X0, · · · , Xs)}0≤w≤s ⊂ OK [X0, · · · , Xs]. (5.10)

Using the hypothesis (5.5) and (5.6) in Assumption 5.1.3, we obtain:

lim sup
n

log |τL(n)
w |

n
≤ f(τβ) + g(τβ) for all 1 ≤ w ≤ s+ 1, (5.11)

for any τ ∈ I
(∞)
K . Using the inequality (5.11), we also obtain:

lim sup
n

h0(L
(n)
v )

n
≤ 1

[K : Q]

∑
τ∈I

(∞)
K

τ ̸=idK ,F◦idK

(f(τβ) + g(τβ)) for all 1 ≤ v ≤ s+ 1. (5.12)

Using the hypothesis (5.7), we obtain:

lim sup
n

log |τL(n)
w (θ)|
n

≤ −(h(β)− f(β)) for all 0 ≤ w ≤ s. (5.13)

Since (5.9) and (5.10) are satisfied, we can use Lemma 5.1.1 for (5.11), (5.12) and (5.13). Then we have

the following inequality:

dimK (K +Kf1(α1, β) + · · ·+Kfs(αs, β)) ≥
[K∞ : R](g(β) + h(β))

[K∞ : R](f(β) + g(β)) +
∑

τ∈I
(∞)
K

τ ̸=idK ,F◦idK

(f(τβ) + g(τβ))
.

Since we have the relation (5.8), we have the following equality:

[K∞ : R](g(β) + h(β))

[K∞ : R](f(β) + g(β)) +
∑

τ∈I
(∞)
K

τ ̸=idK ,F◦idK

(f(τβ) + g(τβ))
=

[K∞ : R](g(β) + h(β))

[K : Q(β)]
∑

τ∈I
(∞)

Q(β)

(f(τβ) + g(τβ))
.

This completes the proof of Theorem 5.1.4.

Using Theorem 5.1.4, we obtain the following criterion of linear independence of special values of

{fv(αv, z)}0≤v≤s.
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Corollary 5.1.5. Under the same assumption of Theorem 5.1.4, we obtain the following sufficient

condition for linear independence of special values of {fv(αv, z)}0≤v≤s.

Suppose (β,K) ∈W∞ satisfies

s[K : Q(β)]
∑

τ∈I
(∞)

Q(β)

(f(τβ) + g(τβ)) < [K∞ : R](g(β) + h(β)).

Then we obtain:

dimK (K +Kf1(α1, β) + · · ·+Kfs(αs, β)) = s+ 1.

5.2 p-adic case

Let fp := {f1,p(z), · · · , fs,p(z)} be a finite set of p-adic analytic functions defined on Dp. For an algebraic

number field K and an element β ∈ Dp(K), we denote the K-vector space spanned by f1,p(β), · · · , fs,p(β)
by VK(fp, β). In this section, for fp := {f1,p(z), · · · , fs,p(z)} with some assumptions (see Assumption 5.2.4

and Assumption 5.2.5), we give a sufficient condition for (K,β) to satisfy dimKVK(fp, β) = s + 1. This

is a p-adic analogue of Section 4.1.

5.2.1 Lower bound of the dimension of vector space spanned by p-adic num-

bers

In this subsection, we recall an estimate of a lower bound of the dimension of the vector space over a

number field spanned by p-adic numbers. The method is based on that of Siegel (cf. [77]) and a p-adic

analog of Lemma 5.1.1. The following lemma was proved by Pierre Bel in [17].

Lemma 5.2.1. [17, lemma 4.1] Let K be an algebraic number field. Let θ1, · · · , θs ∈ Cp. Suppose

that there exist (s+ 1)-linear forms

L(n)
w (X0, · · · , Xs) =

s∑
v=0

A(n)
v,wXv for all 0 ≤ w ≤ s,

with coefficients {A(n)
v,w}0≤v,w≤s ⊂ OK satisfying

det((A(n)
v,w)0≤v,w≤s) ̸= 0 for infinitely manyn ∈ N.

Suppose there exist positive real numbers {cτ}τ∈I
(∞)
K

and ρ satisfying the following conditions:

max
0≤v,w≤s

|τ(A(n)
v,w)| ≤ en(cτ+o(1)) for each τ ∈ I

(∞)
K and n ∈ N,

max
0≤w≤s

|L(n)
w (θ)|p ≤ en(o(1)−ρ) for each n ∈ N

where L
(n)
w (θ) = L

(n)
w (1, θ1, · · · , θs). Then we have

dimK (K +Kθ1 + · · ·+Kθs) ≥
[Kp : Qp]ρ∑

τ∈I
(∞)
K

cτ
. (5.14)

Remark 5.2.2. Under the assumption of Lemma 5.2.1, we also assume that {A(n)
v,w}0≤v,w≤s ⊂ Z and

there exists c > 0 satisfying

lim sup
n

|τL(n)
w |
n

≤ c for all τ ∈ I
(∞)
K and 0 ≤ w ≤ s.
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Then for an algebraic number field K satisfying [Kp : Qp] = [K : Q] (i.e. p is completely decomposable

in K), the inequality (5.14) becomes

dimK (K +Kθ1 + · · ·+Kθs) ≥
ρ

c
. (5.15)

We remark that the right hand side of (5.15) does not depend on K satisfying [Kp : Qp] = [K : Q].

5.2.2 Lower bound of the dimension of the vector space spanned by the

special values of for formal Laurnet series

Let m be a natural number, A a real number and

fv(x, z) = fv(x1, · · · , xm, z) :

 ∏
1≤i≤m

Ui

× R>A −→ C,

be (m+ 1)-variable functions for all 1 ≤ v ≤ s where Ui are some non-empty subsets of C. We fix a set

{(α1,v, · · · , αm,v)}1≤v≤s ⊂
∏

1≤i≤m

(
Ui ∩Q

)
.

We put fv(α1,v, · · · , αm,v, z) = fv(αv, z) for 1 ≤ v ≤ s, f0(αv, z) := 1 and Q({α1,v, · · · , αm,v}1≤v≤s) by

Q(α). We assume

{fv(αv, z)}1≤v≤s ⊂MA
Q(α).

Firstly, we assume the following important assumption:

Assumption 5.2.3. We assume f̂v,p(αv, z) ∈ 1
zQ(α)[[ 1z ]] can be regarded as the functions on Dp for

all 1 ≤ v ≤ s. Namely, f̂v,p(αv, β) converges for any β ∈ Dp and 1 ≤ v ≤ s.

From now on we put f0(αv, z) := 1 and give a lower bound of the dimension of the vector space spanned

by the special values of fp := {f̂v,p(αv, z)}0≤v≤s over algebraic number fields under some assumptions.

As in the case of Subsection 5.2, we consider a family of polynomials

{A(n)
v,w(z)}0≤v,w≤s,n∈N ⊂ Q(α)[z],

to approximate {fv(αv, z)}0≤v≤s. Let us introduce a family of functions of MA
Q(α), {R

(n)
w (z)}n∈N defined

by

R(n)
w (z) =

s∑
v=0

A(n)
v,w(z)fv(αv, z) ∈MA

Q(α),

for all 0 ≤ w ≤ s. We assume the following assumptions on {A(n)
v,w(z)}0≤v,w≤s,n∈N:

We assume that the following assumptions on {A(n)
v,w(z)}0≤v,w≤s,n∈N:

Assumption 5.2.4.

Suppose there exists a non-empty subset Vp ⊂ Dp(Q) and the following assumptions.

There exists an integer l satisfying the following condition: (5.16)

R(n)
w (z) = o(z−ns+w+l) (z →∞) for all n ∈ N and 0 ≤ w ≤ s.

We denote ∆n(z) = det((A(n)
v,w(z))0≤v,w≤s) ∈ Q(α)[z]. (5.17)

∆n(z) satisfies ∆n(β) ̸= 0 for all β ∈ V∞ and infinitely many n ∈ N.

There exists a family of functions {Dn : Vp −→ Z \ {0}}n∈N satisfying (5.18)

Dn(β) ∈ O(α, β) and Dn(β)A
(n)
v,w(β) ∈ OQ(α,β) for all β ∈ Vp, 0 ≤ v, w ≤ s and n ∈ N.
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Assumption 5.2.5. We use the notations as above. Suppose that there exist some constants c1, c2, c3 >

0 such that the following assumptions hold for all sufficiently large n.

There exists function f (p) : Vp −→ R>0 satisfying |τDn(β)| ≤ nc1+o(1)enf(τβ) (5.19)

for all β ∈ Vp and τ ∈ I
(∞)
Q(α,β).

There exists a function g(p) : Vp −→ R>0 satisfying |τA(n)
v,w(β)| ≤ nc2+o(1)eng(τβ) (5.20)

for all β ∈ Vp and τ ∈ I
(∞)
Q(α,β).

There exists functions {En : Vp −→ OCp \ {0}}n∈N satisfying (5.21)

|En(β)R̂(n)
w (β)|p ≤ nc3+o(1)|β|−ns

p for all β ∈ Vp.

There exists a function h(p) : Vp −→ R>0 satisfying (5.22)

|Dn(β)/En(β)|p ≤ nc4+o(1)e−nh(p)(β) for all β ∈ Vp.

Remark 5.2.6. We use the notations as above. Without assumption (5.22), we have the following

estimation by using Proposition 12.2.1:

|Dn(β)R̂(n)
w (β)|p ≤ nc1+o(1)|β|−ns

p ,

for all β ∈ Vp, 0 ≤ w ≤ s and n ∈ N. But the assumption (5.22) is important to improve the estimate.

Remark 5.2.7. We denote f̂v,p(αv, z) =
∞∑

m=0

c(αv)
v,m

1

zm+1
and assume that there exists c > 0 satisfying

|c(αv)
v,m |p < mc+o(1) (m → ∞) for all 0 ≤ v ≤ s. We also assume that there exists a family of functions

{En : Vp −→ OCp \ {0}}n∈N satisfying

En(β)A
(n)
v,w(z) ∈ OCp [z] for all β ∈ Vp.

Then there exists c3 > 0 satisfying

|En(β)R̂(n)
w (β)|p ≤ nc3 |β|−ns

p for all β ∈ Vp.

Under the assumption 5.2.3, 5.2.4 and 5.2.5, we obtain the following (Type A)p-estimate of lower

bound of the dimension of the vector space spanned by the special values of {f̂v,p(x, z)}1≤v≤s.

Theorem 5.2.8. Let m be a natural number and

fv(x, z) = fv(x1, · · · , xm, z) :

 ∏
1≤i≤m

Ui

× R>A −→ C,

be (m+ 1)-variables functions for 1 ≤ v ≤ s where Ui are some non-empty subsets in C. We fix a set

{(α1,v, · · · , αm,v)}1≤v≤s ⊂
∏

1≤i≤m

(
Ui ∩Q

)
.

We put f0(α0, z) := 1. We assume Assumptions 5.2.3, 5.2.4 and 5.2.5 for {fv(αv, z)}1≤v≤s. We denote

the subset {(β,K)| β ∈ K} of Vp ×AQ(α) by Wp. We define a function

F (p) : Wp −→ R≥0, (β,K) 7→ [Kp : Qp](h(β) + s log |β|p)
[K : Q(β)]

∑
τ∈I

(∞)

Q(β)

(f (p)(τβ) + g(p)(τβ))
.

Then we obtain the following inequality:

dimK

(
K +Kf̂1,p(α1, β) + · · ·+Kf̂s,p(αs, β)

)
≥ F (p)(β,K)

for all (β,K) ∈Wp.
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Since we can prove Theorem 5.2.8 by the same argument as Theorem 5.1.4, we skip the proof of it.

Theorem 5.2.8 is a p-adic analog of Theorem 5.1.4.

Corollary 5.2.9. Under the same assumptions of Theorem 5.2.8, we obtain the following sufficient

condition for linear independence of special values of {f̂v,p(αv, z)}0≤v≤s.

Suppose (β,K) ∈Wp satisfies

s[Kp : Qp](h(β) + s log |β|p) < [K : Q(β)]
∑

τ∈I
(∞)

Q(β)

(f (p)(τβ) + g(p)(τβ)).

Then we obtain:

dimK

(
K +Kf̂1,p(α1, β) + · · ·+Kf̂s,p(αs, β)

)
= s+ 1.
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Part III

Linear independence of special

values of the Lerch function
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In this chapter, we give some examples of (Type A)∗-estimate for ∗ ∈ {p,∞}. More precisely, by

constructing a Padé approximation of the Lerch function, we give estimates of a lower bound of the

dimension of the vector space spanned by the special values of the Lerch function in both archimedian

and p-adic setting. These results are given in [49] (cf. [54]).
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Chapter 6

Archimedian case

6.1 Statement of Theorem 6.1.2

In this section, we give an example of (Type A)∞-estimate of a lower bound of the dimension of the

vector space spanned by the special values of the Lerch function in archimedian case. Firstly, we recall

the definition of the Lerch function.

Definition 6.1.1. We define the Lerch function as follows:

Φ : {s ∈ C| Re(s) > 1} × {x ∈ R| x > 0} × {z ∈ C| |z| ≤ 1} −→ C, (s, x, z) 7→
∞∑

n=0

z−n−1

(n+ x)s
.

Our result is as follows:

Theorem 6.1.2. ([49]) (cf. [54]) Let r be a natural number, s1, . . . , sr natural numbers and a1, . . . , ar

rational numbers. We assume that a1, . . . , ar satisfy 0 < a1 < · · · < ar ≤ 1. We put

A := l.c.m.1≤i≤r{den(ai)},

M := l.c.m.{den(ai′ − ai)}1≤i,i′≤r, i ̸=i′

S := max
1≤i≤r

si,

s :=

r∑
i=1

si.

We denote the set {(β,K) ∈ D∞(Q)×AQ| β ∈ K} by W∞ and define the following four functions:

f : D∞(Q) −→ R≥0 by β 7→ S

logA+
∑

q:prime

q|A

log q

q − 1

+ S(M +A) + log den(β),

g : D∞(Q) −→ R≥0 by β 7→ logmax{1, |β|}+ (s log s+ (2s+ 1) log 2),

h : D∞(Q) −→ R≥0 by β 7→ s log |β|,

F (∞) : W∞ −→ R≥0 by (β,K) 7→ [K∞ : R](g(β) + h(β))

[K : Q(β)]
∑

τ∈IQ(β)
(f(τβ) + g(τβ))

.

Then we obtain the following inequality:

dimK

(
K +

s1∑
v1=1

KΦ(v1, a1, β) + · · ·+
sr∑

vr=1

KΦ(vr, ar, β)

)
≥ F (∞)(β,K),
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for all (β,K) ∈W∞.

6.2 A Padé approximation of the Lerch function

Let r be a natural number. From here to the last section, we fix the following numbers:

s1, . . . , sr : natural numbers,

s :=

r∑
i=1

si,

a1, . . . , ar : rational numbers satisfying 0 < a1 < · · · < ar ≤ 1.

In this section, we give a Padé approximation of the Lerch function which is a generalization of that in

[54]. For a positive integer n and an r-tuple of non-negative integers w = (w1, . . . , wr) with 0 ≤ wi ≤ si

for all 1 ≤ i ≤ r, we put

Q(n)
w (u) :=

u(u− 1) · · · (u− σn,w + 2)∏r
i=1 [(u+ ai)

si
n (u+ n+ ai)wi ]

,

R(n)
w (z) :=

∞∑
m=0

Q(n)
w (m)z−m−1,

where w =

r∑
i=1

wi and σn,w = ns+w. We define a family of rational numbers {b(n)i,j,vi,w
}1≤i≤r,1≤vi≤si,0≤j≤n

by

Q(n)
w (u) =

r∑
i=1

 si∑
vi=1

n∑
j=0

b
(n)
i,j,vi,w

(u+ ai + j)vi

 , (6.1)

and a family of polynomials {A(n)
i,vi,w

(z)}1≤i≤r,0≤vi≤si ⊂ Q[z] by

A
(n)
i,vi,w

(z) =
n∑

j=0

b
(n)
i,j,vi,w

zj , (6.2)

P (n)
w (z) =

r∑
i=1

n∑
j=1

si∑
vi=1

j−1∑
l=0

b
(n)
i,j,vi,w

zj−1−l

(l + ai)vi
. (6.3)

By the definition of A
(n)
i,vi,w

(z), we obtain

degz A
(n)
i,vi,w

≤

n− 1 for wi < vi,

n for wi ≥ vi.
(6.4)

Remark 6.2.1. For 1 ≤ i ≤ r and w = (w1, · · · , wr) ∈
∏r

i=1{0, 1, · · · , si}, we have the following

equality:

degA
(n)
i,wi,w

(z) = n,

for every n ∈ N. In fact, the coefficient of zn of the polynomial A
(n)
i,wi,w

(z) ∈ Q[z] is

b
(n)
i,n,wi,w

=
u(u− 1) · · · (u− σn,w + 2)∏r

i′=1

[(∏n−1
j=0 (u+ ai′ + j)si′

)
(u+ ai′ + n)wi′

] (u+ ai + n)wi

∣∣∣∣∣
u=−ai−n

̸= 0.
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Using the rational functions {A(n)
i,vi,w

(z), P
(n)
w (z)}1≤i≤r,0≤vi≤si ⊂ Q[z], we obtain the following Padé

approximation of the Lerch function in [54, Proposition 2.1].

Lemma 6.2.2. Under the same notation as above, we have

R(n)
w (z) = o(z−σn,w+1) (6.5)

and the following Padé approximation:

R(n)
w (z) =

r∑
i=1

(
si∑

vi=1

A
(n)
i,vi,w

(z)Φ(vi, ai, z
−1)

)
− P (n)

w (z). (6.6)

Proof. From the definition of R(n)
w (z), we have the relation (6.5). The relation (6.6) follows from

the following calculation:

R(n)
w (z) =

∞∑
m=0

r∑
i=1

si∑
vi=0

n∑
j=0

b
(n)
i,j,vi,w

(m+ ai + j)vi
z−m−1

=
r∑

i=1

si∑
vi=0

n∑
j=0

b
(n)
i,j,vi,w

∞∑
m=0

z−m−1

(m+ ai + j)vi

=

r∑
i=1

si∑
vi=0

n∑
j=0

b
(n)
i,j,vi,w

(
zjΦ(vi, ai, z)−

j−1∑
l=0

zj−l−1

(m+ ai)vi

)

=
r∑

i=1

(
si∑

vi=1

A
(n)
i,vi,w

(z)Φ(vi, ai, z)

)
− P (n)

w (z).

This gives the proof of Lemma 6.2.2.

6.3 Some estimations

Lemma 6.3.1. Let β be a non-zero complex number. There exists c > 0 such that the inequality

max
1≤i≤r,1≤vi≤si

{|A(n)
i,vi,w

(β)|, |P (n)
w (β)|} ≤ ncmax{1, |β|n} exp{n(s log s+ (2s+ 1) log 2)} (6.7)

holds for sufficiently large n ∈ N.

Proof. We fix an enough large natural number k satisfying the following conditions:

|ai1 − ai2 | >
2

k
and 1 > |ai1 − ai2 |+

2

k
for all 1 ≤ i1, i2 ≤ r, i1 ̸= i2. (6.8)

Firstly, we give an upper bound of {b(n)i,j,vi,w
}1≤j≤n,1≤vi≤si for fixed i. Using the definition of b

(n)
i,j,vi,w

given by (6.1), we get

b
(n)
i,j,vi,w

=
1

2π
√
−1

∫
|u+j+ai|=

1
k

Q(n)
w (u)(u+ ai + j)vi−1du. (6.9)

From the equality (6.9) and the definition of Q
(n)
w (u), we obtain

|b(n)i,j,vi,w
| ≤ k−visup|u+ai+j|= 1

k
|Q(n)

w (u)| (6.10)

≤ k−visup|u+j+ai|= 1
k

∣∣∣∣ (u+ σn,w − 2)σn,w−1∏r
i′=1 (u+ ai′)

si′
n (u+ n+ ai′)wi′

∣∣∣∣ .
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We give an upper bound of

∣∣∣∣ (u+ σn,w − 2)σn,w−1∏r
i′=1 (u+ ai′)

si′
n (u+ n+ ai′)wi′

∣∣∣∣. We have the following inequalities for

u ∈ {u ∈ C| |u+ j + ai| = 1
k}:

|(u− σn,w + 2)σn,w−1| = |(u+ j + ai − j − ai) · · · (u+ j + ai − σn,w − j − ai + 2)| (6.11)

≤ (j + 1) · · · (σn,w + j + 3).

Estimating a lower bound of |(u + ai′)n| and |u + n + ai′ | for u ∈ {u ∈ C| |u + j + ai| = 1
k}, we give a

lower bound of |u+ j + ai + (ai′ − ai) + (l − j)| for 1 ≤ i′ ≤ r, 0 ≤ l ≤ n:

(In the case of i′ = i)

|u+ j + ai + (ai′ − ai) + (l − j)| ≥


1
k if l = j − 1, j, j + 1,

j − l − 1 if j − 1 > l,

l − j − 1 if l > j + 1.

(6.12)

(In the case of i′ > i)

|u+ j + ai + (ai′ − ai) + (l − j)| ≥


1
k if l = j − 1, j,

j − l − 1 if j − 1 > l,

l − j if l > j.

(6.13)

(In the case of i > i′)

|u+ j + ai + (ai′ − ai) + (l − j)| ≥


1
k if l = j, j + 1,

j − l if j > l,

l − j − 1 if l > j + 1.

(6.14)

From the inequalities (6.12), (6.13) and (6.14), we have the following estimation for all 1 ≤ i′ ≤ r:

|(u+ ai′)n| =
n−1∏
l=0

|u+ l + ai′ | (6.15)

=
n−1∏
l=0

|u+ j + ai + (ai′ − ai) + (l − j)|

≥ (n− j)!j!

k3n3
.

We also have the inequality:

|u+ n+ ai′ | = |u+ j + ai + (ai′ − ai) + (n− j)| ≥ 1

k
. (6.16)

From the inequalities (6.10), (6.11), (6.15) and (6.16), we obtain

k−visup|u+j+ai|= 1
k

∣∣∣∣ (u− σn,w + 2)σn,w−1∏r
i′=1 (u+ ai′)n

si′ (u+ n+ ai′)wi′

∣∣∣∣ (6.17)

≤ nc1
(j + 1) · · · (σn,w + j + 3)

((n− j)!j!)s

= nc1
(j + σn,w + 3)!

j!(n!)s

(
n

j

)s

,
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where c1 is a positive constant. By using the inequality
(
n
j

)
≤ 2n for the inequality (6.17), we get

(j + σn,w + 3)!

j!(n!)s

(
n

j

)s

=
(σn,w + 3)!

(n!)s

(
j + σn,w + 3

j

)(
n

j

)s

(6.18)

≤ nc2
(σn,w + 3)!

(n!)s
22ns+n,

for some positive constant c2. By using the Stirling formula for the inequality (6.18), we obtain

(σn,w + 3)!

(n!)s
22ns+n ≤ nc3

(σn,w + 3)(σn,w+3)e−(σn,w+3)

nnse−ns
22ns+n (6.19)

≤ nc4 exp{n(s log s+ (2s+ 1) log 2)},

where c3, c4 are some positive constants. From the inequality (6.19), we conclude that

|b(n)i,j,vi,w
| ≤ nc5 exp{n(s log s+ (2s+ 1) log 2)}, (6.20)

for some positive constant c5. From the definition (6.2), (6.3) and inequality (6.20), we obtain the desired

estimation:

max
1≤i≤r,1≤vi≤si

{|A(n)
i,vi,w

(β)|, |P (n)
w (β)|} ≤ max{1, |β|n}nc exp{n(s log s+ (2s+ 1) log 2)},

for some constant c > 0. This completes the proof of Lemma 6.3.1.

Lemma 6.3.2. Let β be an element of D∞. There exists a positive real number C satisfying

|R(n)
w (β)| ≤ C|β|−ns, (6.21)

for all n ∈ N.

Proof. Let m be a positive integer. Since there is a trivial inequality |Q(n)
w (m)| ≤ 1 for m ≥ σn,w−1,

we have the following estimation:

|R(n)
w (β)| ≤

∞∑
m=σn,w−1

|Q(n)
w (m)||β|−m−1

≤ |β|−σn,w

∞∑
m=0

|β|−m.

Since |β| > 1, the sum
∞∑

m=0

|β|−m converges, we obtain the desired estimate.

For a non-zero algebraic number β, we construct an integerDn(β) = Dn which satisfiesDnA
(n)
i,vi,w

(β) ∈
OQ(β) and DnP

(n)
w (β) ∈ OQ(β). Before stating next lemma, we prepare some notations:

A := l.c.m.1≤i≤r{den(ai)},

bi := aiden(ai) for 1 ≤ i ≤ r,

b := max
1≤i≤r

{bi},

M := l.c.m.{den(ai′ − ai)}1≤i,i′≤r, i̸=i′ ,

ei′,i := M(ai′ − ai) for all 1 ≤ i, i′ ≤ r,

e := max
1≤i,i′≤r

{ei′,i},

S := max
1≤i≤r

{si}.

We give the following lemma.
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Lemma 6.3.3. We use the same notation as above. Let β be a non-zero algebraic number. Then we

have the following relations:

S!µn(A)
sAs(n+1)dsi−vi

e+Mnden(β)
nA

(n)
i,vi,w

(β) ∈ OQ(β),

S!µn(A)
sAs(n+1)dSe+Mnden(β)

ndSb+(n−1)AP
(n)
w (β) ∈ OQ(β),

for all 1 ≤ i ≤ r, 1 ≤ vi ≤ si.

Proof. We construct an integer which divide the denominator of b
(n)
i,j,vi,w

for 1 ≤ i ≤ r, 1 ≤ vi ≤ si.

According to the equation (6.1), we get

b
(n)
i,j,vi,w

=



1

(si − vi)!

(
d

du

)si−vi

Q
(n)
w (u)(u+ ai + j)si |u=−ai−j for 0 ≤ j ≤ n− 1, 1 ≤ vi ≤ si,

1

(wi − vi)!

(
d

du

)wi−vi

Q
(n)
w (u)(u+ ai + n)wi |u=−ai−n for j = n, 1 ≤ vi ≤ wi,

0 for j = n, vi > wi.

(6.22)

First we calculate
1

(si − vi)!

(
d

du

)si−vi

Q
(n)
w (u)(u+ ai + j)si |u=−ai−j for 0 ≤ j ≤ n− 1, 1 ≤ vi ≤ si. We

put

R
(n)
i,w(u) = (u− σn,w + 2)(u− σn,w + 3) · · · (u− σn,w + si),

Qi,c,n,w(u) =
(u− c)(u− c− 1) · · · (u− c− (n− 1))

(u+ ai)(u+ ai + 1) · · · (u+ ai + j − 1)(u+ ai + j + 1) · · · (u+ ai + n)
for c ≥ 0,

Qi,c,n−1,w(u) =
(u− c)(u− c− 1) · · · (u− c− (n− 2))

(u+ ai)(u+ ai + 1) · · · (u+ ai + j − 1)(u+ ai + j + 1) · · · (u+ ai + n− 1)
for c ≥ 0,

Si′,c,n,w(u) =
(u− c)(u− c− 1) · · · (u− c− n))

(u+ ai′ )(u+ ai′ + 1) · · · (u+ ai′ + n)
for c ≥ 0 and i′ ̸= i,

Si′,c,n−1,w(u) =
(u− c)(u− c− 1) · · · (u− c− (n− 2))

(u+ ai′ )(u+ ai′ + 1) · · · (u+ ai′ + n− 1)
for c ≥ 0 and i′ ̸= i.

From the equality

Q
(n)
w (u)(u+ ai + j)si =

u(u− 1) · · · (u− σn,w + 2)∏r
i′=1,i′ ̸=i

(∏n−1
j=0 (u+ ai′ + j)si′ (u+ ai′ + n)wi′

)
×

(∏n−1
j′=0,j′ ̸=j

(u+ ai + j′)si (u+ ai + n)wi

) ,

we can express Q
(n)
w (u)(u+ ai + j)si for 1 ≤ i ≤ r, 0 ≤ j ≤ n as follows:

Q(n)
w (u)(u+ ai + j)si := R

(n)
i,w(u)

si∏
mi=1

Q
(n)
i,cmi

,w(u)×
r∏

i′=1,i′ ̸=i

 si′∏
mi′=1

S
(n)
i′,cm

i′
,w(u)

 ,

whereQ
(n)
i,cmi

,w(u) stands for eitherQi,c,n,w(u) orQi,c,n−1,w(u) and S
(n)
i′,cm,w(u) stands for either Si′,c,n,w(u)

or Si′,c,n−1,w(u). Hence, we get(
d

du

)si−vi

Q
(n)
w (u)(u+ ai + j)si |u=−ai−j

=
∑

l0+l1+···+ls=si−vi

(si − vi)!

l0! · · · ls!
×
(

d

du

)l0

Ri,w
(n)(u)×

∏si
mi=1

(
d

du

)lmi

Q
(n)
i,cmi

,w(u)

×
∏r

i′=1,i′ ̸=i

(∏si′
mi′=1

(
d

du

)lm
i′

S
(n)
i′,cm

i′
,w(u)

)
|u=−ai−j .
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The same argument of the proof of [54, Lemma 3.3] p. 184, we have

µn(den(ai))den(ai)
ndln

(
d

du

)l

Q
(n)
i,cmi

,w(u)

∣∣∣∣∣
u=−ai−j

∈ Z for 0 ≤ l ≤ si − vi, (6.23)

where Q
(n)
i,cmi

,w(u) stands for either Qi,c,n,w(u) or Qi,c,n−1,w(u). We can express

Si′,c,n,w(u) =
(u− c)(u− c− 1) · · · (u− c− n))

(u+ ai′)(u+ ai′ + 1) · · · (u+ ai′ + n)

= 1 +
Bi′,0,w

(u+ ai′)
+

Bi′,1,w

(u+ ai′ + 1)
+ · · ·+ Bi′,n,w

(u+ ai′ + n)
,

where

Bi′,l,w = (−1)n+l+1 (ai′ + l + c) · · · (ai′ + l + c+ n)

l!(n− l)!
.

Substituting bi′/den(ai′) for ai′ , we get

Bi′,l,w =
(−1)n+l+1den(ai′)

−n−1∏n
k=0(bi′ + den(ai′)(c+ l + k))

l!(n− l)!

Since ∏n
k=0(bi′ + den(ai′)(c+ l + k))

l!(n− l)!
=

∏n
k=0(bi′ + den(ai′)(c+ l + k))

(n+ 1)!

n!(n+ 1)

l!(n− l)!
,

we obtain

den(ai′)
n+1

µn(den(ai′))Bi′,l,w ∈ Z for n ∈ N. (6.24)

Using the relation (6.24), and the equation(
d

du

)l

Si′,c,n,w(u)

∣∣∣∣∣
u=−ai−j

=
d

du

l

1 + (−1)ll!
[

Bi′,0,w

(ai′ − ai − j)l+1
(6.25)

+
Bi′,1,w

(ai′ − ai + 1− j)l+1
+ · · ·+ Bi′,n,w

(ai′ − ai + n− j)l+1

]
,

for 0 ≤ l ≤ si − vi. and the definition of ei′,i, we obtain

den(ai′)
n+1µn(den(ai′))d

l+1
ei′,i+Mn

(
d

du

)l

Si′,c,n,w(u)

∣∣∣∣∣
u=−ai−j

∈ Z, (6.26)

for 0 ≤ l ≤ si − vi. Similarly, we obtain

den(ai′)
n+1µn(den(ai′))d

l+1
ei′,i+Mn

(
d

du

)l

Si′,c,n−1,w(u)

∣∣∣∣∣
u=−ai−j

∈ Z,

for 0 ≤ l ≤ si − vi. Thus we obtain

S!µn(A)
sAs(n+1)dsi−vi

e+Mnb
(n)
i,j,vi,w

∈ Z. (6.27)

We conclude that S!µn(A)
sAs(n+1)dsi−vi

e+Mnden(β)
nA

(n)
i,vi,w

(β) ∈ OQ(β). By the definition of P
(n)
w (z) (cf.

(6.3)), we get the following equalities

P (n)
w (β) =

r∑
i=1

n∑
j=0

si∑
vi=1

b
(n)
i,j,vi,w

(
βj−1

avii
+ · · ·+ 1

(j − 1 + ai)vi

)

=
r∑

i=1

n∑
j=0

si∑
vi=1

b
(n)
i,j,vi,w

(
den(ai)

viβj−1

bvii
+ · · ·+ den(ai)

vi

(den(ai)(j − 1) + bi)vi

)
.
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Since we have S!µn(A)
sAs(n+1)dsi−vi

e+Mnb
(n)
i,j,vi,w

∈ Z, then we conclude that

S!µn(A)
sAs(n+1)dSe+Mnden(β)

ndSb+(n−1)AP
(n)
w (β) ∈ OQ(β).

This completes the proof of Lemma 6.3.3.

We denote (0, . . . , 0) ∈
∏r

i=1{0, . . . , si} by 0. Hereafter, we fix a subset

{wi,j := (w
(1)
i,j , . . . , w

(r)
i,j )}1≤i≤r,1≤j≤si ⊂

r∏
i=1

{0, . . . , si}

satisfying

w
(k)
i,j =

0 if k ̸= i,

j if k = i.

We put ∆(n)(z) by the determinant of the following (s+ 1)× (s+ 1) matrix

−P (n)
0 (z) A

(n)
1,1,0(z) . . . A

(n)
1,s1,0

(z) · · · A
(n)
r,1,0(z) . . . A

(n)
r,sr,0

(z)

−P (n)
w1,1(z) A

(n)
1,1,w1,1

(z) . . . A
(n)
1,s1,w1,1

(z) · · · A
(n)
r,1,w1,1

(z) . . . A
(n)
r,sr,w1,1(z)

...
...

. . .
...

. . .
...

. . .
...

−P (n)
w1,s1

(z) A
(n)
1,1,w1,s1

(z) . . . A
(n)
1,s1,w1,s1

(z) · · · A
(n)
r,1,w1,s1

(z) . . . A
(n)
r,sr,w1,s1

(z)
...

...
. . .

...
. . .

...
. . .

...

−P (n)
wr,1(z) A

(n)
1,1,wr,1

(z) . . . A
(n)
1,s1,wr,1

(z) · · · A
(n)
r,1,wr,1

(z) . . . A
(n)
r,sr,wr,1(z)

...
...

. . .
...

. . .
...

. . .
...

−P (n)
wr,sr

(z) A
(n)
1,1,wr,sr

(z) . . . A
(n)
1,s1,wr,sr

(z) · · · A
(n)
r,1,wr,sr

(z) . . . A
(n)
r,sr,wr,sr

(z)


(6.28)

for every n ∈ N. Then we have the following lemma.

Lemma 6.3.4. Let ∆(n)(z) be as above. Then ∆(n)(z) are non-zero rational numbers for all n ∈ N.

Proof. For w ∈
∏r

i=1{0, . . . , si}, we define R(n)
w (z), c

(n)
0,w and b(n) by

R(n)
w (z) :=

r∑
i=1

(
s∑

vi=1

A
(n)
i,vi,w

(z)Φ(vi, ai, z)

)
− P (n)

w (z) ∈
c
(n)
0,w

zσn,w
+O(z−σn,w),

and define

b(n) :=
r∏

i=1

 si∏
j=1

b
(n)
i,n,j,wi,j

 .

Then, from Lemma 3.1.4, we get

∆(n)(z) = b(n)c
(n)
0,0 ∈ Q.

Using Remark 6.2.1 and by the definition of c
(0)
0,0, we obtain b(n) ̸= 0 and c

(n)
0,0 ̸= 0. This completes the

proof of Lemma 6.3.4.

6.4 Proof of Theorem 6.1.2

We use the same notations as the previous sections. Fix a set of rational numbers {a1, . . . , ar} ⊂ Q
satisfying 0 < a1 < · · · < ar ≤ 1. We use Theorem 5.1.4 for

f(i,vi)(x) = Φ(vi, x, z) : {x ∈ R| x > 0} ×D∞ −→ C, 1 ≤ i ≤ r, 1 ≤ vi ≤ si,

and α(i,vi) = ai for 1 ≤ i ≤ r.
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Proof of Theorem 6.1.2. We denote the set {(β,K) ∈ D∞(Q)×AQ| β ∈ K} by W∞ and fix an element

(β,K) ∈W∞. We take the polynomials {A(n)
i,vi,w

(z)}1≤i≤r,1≤vi≤si,w∈{0,wi,j}∪{P
(n)
w (z)}w∈{0,wi,j} defined

in (6.2) and (6.3). As a result of the equality (6.6), we obtain

R(n)
w (z) =

r∑
i=1

s∑
vi=1

A
(n)
i,vi,w

(z)Φ(vi, ai, z)− P (n)
w (z) = o(z−σn,w+1).

The above relation shows that {A(n)
i,vi,w

(z),−P (n)
w (z)}1≤i≤r,1≤vi≤si,w∈{0,wi,j} satisfy the assumption (5.2)

in Assumption 5.1.2. We define the following functions:

Dn : D∞(Q) −→ N by β 7→ S!µn(A)
sAs(n+1)dSe+Mnden(β)

ndSb+(n−1)A,

f : D∞(Q) −→ R≥0 by β 7→ s

logA+
∑

q:prime

q|A

log q

q − 1

+ S(M +A) + log den(β),

g : D∞(Q) −→ R≥0 by β 7→ logmax{1, |β|}+ (s log s+ (2s+ 1) log 2),

h : D∞(Q) −→ R≥0 by β 7→ s log |β|.

We note that the functions f and g satisfy the relation (5.8). Using Lemma 6.3.4, we have ∆(n)(z) ∈ Q∗
.

This shows that {A(n)
i,vi,w

(z), P
(n)
w (z)}1≤i≤r,1≤vi≤si,w∈{0,wi,j} satisfies the assumption (5.3). Using Lemma

6.3.3, the family of functions {Dn : D∞(Q) −→ N}n∈N satisfy the assumption (5.4). Using Lemma 6.3.3,

the function f satisfies the assumption (5.5). Using Lemma 6.3.1 (6.7), the function g satisfies the

assumption (5.6). Using Lemma 6.3.2, the function h satisfies the assumption (5.7). We define the

following function:

F (∞) : W∞ −→ R≥0 by (β,K) 7→ [K∞ : R](g(β) + h(β))

[K : Q(β)]
∑

τ∈IQ(β)
(f(τβ) + g(τβ))

.

Using Theorem 5.1.4, we obtain the following inequality:

dimK

(
K +

s1∑
v1=1

KΦ(v1, a1, β) + · · ·+
sr∑

vr=1

KΦ(vr, ar, β)

)
≥ F (∞)(β,K),

for all (β,K) ∈W∞. This completes the proof of Theorem 6.1.2.
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Chapter 7

p-adic case

In this section, we give a p-adic analogue of Theorem 6.1.2.

7.1 Statement of Theorem 7.1.1

We recall the definition of the p-adic Lerch function as follows:

Φp : N× (Cp \ Z≤0)×Dp −→ Cp, (s, x, z) 7→ Φp(s, x, z) :=

∞∑
m=0

z−m−1

(m+ x)s
.

For an algebraic number field K, we denote the completion of K with respect to the p-adic absolute

value of K determined by the fixed embedding ιp : Q ↪→ Cp by Kp. A p-adic analog of Theorem 6.1.2 is

as follows:

Theorem 7.1.1. ([49]) Let r be a natural number, s1, . . . , sr natural numbers and a1, . . . , ar rational

numbers. We assume that a1, . . . , ar satisfy 0 < a1 < · · · < ar ≤ 1. We denote the set {(β,K) ∈
Dp(Q) × AQ| β ∈ K} by Wp and use the same notations as in Theorem 6.1.2. We define the following

four functions:

f (p) : Dp(Q) −→ R≥0 by β 7→ s

logA+
∑

q:prime

q|A

log q

q − 1

+ S(M +A) + log den(β),

g(p) : Dp(Q) −→ R≥0 by β 7→ logmax{1, |β|}+ (s log s+ (2s+ 1) log 2),

h(p) : Dp(Q) −→ R≥0 by β 7→ s log |β|p,

F (p) : Wp −→ R≥0 by (β,K) 7→ [Kp : Qp](h
(p)(β) + s log |β|p)

[K : Q(β)]
∑

τ∈IQ(β)
(f (p)(τβ) + g(p)(τβ))

.

Then we obtain the following inequality:

dimK

(
K +

s1∑
v1=1

KΦp(v1, a1, β) + · · ·+
sr∑

vr=1

KΦp(vr, ar, β)

)
≥ F (p)(β,K),

for all (β,K) ∈Wp.
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Remark 7.1.2. We denote the s-th p-adic polylogarithm function by

Lip(s, z) := Φp(s, 1, z) =
∞∑

m=0

z−m−1

(m+ 1)s
for s ∈ N and z ∈ Dp.

P. Bel gave a (Type A)p-estimate of lower bound of the dimension of the K-vector space spanned by the

special values of the p-adic polylogarithm functions {Lip(1, z), . . . ,Lip(s, z)} in [18, Theorem 3]. Theorem

7.1.1 is a generalization of [18, Theorem 3].

7.2 Proof of Theorem 7.1.1

Fix a set of rational numbers {a1, . . . , ar} ⊂ Q satisfying 0 < a1 < · · · < ar ≤ 1. We use Theorem 5.2.8

for

f(i,vi)(x, z) = Φ(vi, x, z) : {x ∈ R| x > 0} × R>1 −→ C, 1 ≤ i ≤ r, 1 ≤ vi ≤ si,

and α(i,vi) = ai for 1 ≤ i ≤ r. Note that Φ(vi, ai, z) satisfy the Assumption 5.2.3 for all 1 ≤ i ≤ r and

1 ≤ vi ≤ si and Φ̂p(vi, ai, z) = Φp(vi, ai, z).

Proof of Theorem 7.1.1. We define the following functions:

Dn : Dp −→ N by β 7→ S!µn(A)
sAs(n+1)dSe+Mnden(β)

ndSb+(n−1)A,

En : Dp −→ Z \ {0} by β 7→ S!µn(A)
s
As(n+1)dSb+(n−1)Ad

S
e+Mn,

f (p) : Dp −→ R≥0 by β 7→ s

logA+
∑

q:prime

q|A

log q

q − 1

+ S(M +A) + log den(β),

g(p) : Dp −→ R≥0 by β 7→ logmax{1, |β|}+ (s log s+ (2s+ 1) log 2),

h(p) : Dp −→ R≥0 by β 7→ s log |β|p.

We put the polynomials {A(n)
i,vi,w

(z)}1≤i≤r,1≤vi≤si,w∈{0,wi,j}∪{P
(n)
w (z)}w∈{0,wi,j} be defined in (6.2) and

(6.3). As a result of Lemma 6.3.4, we have ∆(n)(z) ∈ Q∗
. This shows that {A(n)

i,vi,w
(z),−Pw(z)}1≤i≤r,0≤vi≤si,w∈{0,wi,j}

satisfies (5.16) in Assumption 5.2.4. Using Lemma 6.3.3, the family of functions {Dn : Vp −→ N}n∈N

satisfy (5.18) in Assumption 5.2.4. Using Lemma 6.3.3, f (p) satisfies (5.17) in Assumption 5.2.5. Using

Lemma 6.3.1 (6.7), g(p) satisfies (5.20) in Assumption 5.2.5. Using Lemma 6.3.2, h(p) satisfies (5.22) in

Assumption 5.2.5. We set Wp := {(β,K)| β ∈ K} and define the following function:

F (p) : Wp −→ R≥0 by (β,K) 7→ [Kp : Qp](h
(p)(β) + s log |β|p)

[K : Q(β)]
∑

τ∈I
(∞)

Q(β)

(f (p)(τβ) + g(p)(τβ))
.

As a result of Theorem 5.2.8, we get:

dimK

(
K +

∑s1
v1=1 KΦp(v1, a1, β) + · · ·+

∑sr
vr=1 KΦp(vr, ar, β)

)
≥ F (p)(β,K),

for all (β,K) ∈Wp. This completes the proof of Theorem 7.1.1.
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Part IV

(Type A)p-estimate for formal

Laurent series represented as the

image of formal Mellin transform
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Chapter 8

Motivation

We define the Riemann zeta function by

ζ(s) :=
∞∑

n=1

1

ns
(8.1)

which is absolutely convergent on {s ∈ C| Re(s) > 1} and has meromorphic continuation to the whole

C-plane with only simple pole at s = 1.

Conjecture 1.2.9 applied to the mixed Tate motives implies that we have the following conjecture for

the special values of the Riemann zeta function at positive integers.

Conjecture 8.0.1. Let m be a natural number. We have the following equality:

tr.degQQ({ζ(2), ζ(3), ζ(5), . . . , ζ(2m+ 1)}) = m+ 1. (8.2)

Though Conjecture 8.0.1 is far from being solved, we will recall some of the known results related to

the conjecture.

Theorem 8.0.2. (Euler)

Let m be a natural number. Then we have the following equality:

ζ(2m) = (−1)n−122n−1B2n
π2n

(2n)!
, (8.3)

where π is the circular constant.

The proof of Theorem 8.0.2 is obtained by the method of contour integration applied to ζ(s). Using

Theorem 8.0.2 and the fact that π is a transcendental number, we have

tr.degQQ({ζ(2m)}m∈N) = tr.degQQ(π) = 1.

On the other hand, it is less known about the arithmetic properties of the special values of ζ(s) at positive

odd integers. The known results of algebraic properties of special values of ζ(s) at odd positive integers

are only as follows:

Theorem 8.0.3. (Apéry, 1979, [11]) We have ζ(3) /∈ Q.

Theorem 8.0.4. (Zudilin, 2002, [83]) One of the numbers ζ(5), ζ(7), ζ(9), ζ(11) is irrational.
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Theorem 8.0.5. (Rivoal, 2001, [70, Theorem 1]) Let m be a natural number. We denote the Q-vector

space

Vm := Q+

m∑
i=1

Qζ(2i+ 1).

Then, we have

dimQVm ≥
1

3
log(2m+ 1). (8.4)

Especially, there are infinitely many irrational numbers in the set {ζ(2m+ 1)}m∈N.

Theorem 8.0.3, 8.0.5 and 8.0.4 are proved by constructing Padé approximations of the polylogarithm

functions and the Lerch function.

We would like to consider the p-adic analogue of Theorem 8.0.3 and 8.0.5. A p-adic counterpart of ζ(s)

is ζp(s), the Kubota-Leopoldt p-adic L-function with trivial character (see Theorem 11.1.1 in Chapter

11). Since we don’t have the formula for the special values of ζp(s) at positive even integer correspond to

Theorem 8.0.2, the arithmetic properties of the special values of ζp(s) at positive integer are much more

mysterious than that of ζ(s). The known results for the arithmetic properties of special values of ζp(s)

at positive integers are the following results.

Theorem 8.0.6. (Calegari, 2005, [26]) (cf. Beukers, 2008, [23])

Let p = 2 or p = 3. Then we have ζp(2), ζp(3) ∈ Qp \Q.

In [26], Calegari proved Theorem 8.0.6 by using p-adic modular forms. In [23], Beukers gives the

alternative proof of Theorem 8.0.6 by using an explicit Padé approximation of certain formal Laurent

series studied by Stieltjes in [77]. In this thesis, from the viewpoint to generalize the results that Beukers

obtained in [23], we study a p-adic analogue of Theorem 8.0.5 for ζp(s) at positive integers.
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Chapter 9

Some p-adic analysis

In this chapter, we recall some basic notions of p-adic analysis, for example p-adic exponential function

and p-adic distribution, and some properties of them that we will use later in this Chapter. In this

chapter, we use the following notations:

We denote the Iwasawa p-adic logarithm function by logp : C∗
p −→ Cp.

For admissible open sets U = Dp(0, t
−) or Dp for 0 < t ≤ 1 of P1(Cp), we denote the ring of rigid

analytic functions on U by O(U). Note that we can explicitly represent the set O(U) as follows:

O(Dp(0, t
−)) = {

∞∑
n=0

anx
n| |an|rn → 0(n→∞) for any 0 < r < t},

O(Dp) = {
∞∑

n=0

anx
−n| |an|r−n → 0(n→∞) for any 1 < r <∞}.

9.1 p-adic exponential function

We denote the set {pa/b ∈ R| a/b ∈ Q} by pQ. We fix a section ι : pQ −→ C∗
p and define ·̃ι : C∗

p −→ OCp

by x 7→ x̃ι :=
x

ι(x) . Since there exist the following exact sequences

1 −−−−→ 1 +mOCp
−−−−→ O∗

Cp

red−−−−→ F
∗
p −−−−→ 1,

1 −−−−→ O∗
Cp
−−−−→ C∗

p

|·|−1
p−−−−→ pQ −−−−→ 1,

we obtain the following isomorphism depending on ι:

C∗
p −→ pQ × (1 +mCp)× F

∗
p x 7→ ι(x)⟨x̃ι⟩ω(x̃ι),

where

ω : F
∗
p −→ OCp , x 7→ ω(x),

is the Teichmuller character and

⟨·⟩ : O∗
Cp
−→ 1 +mCp , x 7→ ⟨x⟩ := x

ω(x)
,

is the Iwasawa braket function.
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Definition 9.1.1. We use the above notation. For x ∈ C∗
p, we define the following function on Zp:

⟨x⟩sι : Zp −→ Cp s 7→ ⟨x⟩sι :=
∞∑

n=0

(
s

n

)
(⟨x̃ι⟩ − 1)n.

Hereafter for an element x ∈ C∗
p, we denote r(x) := p−

1
p−1 | logp(x)|−1

p .

Remark 9.1.2. By the definition of ⟨x⟩sι , if x ∈ O∗
Cp
, ⟨x⟩sι is independent of the choice of ι. If x ∈ C∗

p

satisfies |x|p ∈ pZ, then ⟨x⟩sι = ⟨xp−ordp(x)⟩s. In this case, ⟨x⟩sι is also independent on the choice of ι. If

x ∈ C∗
p satisfies the above condition, we denote ⟨x⟩sι by ⟨x⟩s.

We have the following properties of ⟨x⟩sι .

Lemma 9.1.3. 1. Let x be an element of C∗
p. Then ⟨x⟩sι is a continuous function on Zp.

2. Let x, y be elements of C∗
p. Then we have ⟨xy⟩sι = ⟨x⟩

s
ι ⟨y⟩

s
ι for all s ∈ Zp.

3. Let x be an element of C∗
p. Then ⟨x⟩sι = exp(s logp x) for s ∈ Dp(0, r(x)

−
)∩Zp. Especially, ⟨x⟩sι is

independent of the choice ι for all s ∈ Dp(0, r(x)
−
) ∩ Zp.

Proof. 1. Using the Mahler’s structure theorem of Cp-valued continuous functions on Zp (cf. [62]),

we can show the continuity of ⟨x⟩sι .
2. Let x, y be elements of C∗

p. By the definition of ι, we have ˜(xy)ι = x̃ιỹι. Then from the definition

of ⟨·⟩ι, we may assume x, y ∈ O∗
Cp
. Note that in this case ⟨x⟩ι (resp. ⟨y⟩ι, ⟨xy⟩ι) does not depend on a

pair of embeddings ι. By the definition of ⟨·⟩, we have ⟨xy⟩s = ⟨x⟩s⟨y⟩s for any s ∈ Z≥0. Since ⟨xy⟩s,
⟨x⟩s and ⟨y⟩s are continuous functions on Zp and Z≥0 ⊂ Zp are dence with respect to the p-adic topology

on Zp, we can prove the statement.

3. Firstly we note that there is the following equality in Zp[[z]] for s ∈ Zp:

∞∑
n=0

(
s

n

)
(z − 1)n =

∞∑
n=0

sn
(
−
∑∞

k=1
(1−z)k

k

)n
n!

= exp(s log z). (9.1)

For elements x ∈ C∗
p and s ∈ Dp(0, r(x)

−
) ∩ Zp, we can define exp(s logp x). Using the equality (9.1), we

have the desire equality.

9.2 p-adic distribution on Zp

Definition 9.2.1. 1. We denote the set of all continuous functions on Zp by Cont(Zp,Cp). If we

endow Cont(Zp,Cp) the sup norm:

| · |sup : Cont(Zp,Cp) −→ R≥0, f 7→ supx∈Zp
|f(x)|p,

the set Cont(Zp,Cp) becomes a Cp-Banach space. We define the set of all Cp-valued measures on Zp by

Homcont
Cp

(Cont(Zp,Cp),Cp). We denote Homcont
Cp

(Cont(Zp,Cp),Cp) by Meas(Zp,Cp). Define a norm on

Meas(Zp,Cp) as follows:

|| · || : Meas(Zp,Cp) −→ R≥0, µ 7→ sup0̸=f∈C(Zp,Cp)

µ(f)

|f |sup
,

then Meas(Zp,Cp) becomes a Cp-Banach algebra.
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2. Let h ∈ Z≥0 and a ∈ Zp. we define f : a + phZp −→ Cp as to be an Cp-valued analytic function

when there exists g ∈ O(Dp(a, p
h)) satisfying f = g|a+phZp

. We denote the set of Cp-valued analytic

function on a+ phZp by A(a+ phZp,Cp). We endow with A(a+ phZp,Cp) the following norm:

| · |Dp(a,p−h) : A(a+ phZp,Cp) −→ R≥0, f = g|a+phZp
7→ [g]Dp(a,p−h),

where g ∈ O(Dp(a, p
h)) and [g]Dp(a+phZp) := supx∈Dp(a,p−h)|g(x)|p. Then the set A(a+phZp,Cp) becomes

a Cp-Banach algebra.

We call f : Zp −→ Cp as to be a Cp-valued locally analytic function of radius p−h when f |a+phZp
∈

A(a+ phZp,Cp) for all a ∈ Zp. We denote the set of Cp-valued locally analytic function of radius p−h by

LAh(Zp,Cp). We endow LAh(Zp,Cp) with the following norm:

| · | : LAh(Zp,Cp) −→ R≥0, f 7→ supa∈Zp/phZp
[f |a+phZp

]Dp(a,p−h),

where a runs through all the representatives of Zp/p
hZp. Then LAh(Zp,Cp) becomes a Cp-Banach algebra

for each h ∈ Z≥0. We define the set of locally analytic function by

LA(Zp,Cp) := lim−→
h

LAh(Zp,Cp),

and the norm on LA(Zp,Cp) by

| · | : LA(Zp,Cp) −→ R≥0, f 7→ |f |h,

where f ∈ LAh(Zp,Cp). Then the norm | · | on LA(Zp,Cp) is well-defined and the inclusion morphism

LA(Zp,Cp) ↪→ Cont(Zp,Cp) is continuous.

We define the set of distribution of LAh(Zp,Cp) by Dh(Zp,Cp) := Homcont
Cp

(LAh(Zp,Cp),Cp). We

endow Dh(Zp,Cp) with the norm as follows:

|| · ||h : Dh(Zp,Cp) −→ R≥0, µ 7→ sup0̸=f∈LAh(Zp,Cp)

|µ(f)|p
|f |h

.

Then Dh(Zp,Cp) becomes a Cp-Banach algebra. We define the set of Cp-valued distribution on Zp by

D(Zp,Cp) := Homcont
Cp

(LA(Zp,Cp),Cp),

and the norm on D(Zp,Cp) by

|| · || : D(Zp,Cp) −→ R≥0, µ 7→ sup0 ̸=f∈LA(Zp,Cp)

|µ(f)|p
|f |h

.

Then there exists a topological isomorphism

D(Zp,Cp) −→ lim←−
h

Dh(Zp,Cp), µ 7→ (µh)h,

where µh is the composition of the natural embedding νn : LAh(Zp,Cp) −→ LA(Zp,Cp) and µ, namely

µh = µ ◦ νn.
Note that the inclusion morphism

Meas(Zp,Cp) ↪→ D(Zp,Cp),

is a continuous Cp-algebra homomorphism.
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Remark 9.2.2. For an element µ ∈ Meas(Zp,Cp) and f ∈ Cont(Zp,Cp) (resp. µ ∈ D(Zp,Cp) and

f ∈ LA(Zp,Cp)), we denote µ(f) by
∫
Zp

f(t)dµ(t). We endow Meas(Zp,Cp) (resp. Dh(Zp,Cp) and

D(Zp,Cp)) the Cp-algebra structure by the convolution product defined as follows:

∗ : Meas(Zp,Cp)×Meas(Zp,Cp) −→ Meas(Zp,Cp), (µ, ν) 7→

(
µ ∗ ν : f 7→

∫
Zp×Zp

f(t1t2)d(µ× ν)(t1, t2)

)
,

where µ× ν is the product measure of µ and ν.

Example 9.2.3. Fix an element x ∈ C∗
p. Put h := min{h ∈ N| phZp ⊂ Dp(0, r(x)

−)}. Then we

have ⟨x⟩sι ∈ A(phZp,Cp). In fact, we have exp(s log x) ∈ O(Dp(0, p
−h)) and ⟨x⟩sι = exp(s log x)|phZp

from

Proposition 9.1.3 3.

Theorem 9.2.4. (Amice) [2] We define the following map:

A : D(Zp,Cp) −→ O(Dp(0, 1
−)), µ 7→ Aµ(z) =

∫
Zp

(1 + z)tdµ(t).

Then A is a topological Cp-algebra isomorphism. Furthermore, if we restrict A to Meas(Zp,Cp), we also

obtain a homeomorphism and isomorphism of Cp-algebra:

A : Meas(Zp,Cp) −→ Cp[[z]]
bd,

where Cp[[z]]
bd = {

∞∑
n=0

anz
n ∈ Cp[[z]]| {|an|p}n∈Z≥0

is a bounded set}.

Example 9.2.5. We give two examples of p-adic distribution. These examples are important object

in the following sections.

1. Let log(1+z)
z ∈ O(Dp(0, 1

−)). We denote the distribution A−1
(

log(1+z)
z

)
by µHaar ∈ D(Zp,Cp). For

a ∈ Zp and n ∈ Z≥0, we put the characteristic function on a+ pnZp by 1a+pnZp ∈ LA(Zp,Cp). Then we

have

µHaar(1a+pnZp) = p−n.

2. Let x ∈ Cp \ Dp(1, 1
−) and put Fx(z) :=

∞∑
k=0

xk

(1− x)k+1
zk ∈ Cp[[z]]

bd. We denote the measure

A−1(Fx(z)) by µx ∈ Meas(Zp,Cp). Then we have

µx(1a+pnZp
) =

xa

1− xpn .

Proposition 9.2.6. Let µ ∈ D(Zp,Cp). We define a function

fµ : Zp × (Dp \ {∞}) −→ Cp, fµ(s, z) :=

∫
Zp

⟨z + t⟩−s
ι dµ(t).

For z ∈ Dp \ {∞} and m ∈ Z≥0, we have

fµ(m+ 1, z) =
⟨z⟩−m−1

ι

m!

∞∑
k=0

(k + 1) · · · (k +m)

∫
Zp

tkdµ(t)

(
−1
z

)k

.

Especially, if z = a
F where a be a integer satisfying (a, p) = 1 and F be a natural number divisible by p,

we have the following equality:

fµ(m+ 1, a
F ) =

(−1)m+1⟨F ⟩m+1ω(a)m+1

Fm+1m!

∞∑
k=0

(k + 1) · · · (k +m)

∫
Zp

tkdµ(t)

(
−F

a

)k+m+1

.
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Proof. Let z ∈ Dp \ {∞} and k ∈ Z≥1. From Lemma 9.1.3 2, we have ⟨z + t⟩−k
ι = ⟨z⟩−k

ι ⟨1 + t
z ⟩

−k
ι .

Since z ∈ Dp \ {∞}, we have 1 + t
z ∈ 1 +mCp for all t ∈ Zp. Then we obtain

⟨1 + t
z ⟩

−k
ι =

∞∑
n=0

(
−k
n

)(
t

z

)n

=
∞∑

n=0

(−1)n k(k + 1) · · · (k + n− 1)

n!

(
t

z

)n

=
1

(k − 1)!

∞∑
n=0

(n+ 1) · · · (k + n− 1)

(
−t
z

)n

. (9.2)

Since the equality (9.2) converges uniformly on Zp, we obtain the desire equality.

56



Chapter 10

Formal Mellin transform

10.1 Some properties of formal Mellin transform

In this section, we introduce formal Mellin transform of formal power series. Throughout this section,

we denote K by a field of characteristic 0.

Definition 10.1.1. We define the formal Mellin transform with coefficients K as follows:

MK : K[[z]] −→ 1

z
K

[[
1

z

]]
, g(z) 7→ MK(g) :=

∞∑
k=0

bk

(
−1
z

)k+1

,

where {bk}k∈Z≥0
are defined by g(ez − 1) =

∞∑
k=0

bk
k!
zk. If K = Q, for simplicity, we denoteMQ byM.

We have the following property of formal Mellin transform.

Proposition 10.1.2. Let g(z) =

∞∑
k=0

akz
k ∈ K[[z]]. Then we have the following identities:

MK(g) = −
∞∑
k=0

(−1)kakk!
z(z + 1) . . . (z + k)

. (10.1)

Especially, we have the following identity:

1

z
K

[[
1

z

]]
=

{ ∞∑
k=0

ckk!

z(z + 1) . . . (z + k)
| ck ∈ K for all k ∈ Z≥0

}
.

To prove Proposition 10.1.2, we introduce formal Laplace transform.

Definition 10.1.3. We define the following K-linear isomorphism

LK : K[[z]] −→ K[[z]], LK

( ∞∑
k=0

ak
zk

k!

)
=

∞∑
k=0

akz
k.

We call LK the formal Laplace transform.

Endowing K[[z]] with the (z)-adic topology, then we see that the formal Laplace transform is a

homeomorphism.
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Lemma 10.1.4. Let m ∈ Z≥0. We have the following identity in K[[z]]:

LK

(
(ez − 1)m

m!

)
=

zm

(1− z) · · · (1−mz)
.

Proof. For (n,m) ∈ (Z≥0)
2, we define the (n,m)-th Stirling number of the second kind an,m which

satisfies the following recurrence relations. The initial values a0,0, an,0, a0,m satisfy:

a0,0 = 1 and an,0 = a0,m = 0 for (n,m) ̸= (0, 0) (10.2)

and the value an,m satisfies the recurrence relation

an,m = an−1,m−1 +man−1,m for n,m ∈ Z≥1. (10.3)

For m ∈ Z≥0, we define two sequences of rational numbers {bk,m}k∈Z≥0
and {ck,m}k∈Z≥0

which satisfy

the following relations respectively.

(ez − 1)m

m!
=

∞∑
k=m

bk,m
zk

k!
,

zm

(1− z) · · · (1−mz)
=

∞∑
k=m

ck,mzk. (10.4)

It is easy to show that {bk,m}k∈Z≥0
and {ck,m}k∈Z≥0

satisfy the following recurrence relations (10.2) and

(10.3). Namely, ak,m = bk,m = ck,m for all (k,m) ∈ Z≥0. Applying the formal Laplace transform for
(ez − 1)m

m!
, we obtain Lemma 10.1.4.

Proof of Proposition 10.1.2. We define the following map:

ΨK : K[[z]] −→ 1

z
K

[[
1

z

]]
,

∞∑
k=0

bkz
k 7→

∞∑
k=0

bk

(
−1
z

)k+1

. (10.5)

From the definition ofMK ,LK and ΨK , we have the equality:

MK = ΨK ◦ LK ◦ (z 7→ ez − 1). (10.6)

The equality (10.1) is easily proved by using Lemma 10.1.4 and the equality (10.6). Since MK is

surjective, we obtain the second assertion of Proposition 10.1.2.

Definition 10.1.5. We denote the isomorphism ofK-algebraMope
K : K[[z]] −→ K

[[
d
dz

]]
byMope

K (z) :=

exp( d
dz )− 1. We denote exp( d

dz ) by ∆.

We define the action K
[[

d
dz

]]
× 1

zK
[[

1
z

]]
−→ 1

zK
[[

1
z

]]
by( ∞∑

k=0

ak

(
d

dz

)k

,

∞∑
k=0

bk

(
−1
z

)k+1
)
7→

∞∑
k=0

[
k∑

l=0

l!al

(
k

k − l

)
bk−l

](
−1
z

)k+1

. (10.7)

Note that the action of ∆ ∈ K
[[

d
dz

]]
for f(z) ∈ 1

zK
[[

1
z

]]
can be written explicitly as follows:

∆(f(z)) = f(z + 1).

We have the following proposition.

Proposition 10.1.6. The following diagram is commutative.

K[[z]]×K[[z]]
Mope

K ×MK−−−−−−−−→ K

[[
d

dz

]]
× 1

zK

[[
1

z

]]
y y

K[[z]]
MK−−−−→ 1

z
K

[[
1

z

]] ,

where the first vertical morphism is defined by product and the second one is by (10.7).
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Proof. It is enough to showMope
K (z)MK(g) =MK(zg) for any g ∈ K[[z]]. Let g(z) =

∞∑
k=0

akz
k ∈

K[[z]]. Firstly, we calculateMK(zg). From Proposition 10.1.2, we have

MK(zg) = −
∞∑
k=1

(−1)kak−1z
k

z(z + 1) . . . (z + k)
. (10.8)

On the other hand, forMope
K (z)MK(g), we have the following equalities:

Mope(z)M(g) = (∆− 1)

[
−

∞∑
k=0

(−1)kakk!
z(z + 1) . . . (z + k)

]

= −
∞∑
k=0

(−1)kakk!
(z + 1)(z + 2) . . . (z + k + 1)

+
∞∑
k=0

(−1)kakk!
z(z + 1) . . . (z + k)

=

∞∑
k=0

(−1)kakk!
[

−1
(z + 1)(z + 2) . . . (z + k + 1)

+
1

z(z + 1) . . . (z + k)

]

= −
∞∑
k=1

(−1)kak−1k!

z(z + 1) . . . (z + k)
(10.9)

From equalities (10.8) and (10.9), we obtain the proof of Proposition 10.1.6.

The following lemma is a fundamental property ofMK(g) for g ∈ Q[[z]].

Lemma 10.1.7. Let j be a non-negative integer. For g(z) =

∞∑
k=0

akz
k ∈ K[[z]], we have the following

equality:

z(z + 1) . . . (z + j − 1)MK(g) =− z(z + 1) . . . (z + j − 1)

j−1∑
k=0

(−1)kak
k!

z(z + 1) . . . (z + k)

+ (−1)j∆jMK

((
d

dz

)j

g

)
,

where, in the case of j = 0, we denote z(z+1) . . . (z+ j−1) = 1 and

j−1∑
k=0

(−1)kak
k!

z(z + 1) . . . (z + k)
= 0.

Proof. In the case of j = 0, the claim is trivially true. In the following, we assume j ≥ 1. From the

definition ofMK(g), we have the following identities:

z(z + 1) . . . (z + j − 1)MK(g) =− z(z + 1) . . . (z + j − 1)

j−1∑
k=0

(−1)kakk!
z(z + 1) . . . (z + k)

+
∞∑
k=j

(−1)kakk!
(z + j)(z + j + 1) . . . (z + k)

.

From the above equalities, it is enough to show that the following equality:

(−1)j∆jMK

((
d

dz

)j

g

)
=

∞∑
k=j

(−1)kakk!
(z + j)(z + j + 1) . . . (z + k)

. (10.10)
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Using the equality

(
d

dz

)j

g(z) =
∞∑
k=0

(k+1) . . . (k+ j)ak+jz
k and Lemma 10.1.2, we obtain the following

equalities:

(−1)j∆jMK

((
d

dz

)j

g

)
= ∆j

( ∞∑
k=0

(−1)k+j(k + j)!ak+j

z(z + 1) . . . (z + k)

)

=
∞∑
k=0

(−1)k+j(k + j)!ak+j

(z + j)(z + j + 1) . . . (z + k + j)

=

∞∑
k=j

(−1)kk!ak
(z + j)(z + j + 1) . . . (z + k)

.

Thus we obtain equality (10.10). This completes the proof of Lemma 10.1.7.

10.2 Relation between formal Mellin transform and asymptotic

expansion of complex valued functions

For a function f : R≥0 −→ C, we define the Mellin transform of f(t) by F (z) :=
∫∞
0

f(t)e−ztdt. The

following lemma gives the asymptotic expansion of functions defined by Mellin transfrom.

Lemma 10.2.1. (Watson’s Lemma) (cf. [82])

Let f : R≥0 −→ C be a continuous function. We assume that f satisfies the following conditions:

1. There exists a set {λn}n∈Z≥0
⊂ R>0 satisfying λ0 < λ1 < . . . and f(t) ∼

∞∑
k=0

akt
λk−1 (t→ 0),

2. There exists a C > 0 satisfying |f(t)| = O(eCt) (t→∞).

Then F (z) :=
∫∞
0

f(t)e−ztdt is converges on {z ∈ C| |z| > C} and there exists 0 < δ < π
2 satisfying the

following property:

F (z) ∼
∞∑
k=0

ak
Γ(λk)

zλk

(
|z| → ∞ in arg(z) ≤ π

2
− δ
)
.

Especially, F (z) is an element of MC .

We obtain the following corollary of Lemma 10.2.1.

Corollary 10.2.2. Let g(z) :=

∞∑
k=0

akz
k be an element of C[[z]]. Suppose there exists 0 < B ≤ 1

satisfying |ak| ≤ Bk for all k ∈ Z≥0. Then the function
∫∞
0

g(e−t−1)e−ztdt converges on {z ∈ C| |z| > B}
and there exists a sequence {bk}k∈Z≥0

⊂ C satisfying∫ ∞

0

g(e−t − 1)e−ztdt ∼
∞∑
k=0

bk

(
−1
z

)k+1

(|z| → ∞).

Proof. Put f(t) := g(e−t−1). It is enough to verify the condition 1 and 2 in Lemma 10.2.1 for f(t).

Firstly, we show the condition 2. for f(t). Since f(t) is analytic in a neighborhood of t = 0 in C, there

exists a set {bk}k∈Z≥0
⊂ C satisfying f(t) =

∞∑
k=0

bk
(−t)k

k! in a neighborhood of t = 0. This verifies the
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condition 1 for f(t). Secondly, we show the condition 2 for f(t). Then we have the following equalities

for any t ∈ R>0:

|f(t)| = |
∞∑
k=0

ak(e
−t − 1)| (10.11)

≤
∞∑
k=0

|ak||e−t − 1|k

≤
∞∑
k=0

Bk|e−t − 1|k

=
1

1−B(1− e−t)

= O(et). (10.12)

Note that the second equality of the (10.11) is obtained from the assumption B ≤ 1. This completes the

proof of Corollary 10.2.2.

At the end of this subsection, we give the relation between formal Mellin transform and Mellin

transform. Before giving the statement, we prepare some notations. Let B is a positive real number. We

assume that B satisfies B ≤ 1. For τ ∈ I(∞), we denote

CBτ := {g(z) =
∞∑
k=0

akz
k ∈ Q[[z]]| |τ(ak)| ≤ Bk for all k ∈ Z≥0}.

Then, from the argument of the proof of Corollary 10.2.2, we obtain the map

ητ : CBτ −→MB
τQ, g(z) 7→ τg(e−z − 1).

The relation between formal Mellin transform and Mellin transform is as follows:

Proposition 10.2.3. The following diagram is commutative.

CBτ
M−−−−→ M(CBτ )

ητ

y yτ

η(CBτ )
ˆ−−−−→ 1

z
C
[[

1

z

]] .

Proof. Proposition 10.2.3 is a consequence of Corollary 10.2.2.

10.3 Connections between formal Mellin transform and p-adic

Stieltjes transform

In this section, we define the p-adic Stieltjes transform and give the relation between formal Mellin

transform and p-adic Stieltjes transform. We recall the p-adic Stieltjes transform.

Definition 10.3.1. We define the p-adic Stieltjes transform as follows:

S : D(Zp,Cp) −→ O(Dp), S(µ) := −
∫
Zp

1

z + t
dµ(t).
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Remark 10.3.2. We remark that the well-definedness of S is obtained by the following argument.

We define the set of Krasner analytic functions on Zp := Cp \ Zp by

H0(Zp) := {ϕ : Zp → Cp| ϕ satisfies (1), (2)}.

(1) For r > 0, we denote DZp(r) := {z ∈ Cp| minx∈Zp |z−x| ≥ r}. For any r > 0, there exists a family

of rational functions {fr,n}n∈N whose member have poles only on Zp satisfying the limit of {fr,n}n∈N

converges to ϕ uniformly on DZp(r).

(2) lim|z|p→∞ ϕ(z) = 0.

From Theorem of Vishik [81] (cf. [58, p. 138]), the following morphism gives the topological isomor-

phism

S ′ : D(Zp,Cp)
∼=−→ H0(Zp), µ 7→ −

∫
Zp

1

z + t
dµ(t).

The Stieltjes transform S defined in Definition 10.3.1 is the composition of S ′ and the restriction map

H0(Zp) ↪→ O(Dp).

We have the following principal relation between the formal Mellin transform and the p-adic Stieltjes

transform.

Proposition 10.3.3. Let τ be an element of I(p). We denote the set {g(z) ∈ Q[[z]]| rτ (g) ≥ 1} by

Bp,τ . Then we have the following commutative diagram:

Bp,τ
M−−−−→ M(Bp,τ )

φτ

y yτ

D(Zp,Cp) −−−−→
S

O(Dp)

where φτ is defined by g(z) 7→ A−1(τ(g)).

Proof. Let g(z) ∈ Bp,τ . We denote φτ (g) by µτg and g(ez − 1) =
∞∑
k=0

bk
zk

k!
. Then we have the

following identity (cf. [1]):

τ(bk) =

∫
Zp

tkdµτg(t) for all k ∈ Z≥0. (10.13)

On the other hand, we have the following equality for z ∈ Dp:

S(µ) = −
∫
Zp

1

z + t
dµ(t) =

∞∑
k=0

∫
Zp

tkµτg(t)

(
−1
z

)k+1

. (10.14)

From equalities (10.13) and (10.14), we obtain the proof of Proposition 10.3.3.

Remark 10.3.4. From Proposition 10.3.3, we can define τ(M(g))(α) for g(z) ∈ Bp,τ and α ∈ Dp.

Definition 10.3.5. Let µ ∈ D(Zp,Cp). We define the following formal Laurent series for positive

integer m:

R(µ)(z) = R
(µ)
0 (z) := S(µ)(z),

R(µ)
m (z) :=

d

dzm
R(µ)(z).
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From Proposition 9.2.6 2., we have the following equality for natural number a satisfying (a, p) = 1,

non-negative integer m and natural number F which is divisible by p:

fµ

(
m+ 1,

a

F

)
=

(−1)m+1⟨F ⟩m+1ω(a)m+1

Fm+1m!
R(µ)

m

( a

F

)
. (10.15)

For µ ∈ D(Zp,Cp), we suppose that there exists g ∈ Bp,τ satisfying φτ (g) = µ. From Proposition 10.3.3

and the equality (10.15), we obtain

fµ

(
m+ 1,

a

F

)
=

(−1)m+1⟨F ⟩m+1ω(a)m+1

Fm+1m!
τ

(
d

dz

)m

M(g)(z)|
z=

a
F

=
(−1)m+1⟨F ⟩m+1ω(a)m+1

Fm+1m!
τM(log(1 + z)mg)(z)|

z=
a
F
. (10.16)

Note that the equality (10.16) is obtained from Proposition 10.1.6.

10.4 Relation between formal Mellin transform and Padé ap-

proximation of formal Laurent series

Let m be a natural number and K a field of characteristic 0. We fix m formal power series

g1(z) =

∞∑
k=0

a1,kz
k, . . . , gm(z) =

∞∑
k=0

am,kz
k ∈ K[[z]]

and denote

f0 := 1, f1 :=MK(g1), . . . , fm :=MK(gm) ∈ 1

z
K

[[
1

z

]]
.

We have the following theorem about the Padé approximation of f := (f1, . . . , fm).

Theorem 10.4.1. Let (n1, · · · , nm) ∈ Nm. Let {p(n)v,j }1≤v≤m,0≤j≤nv be a subset of K. The following

are equivalent.

(i) For all natural number k satisfying 0 ≤ k ≤
m∑

v=1

(nv +1)− 2, we have the following linear relations

between {p(n)v,j }1≤v≤m,o≤j≤nv .

m∑
v=1

nv∑
j=0

(
(−1)j

k∑
l=0

(
j

l

)(
k + j − l

j

)
av,k+j−l

)
p
(n)
v,j = 0, (10.17)

where we denote
(
j
l

)
= 0 if l, j satisfy l > j.

(ii) We put P
(n)
v (z) =

nv∑
j=0

p
(n)
v,j

z(z + 1) . . . (z + j − 1)

j!
for any 1 ≤ v ≤ m. Then, there exists a unique

polynomial P
(n)
0 (z) ∈ K[z] which satisfies that

(P
(n)
0 (z), P

(n)
1 (z), . . . , P (n)

m (z)) ∈ K[z]m+1, (10.18)

is a n-th Padé approximation of f .

Furthermore, for a Padé approximation given in (10.18), we have the following relations:

P
(n)
0 (z) = −

m∑
v=1

nv∑
j=1

(
p
(n)
v,j

z(z + 1) . . . (z + j − 1)

j!

)(j−1∑
k=0

(−1)kav,kk!
z(z + 1) . . . (z + k)

)
, (10.19)
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R(n)(z) =
∑

k=
∑m

v=1(nv+1)−1

 m∑
v=1

nv∑
j=0

(−1)jp(n)v,j

k∑
l=0

(
j

l

)(
k + j − l

j

)
av,k+j−l

 (−1)k+1k!

z(z + 1) . . . (z + k)
.

(10.20)

Proof. Firstly, we prove that the condition (ii) implies the condition (i). From Lemma 10.1.7, we

obtain the following equality for 1 ≤ v ≤ m:

P (n)
v (z)fv(z) =

 nv∑
j=0

p
(n)
v,j

j!
z(z + 1) . . . (z + j − 1)

MK(gv)

=

nv∑
j=1

p
(n)
v,j

z(z + 1) . . . (z + j − 1)

j!

j−1∑
k=0

(−1)kav,kk!
z(z + 1) . . . (z + k)

+

nv∑
j=0

(−1)j
p
(n)
v,j

j!
∆jMK

((
d

dz

)j

g

)
. (10.21)

From Proposition 10.1.6, we obtain the following equalities:

nv∑
j=0

(−1)j
p
(n)
v,j

j!
∆jMK

((
d

dz

)j

gv

)
=

nv∑
j=0

(−1)j
p
(n)
v,j

j!
(Mope

K ×MK)

(
(z + 1)j

(
d

dz

)j

gv

)

=MK

 nv∑
j=0

(−1)j
p
(n)
v,j

j!
(z + 1)j

(
d

dz

)j

gv

 . (10.22)

By the relation (3) in Lemma 6.2.2, we obtain:

R(n)(z) =MK

 m∑
v=1

nv∑
j=0

(−1)j
p
(n)
v,j

j!
(z + 1)j

(
d

dz

)j

gv

 ∈ (1

z

)∑m
v=1(nv+1)

. (10.23)

On the other hand, we have the following equalities:

(−1)j
p
(n)
v,j

j!
(z + 1)j

(
d

dz

)j

gv = (−1)j
p
(n)
v,j

j!

(
j∑

k=0

(
j

k

)
zk

)( ∞∑
k=0

(k + 1) . . . (k + j)av,k+jz
k

)

= (−1)jp(n)v,j

(
j∑

k=0

(
j

k

)
zk

)( ∞∑
k=0

(
k + j

j

)
av,k+jz

k

)

= (−1)jp(n)v,j

∞∑
k=0

(
k∑

l=0

(
j

l

)(
k + j − l

j

)
av,k+j−l

)
zk. (10.24)

For the third equality of (10.24), we mean
(
k+j−l

j

)
= 0 in the case of j < l. By the relations (10.23), and

the identity (10.24), we get the following relation:

∞∑
k=0

m∑
v=1

nv∑
j=0

(−1)jp(n)v,j

(
k∑

l=0

(
j

l

)(
k + j − l

j

)
av,k+j−l

)
zk ∈ (z)

∑m
v=1(nv+1)−1. (10.25)

The relation (10.25) shows that {p(n)v,j }1≤v≤m,0≤j≤nv satisfy the relation (10.19). Since the relation (10.25)

is equivalent to the relation (10.23), we have that the condition (i) implies the condition (ii).

We prove the relation (10.19). From equality (10.21) and Remark 3.1.2, we obtain the equality:

P
(n)
0 (z) = −

m∑
v=1

 nv∑
j=1

p
(n)
v,j

z(z + 1) . . . (z + j − 1)

j!

(j−1∑
k=0

(−1)kav,kk!
z(z + 1) . . . (z + k)

)
.
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Secondly, we prove the relations (10.20). We have the equality

R(n)(z) =MK

 ∞∑
k=0

m∑
v=1

nv∑
j=0

(−1)jp(n)v,j

(
k∑

l=0

(
j

l

)(
k + j − l

j

)
av,k+j−l

)
zk

 . (10.26)

Using Proposition 10.1.2 and the relation (10.25) for the equality (10.26), we obtain the equality (10.20).

This completes the proof of Theorem 10.4.1.
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Chapter 11

Power series representations of

special values of the

Kubota-Leopoldt p-adic L-functions

In this chapter, we recall two types of power series representations of special values of Kubota-Leopoldt

p-adic L-function at positive integers.

11.1 Some constructions of the Kubota-Leopoldt p-adic L-functions

In this section, we recall two different types of construction of Kubota-Leopoldt p-adic L-functions. Let

f be a natural number and χ a Dirichlet character of conductor f .

We denote Dirichlet L-function with character χ and Hurwitz zeta function as follows:

L(−, χ) : {s ∈ C| Re(s) > 1} −→ C, s 7→
∞∑

n=1

χ(n)

ns
,

ζH : {s ∈ C| Re(s) > 1} × {x ∈ R| x > 0} −→ C, (s, x) 7→
∞∑

n=0

1

(n+ x)s
.

If χ is the trivial character, then L(s, χ) is equal to Riemann zeta function ζ(s) defined in (8.1).

Firstly, we recall the existence of Kubota-Leopoldt p-adic L-functions.

Theorem 11.1.1. (Kubota-Leopoldt) Let χ be a Dirichlet character of conductor f . Then there exists

a unique p-adic continuous function Lp(−, χ) : Zp \ {1} −→ Qp satisfying

Lp(1− k, χ) = (1− χω−k(p)pk−1)L(1− k, χω−k) for all k ∈ Z≥0.

If χ is the trivial character, we denote Lp(s, χ) by ζp(s) and call it the p-adic Riemann zeta function.

Note that if the character χ in Theorem 11.1.1 is odd, we have Lp(s, χ) = 0.

Let c be a natural number. We assume that c satisfies c ≥ 2 and (f, c) = 1. We denote the set
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{ξ ∈ Q| ξc = 1} by µc. Then we have the following equalities for s ∈ {s ∈ C| Re(s) > 1}:

L(s, χ) = f−s

f−1∑
a=1

χ(a)ζ

(
s,

a

f

)
(11.1)

=
F−s

(χ(c)c1−s − 1)

∑
ξ∈µc

′ F−1∑
a=1

χ(a)ξaΦ
(
s, ξF ,

a

F

)
, (11.2)

where
∑
ξ∈µc

′

means ξ runs through µc \ {1} and F is a natural number which is divided by f .

Using the equalities (11.1) and (11.2), we obtain two types of construction of Kubota-Leopoldt p-adic

L-functions. More precisely, we construct some p-adic continuous functions which interpolate special

values of ζH(s, x) and Φ(s, x, z) for s ∈ Z≤0 and some x, z ∈ Q and construct Kubota-Leopoldt p-adic

L-functions by using equalities (11.1) and (11.2).

We define the numbers {Bn(x)}n∈Z≥0
and {Bn,z(x)}n∈Z≥0

for some x, z ∈ Q as follows:

text

et − 1
=

∞∑
n=0

Bn(x)
tn

n!
,

ext

1− zet
=

∞∑
n=0

Bn,z(x)
tn

n!
.

Lemma 11.1.2. (cf. [12]) Let k be a non-negative integer x a positive real number and z a complex

number satisfying z ̸= 1 and |z| ≤ 1. Then we have the following equalities:

(1) ζH(−k, x) = −
Bk+1(x)

k + 1
.

(2) Φ(−k, z, x) = Bk,x(z).

From Lemma 11.1.2 and Example 9.2.5, we have the following relations for x ∈ Dp ∩ Q ∩ R>0,

z ∈ (Cp \Dp(1, 1
−)) ∩ {z ∈ Q| |z| ≥ 1} and k ∈ Z≥0:

−1
k + 1

∫
Zp

(x+ t)k+1dµHaar(t) = −
Bk+1(x)

k + 1
= ζH(−k, x), (11.3)∫

Zp

(z + t)kdµx(t) = Bk,x(z) = Φ(−k, z, x). (11.4)

Using (11.3) and (11.4), we define the p-adic Hurwitz zeta function and the p-adic Lerch function of

second type as follows:

Definition 11.1.3. We define the following functions:

ζH,p : Zp ×Dp −→ Cp, ζH,p(s, z) :=
1

s− 1

∫
Zp

⟨z + t⟩1−s
ι dµHaar(t), (11.5)

Ψp : Zp ×Dp ×
(
Cp \Dp(1, 1

−)
)
−→ Cp, Ψp(s, z, x) :=

∫
Zp

⟨z + t⟩−s
ι dµx(t). (11.6)

We call ζH,p the p-adic Hurwitz zeta function and Ψp the p-adic Lerch function of second type. Using

the same notations as in Definition 10.3.5, we have the following equalities:

ζH,p(s, z) =
1

s− 1
fµHaar

(s− 1, z), (11.7)

Ψp(s, z, x) = fµx(s, z). (11.8)
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Using the function ζH,p and Ψp defined in Definition 11.1.3, we have following equalities:

Proposition 11.1.4. Let χ be a Dirichlet character of conductor f . We put F :=

4f if p = 2,

pf if p > 2.

Then we have the following equalities:

1.

Lp(s, χ) =
⟨f⟩1−s

F

F∑
a=1,(a,p)=1

χ(a)ζH,p

(
s,

a

F

)
.

2. Let c ∈ Z≥2. We assume that c satisfies c ≡ 1 mod p. Then we have

Lp(s, χ) =
⟨f⟩1−s

(χ(c)c1−s − 1)

∑
ξ∈µc

′ F∑
a=1,(a,p)=1

χω−1(a)ξaΨp

(
s, , ξF ,

a

F

)
.

Especially, we obtain the equalities for p-adic Riemann zeta functions.

1
′
.

ζp(s) =


1

4

(
ζH,2

(
s,

1

4

)
+ ζH,2

(
s,

3

4

))
if p = 2,

1

p

p−1∑
a=1

ζH,p

(
s,

a

p

)
if p > 2.

2
′
. We have the following equalities:

ζp(s) =


1

31−s − 1

∑
ξ∈µ3

′ (
ξΨ2

(
s, ξ,

1

4

)
−Ψ2

(
s, ξ,

3

4

))
if p = 2,

1

(p+ 1)1−s − 1

∑
ξ∈µp+1

′ p−1∑
a=1

ω−1(a)ξaΨp

(
s, ξp,

a

p

)
if p > 2.

It is enough to prove the equalities 1 and 2. Since the equality 1 is proved in [69, Theorem 6.2] and

the equality 2 can be proved by the same way as that of 1, we omit the proofs of them.

11.2 Power series representations of special values of the Kubota-

Leopoldt p-adic L-functions at positive integers

We use the same notations as in the previous section. Using equalities (11.7), (11.8), (10.15) and Propo-

sition 11.1.4, we give some power series representation of special values of Lp(s, χ) at positive integers as

follows:

Proposition 11.2.1. Let χ be a Dirichlet character of conductor f and m a non-negative integer.

We assume that m satisfies m ≥ 1 if χ is trivial. Then we have the following power series representation

of Lp(m+ 1, χ).

1.

Lp(m+ 1, χ) =
(−1)m⟨f⟩−m

Fm+1m!

F∑
a=1,(a,p)=1

χ(a)ω(a)mR
(µHaar)
m−1

( a

F

)
.

2. Let c ∈ Z≥2 satisfying c ≡ 1 mod p. Then we have

Lp(m+ 1, χ) =
(−1)m+1⟨f⟩−m

Fm+1m!(χ(c)c−m − 1)

∑
ξ∈µc

′ F∑
a=1,(a,p)=1

χ(a)ξaω(a)mR
(µξF )
m

( a

F

)
.
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Remark 11.2.2. Using Proposition 11.2.1, we obtain the following relation for natural number m:

Lp(m+ 1, χ) ∈
F∑

a=1,(a,p)=1

Q(ω, χ)R
(µHaar)
m−1

( a

F

)
, (11.9)

Lp(m+ 1, χ) ∈
∑
ξ∈µc

′ F∑
a=1,(a,p)=1

Q(ω, χ, ξc)R
(µξF )
m

( a

F

)
, (11.10)

where ξc is the primitive c-th root of unity. From the above relation (11.9), we study the linear indepen-

dence of {R(µ)
i ( a

F )}0≤i≤m,1≤a≤F−1,(a,p)=1 for m ∈ Z≥0, F ∈ N which is divisible by p and µ ∈ D(Zp,Cp)

over an algebraic number field.

In the case of p-adic Riemann zeta function, we have more concise power series representation of

special values of it at positive integers. We prepare some notations.

Definition 11.2.3. (cf. [23]) Let m ∈ Z≥1. We define the following formal Laurent series:

R0(z) :=
∞∑
k=0

Bk

(
−1

z

)n+1

Rm(z) :=
dm

dmz
R0(z) =

∞∑
k=0

(k + 1) · · · (k +m)Bk

(
−1

z

)k+m+1

Θ0(z) :=
∞∑
k=0

(2k+1 − 2)Bk

(
−1

z

)n+1

Θm(z) :=
dm

dmz
Θ0(z) =

∞∑
k=0

(k + 1) · · · (k +m)(2k+1 − 2)Bk

(
−1

z

)k+m+1

.

Note that Rm(z) is equal to R
(µHaar)
m (z) in Definition 10.3.5. For each m ∈ Z≥0, the functions Rm(z)

and Θm(z) have several functional equations. That is as follows:

Proposition 11.2.4. ( cf. [23, Propotition 4.4, Corollary 4.5 ]) Let m ∈ Z≥0 and l ∈ Z≥1. We have

the following identities in Q[[ 1z ]]:

(i) Rm(z + 1)−Rm(z) =
(−1)m(m+ 1)!

zm+2
,

(ii) Rm(z) = (−1)m+1Rm(1− z),

(iii)

l−1∑
a=0

Rm

(
z +

a

l

)
= lm+2Rm(lz),

(iv) 2m+1Θm(z) = Rm

(z
2

)
−Rm

(
z + 1

2

)
.

Proof. Here we only give proofs of (i) and (iii).

(i) We have the following equalities:

Rm(z + 1)−Rm(z) = ∆(Rm(z))

=Mope ×M
(
z,

log(1 + z)m+1

z

)
=M

(
z
log(1 + z)m+1

z

)
=

(−1)m(m+ 1)!

zm+2
.
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Note that the third equality is obtained by Proposition 10.1.6. This completes the proof of (i).

(iii) It is enough to prove in the case of m = 0. Let l be a natural number. The equality (iii) comes

from the following trivial equality

l−1∑
a=0

rl =
rl − 1

r − 1
. (11.11)

Substituting r = ez to the equality (11.11) and multiplying elz − 1 to the both sides of equality (11.11),

we obtain

l−1∑
a=0

eaz

elz − 1
=

1

ez − 1
. (11.12)

Multiplying by lz to both sides of the equation (11.12) and change the variable z to z
l , we get

l−1∑
a=0

e
a
l z

z

ez − 1
= l

z
l

e
z
l − 1

. (11.13)

Acting formal Laplace transform LQ (see Definition 10.1.3) to both side of the equality (11.13) and use

the following equality:

LQ(e
azf(z)) =

1

1− az
LQ(f)

(
z

1− az

)
for a ∈ Q∗

then we obtain

l−1∑
a=0

1

1− a
l z

F

(
z

1− a
l z

)
= lF

(z
l

)
(11.14)

where F (z) := LQ

(
z

ez−1

)
. Acting ΨQ (see Definition (10.5)) to both side of the equality (11.14), we

obtain the equality (iii). This completes the proof of (iii).

Remark 11.2.5. The statement of Proposition 11.2.4 (i), (ii) and (iii) in the case of m = 0, 1 and (iv)

in the case of l = 2 were proved by Beukers in [23]. Since our proof of (ii), (iv) in Proposition 11.2.4 are

the same as that of [23], we omit them. In this thesis, we give an alternative proof of Proposition 11.2.4

(i), (iii) by using formal Mellin transfrom.

By using Proposition 11.9 1. and 11.2.4, we express the special values of ζp(s) at positive integers as

follows.

Proposition 11.2.6. (cf. [23, Propositon 5.1]) Let m ∈ Z≥1. The following identities hold.

(i) When p = 2, we have

ζ2(m+ 1) =



−1
2m+2m!

Θm−1

(
1

2

)
if m is odd

1

2m+1m!
Rm−1

(
1

4

)
if m is even.

(ii) When p is odd, we have

ζp(m+ 1) =
(−1)m2

pm+1m!

p−1
2∑

a=1

ω(a)mRm−1

(
a

p

)
.
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Especially, for p = 3, we obtain:

ζ3(m+ 1) =
(−1)m2

3m+1m!
Rm−1

(
1

3

)
∈ Q∗Rm−1

(
1

3

)
. (11.15)

Proof. Let p be a prime number. From the definition of ζH,p(m + 1, a
p ) and using the equality

(10.15), we have

ζH,p

(
m+ 1,

a

F

)
=

(−1)mω(a)m

Fmm!
Rm−1

( a

F

)
. (11.16)

where F is a power of p. From Proposition 11.1.4 1., we calculate ζp(m+ 1) in each case in Proposition

11.2.6.

(i) Proof in the case of p = 2:

Suppose m is odd. From the identity (11.16), we have the following identity:

ζ2(m+ 1) = − 1

4m+1m!

(
Rm−1

(
1

4

)
−Rm−1

(
3

4

))
. (11.17)

We use the equality (iii) which is

2m+1Θm(z) = Rm

(z
2

)
−Rm

(
z + 1

2

)
in Proposition 11.2.4 for (11.17), we obtain:

ζ2(m+ 1) = − 1

2m+2m!
Θm−1

(
1

2

)
.

Suppose m is even. From the definition of ζ2(s), we have:

ζ2(m+ 1) =
1

4m+1m!

(
Rm−1

(
1

4

)
+Rm−1

(
3

4

))
. (11.18)

Substituting z = 1
4 in the equality (i):

Rm(z + 1)−Rm(z) =
(−1)m(m+ 1)!

zm+2
,

in Proposition 11.2.4, we obtain

Rm−1(
1
4 ) =

1

2

(
Rm−1

(
1

4

)
+Rm−1

(
3

4

))
. (11.19)

By the identities (11.18) and (11.19) above, we have

ζ2(m+ 1) =
1

2m+1m!
Rm−1

(
1

4

)
.

This proves (i).

(ii) Proof in the case of p > 2:

By using the identity (11.16), we have

ζp(m+ 1) =
(−1)m

pm+1m!

p∑
a=1

ω(a)mRm−1

(
a

p

)
.

From the equality (i):

Rm(z + 1)−Rm(z) =
(−1)m(m+ 1)!

zm+2
,
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in Proposition 11.2.4, we obtain

ζp(m+ 1) =
(−1)m

pm+1m!

p−1
2∑

a=1

(ω(a)m + (−1)mω(p− a)m)Rm−1

(
a

p

)

=
(−1)m2

pm+1m!

p−1
2∑

a=1

ω(a)mRm−1

(
a

p

)
.

This proves (ii).

Remark 11.2.7. Let m be a natural number. By Proposition 11.2.6, the following are equivalent.

(a)2 We assume m is even (resp. odd). The p-adic number ζ2(m+ 1) is irrational.

(b)2 The p-adic number Rm−1(
1
4 ) (resp. Θm−1(

1
2 )) is irrational.

Similarly, in the case of p = 3, the following are equivalent.

(a)3 The p-adic number ζ3(m+ 1) is irrational.

(b)3 The p-adic number Rm−1(
1
3 ) is irrational.

Beukers proved Proposition 11.2.6 in the case of m = 1, 2 and also proved the irrationality of ζ3(2)

and ζ2(2) by proving (b)2 and (b)3 in [23].

Next, we give some functional equations for R(µξ)(z) for ξ ∈ Cp \Dp(1, 1
−).

Lemma 11.2.8. Let m ∈ Z≥0, l ∈ Z≥1 and ξ ∈ Cp \ Dp(1, 1
−). We have the following identities in

Q(ξ)[[ 1z ]]:

(i) R
(µξ)
m (z + 1)−R

(µξ)
m (z) =

(−1)mm!

ξzm+1
,

(ii) R
(µξ)
m (1− z) =

(−1)m

ξ
R

(µξ−1 )
m (z).

Since Lemma 11.2.8 is proved by the same argument of that of Lemma 11.2.4, we omit it. Using

Proposition 11.2.1 2. and Lemma 11.2.8, we obtain the following power series representation of special

values of ζp(s) at positive integers.

Proposition 11.2.9. Let m ∈ N. Then we have the following equalities:

ζp(m+ 1) =



2(−1)m+1

3m+1m!(3−m − 1)

∑
ξ∈µ3

′

ξR(µξ−1 )

(
1

4

)
if p = 2,

2(−1)m+1

pm+1m!(c−m − 1)

∑
ξ∈µp+1

′
p−1
2∑

a=1

ξaω(a)mR(µξ−1 )

(
a

p

)
if p > 2.

Proof. We use the equality of Proposition 11.2.1 2. for χ = 1 and c = p+ 1. Then we obtain

ζp(m+ 1) =


(−1)m+1

3m+1m!(3−m − 1)

∑
ξ∈µ3

′ 4∑
a=1,(a,2)=1

ξaω(a)mR
(µξ−1 )
m

(a
4

)
if p = 2,

(−1)m+1

pm+1m!((p+ 1)−m − 1)

∑
ξ∈µp+1

′ p−1∑
a=1

ξaω(a)mR
(µξ−1 )
m

(
a

p

)
if p > 2.

Since the equalities in the case of p > 2 are proved by the same method of that in the case of p = 2 (cf.

the prove of Proposition 11.2.6 (ii)), we only prove the case of p = 2. Let ξ3 be a primitive 3-th root of
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unity. Then, we get

∑
ξ∈µ3

′ 4∑
a=1,(a,p)=1

ξaω(a)mR
(µξ−1 )
m

(a
4

)
= ξ3R

(µ
ξ
−1
3

)

m

(
1

4

)
+ (−1)mR

(µ
ξ
−1
3

)

m

(
3

4

)
+ ξ−1

3 R
(µξ3

)
m

(
1

4

)
+ (−1)mR

(µξ3
)

m

(
3

4

)
. (11.20)

From the equality (ii) in Lemma 11.2.8, we obtain

R
(µ

ξ
−1
3

)

m

(
3

4

)
= R

(µ
ξ
−1
3

)

m

(
1− 1

4

)
=

(−1)m

ξ3
R

(µξ3
)

m

(
1

4

)
. (11.21)

From the equality (11.20) and (11.21), we obtain

∑
ξ∈µ3

′ 4∑
a=1,(a,p)=1

ξaω(a)mR
(µξ−1 )
m

(a
4

)
= 2

(
ξ3R

(µ
ξ
−1
3

)

m

(
1

4

)
+ ξ−1

3 R
(µξ3

)
m

(
1

4

))
.

This completes the proof of Proposition 11.2.9.

73



Chapter 12

(Type A)p-estimate of formal

Laurent series related to the p-adic

Hurwitz zeta function

12.1 Statement of Theorem 12.1.2

In this chapter, we give some examples of (Type A)p-estimate of formal Laurent series represented by

the image of formal Mellin transform. More precisely, we give a lower bound of the dimension of the

vector space spanned by the special values of the following p-adic function:

Ξp : N× Zp × (Cp \Dp(1, 1
−) ∪ {1})×Dp −→ Cp

(s, x1, x2, z) 7→ Ξp(s, x1, x2, z) :=
ϵ(x2)

s− 1

1

zs−1
+

∞∑
m=0

(−1)m+1

(m+ 1)!
Bm+1(x1, x2)(s)m

1

zs+m
,

where

ϵ(x2) =

0 if x2 ̸= 1

1 if x2 = 1,
(s)m =

s(s+ 1) · · · (s+m− 1) if m ≥ 1,

1 if m = 0,

and Bk(x1, x2) are defined by the following generating function:

tex1t

x2et − 1
=

∞∑
k=0

Bk(x1, x2)
tk

k!
.

Remark 12.1.1. 1. Let x1 ∈ Zp, x2 ∈ Cp \Dp(1, 1
−) and s be a positive integer. We assume that s

satisfies s ≥ 2 if x2 = 1. Since we have the following equalities:

M
(
(−1)s−1

(s− 1)!

log(1 + z)s−1(1 + z)x1

x2(1 + z)− 1

)
=

ϵ(x2)

s− 1

1

zs−1
+

∞∑
m=0

(−1)m+1

(m+ 1)!
Bm+1(x1, x2)(s)m

1

zs+m
, (12.1)

rp

(
log(1 + z)s−1(1 + z)x1

x2(1 + z)− 1

)
= 1.

the function Ξp(s, x1, x2, z) converges on Dp.
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2. Using the equality (12.1), we obtain the following equalities:

Ξp(s, 0, 1, z) =
(−1)s−1

(s− 1)!
Rs−2(z),

Ξp(s, 1, 1, z) =
(−1)s−1

(s− 1)!
Rs−2(z)−

1

zs
=

(−1)s−1

s− 1
Rs−2(z + 1), (12.2)

for s ∈ Z≥2. Note that the second equality of (12.2) is obtained by Lemma 11.2.4 (i).

Ξp(s, 0, ξ, z) =
(−1)s

(s− 1)!
R

(µξ)
s−1 (z),

Ξp(s, 1, ξ, z) =
(−1)s

ξ(s− 1)!
R

(µξ)
s−1 (z)−

1

ξzs
=

(−1)s

(s− 1)!
R

(µξ)
s−1 (z + 1), (12.3)

for s ∈ Z≥1 and ξ ∈ Cp \Dp(1, 1
−). Note that the second equality of (12.3) is obtained by Lemma 11.2.8

(i).

3. Let α1 ∈ Q>0 ∩ Zp and α2 ∈ Q. We assume that α2 satisfies |α2| = 1 and |α2 − 1|p ≥ 1. Then we

have the following relations:

Φ(s, z + α1, α2) ∈M0
Q(α1,α2)

,

Φ̂p(s, z + α1, α2) = Ξp(s, α1, α2, z). (12.4)

Remark that the equality (12.4) was proved by Katsurada in [52, Theorem 1].

We give the following estimate of a lower bound of the dimension of the vector space spanned by the

special values of Ξp(s, x1, x2, z):

Theorem 12.1.2. We use the same notations as before. Let r be a natural number, s1, . . . , sr natural

numbers, a1, . . . , ar ∈ Q ∩ Zp and α ∈ {α ∈ Q| |α| = 1}. We assume that a1, . . . , ar and α satisfy

0 < a1 < · · · < ar ≤ 1 and |α−1|p ≥ 1 respectively. Let Wp be the set Dp(Q)×AQ. We put the following

numbers:

s :=

r∑
i=1

si,

B(b) := l.c.m.{den(b+ ai)}1≤i≤r for b ∈ Dp(Q),

M := l.c.m.{den(ai′ − ai)}1≤i,i′≤r, i ̸=i′ ,

S := max
1≤i≤r

{si},

T := min
1≤i≤r

{si},

and define the following four functions:

f (p) : Dp(Q) −→ R≥0 by b 7→ S +M(s+ r − T − 1) +
∑

q:prime

q|B(b)

log q

q − 1
+ log den(α),

g(p) : Dp(Q) −→ R≥0 by b 7→ logmax{1, |α|}+ s log 2,

h(p) : Dp(Q) −→ R≥0 by b 7→
∑

q:prime

q|B(b)

log q

q − 1
− log p

p− 1
+ log den(α)− logmax{1, |α|p},

F (p) : Wp −→ R≥0 by (b,K) 7→ [Kp : Qp](h
(p)(b) + T log |b|p)

[K : Q](f (p)(b) + g(p)(b))
.
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Then we obtain the following estimate:

dimK

(
K +

s1+1∑
v1=1

KΞp(v1, a1, α, b) + · · ·+
sr+1∑
vr=1

KΞp(vr, ar, α, b)

)
≥ F (p)(b,K),

for all (b,K) ∈Wp.

Remark 12.1.3. When r = 1, P. Bel in [17, Theorem 3.1] also gave a (Type A)p-estimate of the

dimension of the vector space spanned by the special values of {Ξp(2, a, 1, b), . . . ,Ξp(s + 1, a, 1, b)} for

s ∈ N and a ∈ Q>0 ∩ Zp:

dimK

(
K +

s+1∑
v=2

KΞp(v, a, 1, b)

)
≥ F

(p)
1 (b,K) for all (b,K) ∈Wp,

where F
(p)
1 (b,K) is defined by the same way in Theorem 12.1.2 for α = 1. In Theorem 12.1.2, r is general

but we exclude the case α = 1. Thus, Theorem 12.1.2 is not regarded as a complete generalization of [17,

Theorem 3.1]. (see Remark 12.4.8 for the reason why we exclude α = 1 in Theorem 12.1.2.)

12.2 A construction of Padé approximation of formal Laurent

series

In this section, we recall a method of construction of Padé approximation of formal Laurent series obtained

by Rivoal (cf. [71, Proposition 4]).

Proposition 12.2.1. (cf. [71, Proposition 4] ) Let K be a subfield of C and l, s be natural numbers.

Let f0(z) := 1, f1(z), · · · , fs(z) ∈MA
K . Suppose there exist family of polynomials {P (n)

v (z)}0≤v≤s ⊂ K[z]

which satisfy the following condition:

The function R(z) =
s∑

v=0

Pv(z)fv(z) satisfies

R(z) = o(z−l+1) (z →∞).

Then we have degP0 ≤ max1≤v≤s degPv, R(z) ∈MA
K and R̂(z) ∈ K[[ 1z ]] satisfies

R̂(z) =
s∑

v=0

Pv(z)f̂v(z) = O(z−l).

Proof. Put qv = degPv(z), q = max1≤v≤s qv and Pv(z) =

qv∑
j=0

bv,jz
j for 1 ≤ v ≤ s. From the

definition of MA
K , there exists a subset of K {ak(fv)}k∈Z≥0

satisfying the following condition:

fv(z) =
N∑

k=0

ak(fv)z
−k + o(z−N ) (z →∞) for all N ∈ Z≥0. (12.5)

We use the equalities (12.5) for any N > q, we get the following equalities:

s∑
v=1

Pv(z)fv(z) = Q(z) +
s∑

v=1

 qv∑
j=0

∑
0≤k≤N

−N+q≤j−k<0

bv,jak(fv)z
j−k

+ o(z−N+q) (12.6)
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where Q(z) is a polynomial with coefficients K which satisfies degQ ≤ q. Using the equality (12.6) in the

case of N = l + q − 1 and the assumption

R(z) =
s∑

v=0

Pv(z)fv(z) = o(z−l+1),

we obtain

P0(z) = −Q(z) and R(z) =
N∑

k=0

ak(R)z−k + o(z−N ) (x→∞) for all N ∈ Z≥0,

where

aN (R) =


0 if N < l,
s∑

v=1

n∑
j=0

bv,jaN+j(fv) if N ≥ l.

This shows that degP0 ≤ max1≤v≤s degPv,R(z) ∈ MA
K and R̂(z) ∈ ( 1z )

l. This completes the proof of

Proposition 12.2.1.

12.3 A Padé approximation of the Lerch function

To prove Theorem 12.1.2, we give a Padé approximation of the Lerch function that is different from the

one given in Chapter 7. Let r be a natural number. From here to the last section, we fix r natural

numbers s1, . . . , sr, and r rational numbers a1, . . . , ar satisfying 0 < a1 < · · · < ar ≤ 1 and put the

following numbers:

s :=

r∑
i=1

si,

A := l.c.m.{den(ai)}1≤i≤r,

M := l.c.m.{den(ai′ − ai)}1≤i,i′≤r, i̸=i′ ,

ei′,i := M(ai′ − ai) for all 1 ≤ i, i′ ≤ r,

e := max
1≤i,i′≤r

{|ei′,i|},

S := max
1≤i≤r

{si},

T := min
1≤i≤r

{si}.

In this section, we give a Padé approximation of the Lerch function {Φ(vi, z + ai, x1)}1≤i≤r,1≤vi≤si+1

with variable z.

For a positive integer n and w := (w1, . . . , wr) ∈
∏r

i=1{0, . . . , si + 1}, we put

H(n)
w (u, z) := (n!)s+r−1 u(u+ 1) · · · (u+ n)∏r

i=1

[
(u+ z + ai)

si+1
n (u+ z + ai + n)wi

] ,
H(n)

w (x1, z) :=
∞∑

m=0

H(n)
w (z,m)x1

−m−1.

We define a family of rational functions {d(n)i,j,vi,w
(z)}1≤i≤r,0≤j≤n,1≤vi≤si+1 by

H(n)
w (u, z) =

r∑
i=1

si+1∑
vi=1

n∑
j=0

d
(n)
i,j,vi,w

(z)

(u+ z + ai + j)vi
, (12.7)
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and a family of polynomials {A(n)
i,vi,w

(x1, z), Q
(n)
w (x1, z)}1≤i≤r,1≤vi≤si+1 ⊂ Q(z)[x1] by

A
(n)
i,vi,w

(x1, z) =
n∑

j=0

d
(n)
i,j,vi,w

(z)xj
1, (12.8)

Q(n)
w (x1, z) =

r∑
i=1

n∑
j=1

si+1∑
vi=1

j−1∑
l=0

d
(n)
i,j,vi,w

(z)
xj−1−l
1

(l + ai)vi
. (12.9)

In the following, we denote w as an element of
∏r

i=1{0, . . . , si + 1}.

Remark 12.3.1.

1. By the same argument of the proof of [71, Theorem 1], we can prove that

A
(n)
i,vi,w

(x1, z) ∈ Q[x1, z] and Q(n)
w (x1, z) ∈ Q[x1, z].

2. By the same argument as is given in Remark 6.2.1, we can obtain the following:

degx1
A

(n)
i,wi,w

(x1, z) = n for all n ∈ N with w satisfying wi ≥ 1.

3. Since we have the following equality:

d
(n)
i,j,vi,w

(z) =

(−1)si−vi+1

(si − vi + 1)!

(
d

du

)si−vi+1

H
(n)
w (z,−u− z − ai)(−u+ j)si+1|u=j for 0 ≤ j ≤ n− 1, 1 ≤ vi ≤ si + 1,

(−1)wi−vi

(wi − vi)!

(
d

du

)wi−vi

H
(n)
w (z,−u− z − ai)(−u+ n)wi |u=n for j = n, 1 ≤ vi ≤ wi,

0 for j = n, vi > wi,

we have

degzA
(n)
i,vi,w

(x1, z) = n+ 1 for all 1 ≤ i ≤ r, 1 ≤ vi ≤ si + 1 and w. (12.10)

We denote A
(n)
i,vi,w

(1, z) by A
(n)
i,vi,w

(z) and Q
(n)
w (1, z) by Q

(n)
w (z). From the definition of H(n)

w (α, z)

and the same argument of the proof of Lemma 6.2.2 and that of [71, Corollary 2], we get the following

proposition.

Proposition 12.3.2. (cf. [71, Corollary 2], [17, Corollary 5.2] ) Let α ∈ Q. We assume that α

satisfies |α| ≥ 1. Under the notation as above, we put w =
r∑

i=1

wi. Then we obtain

H(n)
w (α, z) = o(z−(ns+w+n(r−1)−3)) (z →∞),

and the following Padé approximation of the Lerch function:

H(n)
w (α, z) =

r∑
i=1

si+1∑
vi=1

A
(n)
i,vi,w

(α, z)Φ(vi, z + ai, α)−Q(n)
w (α, z), (12.11)

H(n)
w (1, z) =

r∑
i=1

si+1∑
vi=1

A
(n)
i,vi,w

(z)Φ(vi, z + ai, 1)−Q(n)
w (z). (12.12)
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12.4 Some estimations

We denote (0, . . . , 0) ∈
∏r

i=1{0, . . . , si + 1} by 0. We fix a subset

{wi,j := (w
(1)
i,j , . . . , w

(r)
i,j )}1≤i≤r,1≤j≤si+1 ⊂

r∏
i=1

{0, . . . , si + 1}

satisfying

w
(k)
i,j =

0 if k ̸= i,

j if k = i.

We denote the determinant of (s+ r + 1)× (s+ r + 1) matrix

−Q
(n)
0 (x1, z) A

(n)
1,1,0 . . . A

(n)
1,s1+1,0 · · · A

(n)
r,1,0 . . . A

(n)
r,sr+1,0

−Q
(n)
w1,1 (x1, z) A

(n)
1,1,w1,1

. . . A
(n)
1,s1+1,w1,1

· · · A
(n)
r,1,w1,1

. . . A
(n)
r,sr+1,w1,1

..

.
..
.

. . .
..
.

. . .
. . .

. . .
..
.

−Q
(n)
w1,s1+1

(x1, z) A
(n)
1,1,w1,s1+1

. . . A
(n)
1,s1+1,w1,s1+1

· · · A
(n)
r,1,w1,s1+1

. . . A
(n)
r,sr+1,w1,s1+1

.

..
.
..

. . .
.
..

. . .
. . .

. . .
.
..

−Q
(n)
wr,1

(x1, z) A
(n)
1,1,wr,1

. . . A
(n)
1,s1+1,wr,1

· · · A
(n)
r,1,wr,1

. . . A
(n)
r,sr,wr,1

..

.
..
.

. . .
..
.

. . .
. . .

. . .
..
.

−Q
(n)
wr,sr+1

(x1, z) A
(n)
1,1,wr,sr+1

. . . A
(n)
1,s1+1,wr,sr+1

· · · A
(n)
r,1,wr,sr+1

. . . A
(n)
r,sr+1,wr,sr+1


by ∆(n)(x1, z) for n ∈ N where we denote A

(n)
i,j,w(x1, z) by A

(n)
i,j,w.

Under the notation as above, we have the following lemma that corresponds to Assumption (5.18).

Lemma 12.4.1. (cf. [17, Proposition 5.9], [17, Proposition 5.10] ) Let ∆(n)(x1, z) be as above. Then

∆(n)(α, z) has zero only at z ∈ {−a1, . . . ,−ar} for α ∈ {α ∈ Q| |α| = 1} \ {1} and n ∈ N.

Proof of Lemma 12.4.1 is based on that of [17, Proposition 5.9]. Before proving Lemma 12.4.1, we

give some preparation lemmas.

Lemma 12.4.2. Let n be a natural number. Then ∆(n)(x1, z) is divisible by
∏r

i=1(z + ai)
si+1.

Lemma 12.4.3. Let n be a natural number and fix x1 ∈ C satisfying |x1| > 1. Then we have the

following relation:

lim
Re(z)→∞

∆(n)(x1, z)

zs+r
<∞.

Especially, we have degz∆
(n)(x1, z) ≤ s+ r.

Note that from Lemma 12.4.2 and Lemma 12.4.3, there exists a polynomial Q(x1) ∈ Q[x1] satisfying

∆(n)(x1, z) = Q(x1)

r∏
i=1

(z + ai)
si+1. (12.13)

Lemma 12.4.4. Let n be a natural number. We have ∆(n)(x1, z) ̸= 0 and the following inequality:

degx1
∆(n)(x1, z) ≤ n(s+ r)− 1.

Lemma 12.4.5. Let n be a natural number. Then ∆(n)(x1, z) is divisible by zn+1.

Lemma 12.4.6. Let n be a natural number. Then ∆(n)(x1, z) is divisible by (x1 − 1)
(s+r−1)n−2

.
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Remark 12.4.7. Lemma 12.4.2, 12.4.3, 12.4.4, 12.4.5 and 12.4.6 are generalizations of Lemma 5.11,

5.13, 5.12, 5.15 and 5.16 in [17] respectively. Since Lemma 12.4.2, 12.4.3, 12.4.4, 12.4.5 and 12.4.6 can

be proved by the same method of Lemma 5.11, 5.13, 5.12, 5.15 and 5.16 in [17] respectively, we omit the

proof of them.

Proof of Lemma 12.4.1. From the equality (11.9), Lemma 12.4.4, Lemma 12.4.5 and Lemma 12.4.6, there

exists an element δ ∈ Q∗ satisfying

∆(n)(x1, z) = δzn(x1 − 1)
(s+r−1)n−2

r∏
i=1

(z + ai)
si+1. (12.14)

The equality (12.14) shows Lemma 12.4.1.

Remark 12.4.8. We explain the reason why we exclude α = 1 in Theorem 12.1.2 for r ≥ 2 (cf.

Remark 12.1.3). For a set

{w1, . . . ,ws+1} ⊂
r∏

i=1

{0, . . . , si + 1},

satisfying wi ̸= wj for i ̸= j. We denote the following determinant of (s+ 1)× (s+ 1) matrix

−Q
(n)
w1

(z) A
(n)
1,2,w1

(z) . . . A
(n)
1,s1+1,w1

(x) · · · A
(n)
r,2,w1

(x) . . . A
(n)
r,sr+1,w1

(x)

−Q
(n)
w2 (z) A

(n)
1,2,w2

(z) . . . A
(n)
1,s1+1,w2

(z) · · · A
(n)
r,2,w2

(z) . . . A
(n)
r,sr+1,w2

(z)

.

..
.
..

. . .
.
..

. . .
. . .

. . .
.
..

−Q
(n)
ws1+1

(z) A
(n)
1,2,ws1+1

(z) . . . A
(n)
1,s1+1,ws1+1

(z) · · · A
(n)
r,2,ws1+1

(z) . . . A
(n)
r,sr+1,ws1+1

(z)

.

..
.
..

. . .
.
..

. . .
. . .

. . .
.
..

−Q
(n)
ws−sr+2

(z) A
(n)
1,2,ws−sr+2

(z) . . . A
(n)
1,s1+1,ws−sr+2

(z) · · · A
(n)
r,2,ws−sr+2

(z) . . . A
(n)
r,sr+1,ws−sr+2

(z)

..

.
..
.

. . .
..
.

. . .
. . .

. . .
..
.

−Q
(n)
ws+1

(z) A
(n)
1,2,ws+1

(z) . . . A
(n)
1,s1+1,ws+1

(z) · · · A
(n)
r,2,ws+1

(z) . . . A
(n)
r,sr+1,ws+1

(z)


,

(12.15)

by ∆̃(n)(z) for every n ∈ N. For r ≥ 2, we will show the following:

∆̃(n)(z) = 0 for sufficiently large n and any {w1, . . . ,ws+1} ⊂
r∏

i=1

{0, . . . , si + 1}. (12.16)

Then Assumption (5.17) for {−Q(n)
wj (x1, z)}1≤j≤s+1 ∪ {A(n)

i,vi,wj
(z)}1≤i≤r,1≤vi≤si+1,1≤j≤s+1 is no longer

satisfied for any {w1, . . . ,ws+1} ⊂
∏r

i=1{0, . . . , si + 1}. For this reason, we have to exclude α = 1 in

Theorem 12.1.2 for r ≥ 2. We shall prove (12.16). Fix a set {w1, . . . ,ws+1} ⊂
∏r

i=1{0, . . . , si + 1}
satisfying wi ̸= wj for i ̸= j. By the same argument as the proof of Lemma 12.4.2 (cf. [17, Proposition

5.11]), we obtain
r∏

i=1

(x+ ai)
si |∆̃(n)(z) for all n ∈ N.

Especially we have

deg∆̃(n)(z) ≥ s. (12.17)

Next, we show the following:

lim
Re(x)→∞

∆̃(n)(z)

zs
= 0 for enough large n. (12.18)
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Let i and j be integers. We assume that i and j satisfy 0 ≤ i ≤ r − 1 and 2 ≤ j ≤ si+1 + 1. By adding

the

(
j +

i∑
l=1

sl

)
-th column of the matrix (12.15) multiplied by Φ(j, x+ ai, 1) to the first column of the

matrix (12.15), we obtain the matrix (12.19) below. Note that if i = 0, we mean
i∑

l=1

sl = 0.



H(n)
w1

(z) A
(n)
1,2,w1

(z) . . . A
(n)
1,s1+1,w1

(z) · · · A
(n)
r,2,w1

(z) . . . A
(n)
r,sr+1,w1

(z)

H(n)
w2 (z) A

(n)
1,2,w2

(z) . . . A
(n)
1,s1+1,w2

(z) · · · A
(n)
r,2,w2

(z) . . . A
(n)
r,sr+1,w2

(z)

.

..
.
..

. . .
.
..

. . .
.
..

. . .
.
..

H(n)
ws1+1

(z) A
(n)
1,2,ws1+1

(z) . . . A
(n)
1,s1+1,ws1+1

(z) · · · A
(n)
r,2,ws1+1

(z) . . . A
(n)
r,sr+1,ws1+1

(z)

.

..
.
..

. . .
.
..

. . .
.
..

. . .
.
..

H(n)
ws−sr+2

(z) A
(n)
1,2,ws−sr+2

(z) . . . A
(n)
1,s1+1,ws−sr+2

(z) · · · A
(n)
r,2,ws−sr+2

(z) . . . A
(n)
r,sr+1,ws−sr+2

(z)

..

.
..
.

. . .
..
.

. . .
..
.

. . .
..
.

H(n)
ws+1

(z) A
(n)
1,2,ws+1

(z) . . . A
(n)
1,s1+1,ws+1

(z) · · · A
(n)
r,2,ws+1

(z) . . . A
(n)
r,sr+1,ws+1

(z)


.

(12.19)

Since the determinant of (12.15) is equal to that of (12.19), the determinant of (12.19) coincides with

∆̃(n)(x). Thus, it suffices to show that the determinant of (12.19) is zero. Denote the (1, q)-th cofactor

matrix of the matrix (12.19) by ∆̃
(n)
q (z). We calculate the cofactor expansion of the matrix (12.19) at

the first row, we obtain:

∆̃(n)(z) =
s+1∑
q=1

(−1)q+1H(n)
wq

(z)∆̃(n)
q (z).

From the definition of H(n)
wq (z), we have

H(n)
wq

(z)∆̃(n)
q (z) = (n!)s+r−1

∞∑
m=0

(m)n+1∆̃
(n)
q (z)∏r

i=1

[
(m+ x+ ai)

si+1
n (m+ x+ ai + n)wq,i

] ,
where wq,i is the i-th factor of wq. Since we have deg∆̃

(n)
q (z) ≤ s(n+ 1) (see Remark 12.3.1 3 (12.10)),∣∣∣∣∣ (m)n+1∆̃

(n)
q (z)

zs
∏r

i=1

[
(m+ z + ai)

si+1
n (m+ z + ai + n)wq,i

] ∣∣∣∣∣ ≤
∣∣∣∣∣∆̃(n)

q (z)

zs(n+1)

(m)n+1∏r
i=1(m+ z + ai)n

∣∣∣∣∣
≤

∣∣∣∣∣∆̃(n)
q (z)

zs(n+1)

(m)n+1

(m+ z)n+3

1

zn(r−1)−3

∣∣∣∣∣ ,
and r ≥ 2, we obtain limRe(z)→∞

∆̃(n)(z)

zs
= 0 for enough large n. By the relation (12.17) and (12.18),

we obtain (12.16).

We have the following lemma that corresponds to Assumption (5.18).

Lemma 12.4.9. (cf. [17, Proposition 5.5] ) Let α be a non-zero algebraic number. Then we obtain the

following relations:

dsi+1
n ds+r−si−1

e+Mn p[n/(p−1)]pordp(den(ai)) max{1, |α|p}nA(n)
i,vi,w

(α, z) ∈ OCp [z], (12.20)

dsi+1
n ds+r−si−1

e+Mn p[n/(p−1)]pordp(den(ai)) max{1, |α|p}nQ(n)
w (α, z) ∈ OCp [z].

Let b be a rational number. We assume that b satisfies b+ ai ̸= 0 for all 1 ≤ i ≤ r. Then we also obtain

the following relations:

dsi+1
n ds+r−si−1

e+Mn µn(den(b+ ai))den(b)den(α)
nA

(n)
i,vi,w

(α, b) ∈ OQ(α), (12.21)

dsi+1
n ds+r−si−1

e+Mn µn(den(b+ ai))den(b)den(α)
nQ(n)

w (α, b) ∈ OQ(α).
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Proof. From the equality (12.7), we have

d
(n)
i,j,vi,w

(z) = (12.22)

1

(si − vi + 1)!

(
d

du

)si−vi+1

H
(n)
w (z,−u− z − ai)(−u+ j)si+1|u=j for 0 ≤ j ≤ n− 1, 1 ≤ vi ≤ si + 1,

1

(wi − vi)!

(
d

du

)wi−vi

H
(n)
w (z,−u− z − ai)(−u+ n)wi |u=n for j = n, 1 ≤ vi ≤ wi,

0 for j = n, vi > wi.

We give natural numbers which are divisible by the denominator of d
(n)
i,j,vi,w

(z). Firstly, we calculate

1

(si − vi + 1)!

(
d

du

)si−vi+1

H(n)
w (z,−u− z − ai)(−u+ j)si+1|u=j

for 0 ≤ j ≤ n− 1, 1 ≤ vi ≤ si + 1. We have the following equality

H(n)
w (z,−u− z − ai)(−u+ j)si+1 = (12.23)

(n!)s+r−1(−u− z − ai)(−u− z − ai + 1) · · · (−u− z − ai + n)∏
i′ ̸=i

(∏n−1
j=0 (−u+ (ai′ − ai) + j)si′+1(−u+ (ai′ − ai) + n)wi′

)(∏n−1
j′=0,j′ ̸=j(−u+ j′)si+1(−u+ n)wi

)
=

(n!)si(−u− z − ai) · · · (−u− z − ai + n)∏n−1
j′=0,j′ ̸=j(−u+ j′)si+1(−u+ n)wi

∏
i′ ̸=i

Ii′,n(u)
wi′ Ii′,n−1(u)

si′+1−w′
i ,

where the functions Ii′,n(u) and Ii′,n−1(u) are as follows:

Ii′,n(u) :=
n!

(−u+ ai′ − ai) · · · (−u+ ai′ − ai + n)
for i′ ̸= i, (12.24)

Ii′,n−1(u) :=
n!

(−u+ ai′ − ai) · · · (−u+ ai′ − ai + n− 1)
for i′ ̸= i. (12.25)

From the proof of Bel (cf. [17] p. 204), we have the following equality:

(n!)si(−u− z − ai) · · · (−u− z − ai + n)∏n−1
j′=0,j′ ̸=j(−u+ j′)si+1(−u+ n)wi

= F (u)G(u)siH(u), (12.26)

where

F (u) =
(−u− z − ai)n

(−u)n+1
(−u+ j), G(u) =

n!

(−u)n+1
(−u+ j),

and

H(u) = (n− u)si+1−wi(−u− z − ai + n).

Also we have the equalities:

n!

(−u+ ai′ − ai) · · · (−u+ ai′ − ai + n)
=

n∑
j′=0

(−1)j
′ n!

j′!(n− j′)!

1

−u+ a′i − ai + j′
, (12.27)

n!

(−u+ ai′ − ai) · · · (−u+ ai′ − ai + n− 1)
=

n−1∑
j′=0

(−1)j
′ n!

j′!(n− j′ − 1)!

1

−u+ a′i − ai + j′
. (12.28)

For a non-negative integer ν, we denote
1

ν!

(
d

du

)ν

by ∂ν . From the equality (12.23), we obtain

1

(si − vi + 1)!

(
d

du

)si−vi+1

H(n)
w (z,−u− z − ai)(−u+ j)si+1|u=j = (12.29)

∑
ν

∂ν0(F )|u=j

si∏
k1=1

∂νk1
(G)|u=j∂νsi+1(H)|u=j ×

∏
i′ ̸=i

wi′∏
k2=1

∂νk2
(Ii′,n)|u=j

si′+1−wi′∏
k3=1

∂νk3
(Ii′,n−1)|u=j .
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Here the sum
∑
ν

stands for all possible summation arising from the Leibniz rule. Note that the “index”

of ∂νsi+1 is νsi+1 and it is not νsi +1. As for the second case of (12.22), we obtain a similar presentation

to (12.29). The argument to deduce the presentation for the second case is the same as (77) to (82) for

the first case. Finally, by applying the same argument as the proof of [17, Proposition 5.5] to these

representations for (12.22), we conclude (12.20) and (12.21).

For a rational number b satisfying b+ ai ̸= 0 for all 1 ≤ i ≤ r, we denote l.c.m.{den(b+ ai)}1≤i≤r by

B(b). We define the following functions:

Dn : Dp(Q) −→ Z \ {0} by b 7→ dS+1
n ds+r−T−1

e+Mn µn(B(b))den(b)den(α)n,

f (p) : Dp(Q) −→ R≥0 by b 7→ S +M(s+ r − T − 1) +
∑

q:prime

q|B(b)

log q

q − 1
+ log den(α).

From Proposition 12.4.9, {Dn}n∈N satisfies Assumption (5.19) and there exists c1 > 0 such that

|Dn(b)| ≤ nc1enf
(p)(b). (12.30)

The inequality (12.30) corresponds to Assumption (5.19). We have the following estimate that corre-

sponds to Assumption (5.20).

Lemma 12.4.10. Let β be a complex number. We assume that β satisfies β+ai /∈ Z≤0 for all 1 ≤ i ≤ r.

If n ∈ N is enough large, then there exists c > 0 which is independent of n and satisfies the following

inequality:

max
1≤i≤r,1≤vi≤si+1

{|A(n)
i,vi,w

(α, β)|, |Q(n)
w (α, β)|} ≤ ncmax{1, |α|n} exp(ns log 2). (12.31)

Proof. We fix a enough large natural number k satisfying the following conditions:

|ai1 − ai2 | >
2

k
and 1 > |ai1 − ai2 |+

2

k
for all 1 ≤ i1, i2 ≤ r, i1 ̸= i2. (12.32)

Firstly, we give an upper bound of {|d(n)i,j,vi,w
(β)|}1≤j≤n,1≤vi≤si+1 for fixed i.

We fix 1 ≤ i ≤ r, 1 ≤ vi ≤ si + 1 and 1 ≤ j ≤ n. Using the definition of d
(n)
i,j,vi,w

(β) given by (12.7),

we get

d
(n)
i,j,vi,w

(β) =
1

2π
√
−1

∫
|u+j+β+ai|=

1
k

H(n)
w (u, z)(u+ β + ai + j)vi−1du. (12.33)

From the equality (12.33) and the definition of Q
(n)
w (u), we obtain

|d(n)i,j,vi,w
(β)| ≤ k−visup|u+β+ai+j|= 1

k
|H(n)

w (u, z)| (12.34)

≤ k−visup|u+β+ai+j|= 1
k

∣∣∣∣∣∣ (n!)s+r−1(u)n+1∏r
i′=1

[
(u+ β + ai′)

si′+1
n (u+ β + n+ ai′)wi′

]
∣∣∣∣∣∣ .

We give an upper bound of

∣∣∣∣∣∣ (n!)s+r−1(u)n+1∏r
i′=1

[
(u+ β + ai′)

si′+1
n (u+ β + n+ ai′)wi′

]
∣∣∣∣∣∣. We have the following in-

equalities for u ∈ {u ∈ C| |u+ β + ai + j| = 1
k}:

|(u)n+1| = |(u+ β + ai + j − β − ai − j) · · · (u+ β + ai + j + n− β − ai − j)| (12.35)

≤ (f + j)!(f + n− j)!,
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where f is a natural number satisfying β + ai +
1
k ≤ f . Estimating a lower bound of |(u+ β + ai′)n| and

|u+β+ai′+n| for u ∈ {u ∈ C| |u+β+ai+j| = 1
k}, we give a lower bound of |u+β+ai+j+(ai′−ai)+(l−j)|

for 1 ≤ i′ ≤ r, 0 ≤ l ≤ n:

(In the case of i′ = i)

|u+ β + ai + j + (ai′ − ai − β) + (l − j)| ≥


1
k if l = j − 1, j, j + 1,

j − l − 1 if j − 1 > l,

l − j − 1 if l > j + 1.

(12.36)

(In the case of i′ > i)

|u+ β + ai + j + (ai′ − ai) + (l − j)| ≥


1
k if l = j − 1, j,

j − l − 1 if j − 1 > l,

l − j if l > j.

(12.37)

(In the case of i′ < i)

|u+ β + ai + j + (ai′ − ai) + (l − j)| ≥


1
k if l = j, j + 1,

j − l if j > l,

l − j − 1 if l > j + 1.

(12.38)

From the inequalities (12.38), (12.37) and (12.38), we have the following estimation for 1 ≤ i′ ≤ r:

|(u+ β + ai′)n| =
n−1∏
l=0

|u+ β + ai′ + l| (12.39)

=
n−1∏
l=0

|u+ β + ai + j + (ai′ − ai) + (l − j)|

≥ (n− j)!j!

k3n3
.

We also have the inequality:

|u+ β + ai′ + n| = |u+ β + ai + j + (ai′ − ai) + (n− j)| ≥ 1

k
, (12.40)

for 1 ≤ i′ ≤ r. From the inequalities (12.34), (12.35), (12.39), (12.40), we obtain

k−visup|u+β+ai+j|= 1
k

∣∣∣∣∣ (n!)s+r−1(u)n+1∏r
i′=1 (u+ ai′)n

si′+1
(u+ n+ ai′)wi′

∣∣∣∣∣ (12.41)

≤ nc0
(n!)s+r−1j!(n− j)!

((n− j)!j!)s+r

= nc1

(
n

j

)s+r−1

≤ nc22sn.

where c0, c1, c2 are positive constants. From the inequality (12.41) and the definition of A
(n)
i,vi,w

(α, β) and

Q
(n)
w (α, β), we obtain the desired estimate.
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We define the following function on Dp(Q):

g(p) : Dp(Q) −→ R≥0 by b 7→ logmax{1, |α|}+ s log 2.

Then there exists c2 > 0 such that

max
1≤i≤r,1≤vi≤si+1,w∈{0,wi,j}

{|A(n)
i,vi,w

(α, b)|, |Q(n)
w (α, b)|} ≤ nc2eng

(p)(b) for all b ∈ Dp(Q). (12.42)

12.5 Proof of Theorem 12.1.2

We use the notations of the previous section. We have the following property of p-adic absolute value of

the coefficients of Ξp(v, a, α, z) for a ∈ Zp ∩Q and α ∈ {α ∈ Q| |α| = 1 satisfying α = 1 or |α− 1|p ≤ 1.

Lemma 12.5.1. Let a ∈ Q ∩ Zp. Take α ∈ {α ∈ Q| |α| = 1} satisfying α = 1 or 1 ≤ |α − 1|p. Let v

be a natural number. We assume that v satisfies v ≥ 2 (resp. v ≥ 1) if α = 1 (resp. 1 ≤ |α− 1|p). Then

the set {|Bk(a, α)|p}k∈Z≥0
is bound.

Proof. Firstly, we assume α = 1. By the definition of Bk(a, 1), we have the following equality:

Bk(a, 1) =
k∑

i=0

(
k

i

)
Bia

k−i.

Using Theorem of Clausen-Von Staudt that gives an upper bound of p-adic absolute value of Bernoulli

numbers and the assumption for a, we obtain that the set {|Bk(a, 1)|p}k∈Z≥0
is a bounded set. Secondly,

we assume 1 ≤ |α− 1|p. Note that, from the definition of Bk(a, α), we have the following equality:

TeaT

αeT − 1
=

∞∑
k=0

Bk(a, α)
T k

k!
=

∞∑
k=0

(
k∑

i=0

(
k

i

)
Bi,αa

k−i

)
T k+1

k!

where Bi,α is defined by the generating function
1

αeT − 1
=

∞∑
k=0

Bk,α

k!
T k. Since 1 ≤ |α − 1|p, we have

that the set {|Bk,α|p}k∈Z≥0
is bounded [58, p. 24] . This completes the proof of Lemma 12.5.1.

We define the following functions:

En : Dp(Q) −→ OCp \ {0} by b 7→ dS+1
n ds+r−T−1

e+Mn p[n/(p−1)]pordp(A) max{1, |α|p}n. (12.43)

By Lemma 12.5.1, the set of coefficients of Ξp(vi, ai, α, z) is bounded for all 1 ≤ i ≤ r, 1 ≤ vi ≤ si. Then

from Remark 5.2.7 and the relation (12.20), there exists c3 > 0 satisfying

|En(b)R̂(n)
w,p(b, α)|p ≤ nc3 |b|−nT

p for some constant c3 > 0. (12.44)

The inequality (12.44) corresponds to (5.22) in Assumption 5.2.5. We define h(p) : Dp(Q) −→ R≥0 by

h(p)(b) =
∑

q:prime

q|A

log q

q − 1
− log p

p− 1
+ log den(α)− logmax{1, |α|p}.

Proof of Theorem 12.1.2. Let {a1, . . . , ar} ⊂ Q ∩ Zp. We assume that a1, . . . , ar satisfy 0 < a1 < · · · <
ar ≤ 1. We use the notations as above and Theorem 5.2.8 for

f(i,vi)(x1, z) = Φ(vi, z + a1, x1) : R>0 −→ C, 1 ≤ i ≤ r, 1 ≤ vi ≤ si + 1.
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From Section 10.1, we define the following functions:

A
(n)
i,vi,w

(x1, z) =
n∑

j=0

d
(n)
i,j,vi,w

(z)xj
1,

Q(n)
w (x1, z) =

r∑
i=1

n∑
j=0

si+1∑
vi=1

j−1∑
l=0

d
(n)
i,j,vi,w

(z)
xj−1−l
1

(l + ai)vi
,

H(n)
w (x1, z) :=

∞∑
m=0

H(n)
w (z,m)x1

−m−1.

By Lemma 12.5.1, the set {f(i,vi)(x1, z)}1≤i≤r, 1≤vi≤si+1 satisfies Assumption 5.2.3. From Section 11.1,

we defined the following five functions:

Dn : Dp(Q) −→ N by b 7→ dS+1
n ds+r−T−1

e+Mn µn(B(b))den(b)den(α)n,

En : Dp(Q) −→ Z \ {0} by b 7→ dS+1
n ds+r−T−1

e+Mn p[n/(p−1)]pordp(A) max{1, |α|p}n,

f (p) : Dp(Q) −→ R≥0 by b 7→ S +M(s+ r − T − 1) +
∑

q:prime

q|B(b)

log q

q − 1
+ log den(α),

g(p) : Dp(Q) −→ R≥0 by b 7→ logmax{1, |α|}+ s log 2.

h(p) : Dp(Q) −→ R≥0 by b 7→
∑

q:prime

q|A

log q

q − 1
− log p

p− 1
+ log den(α)− logmax{1, |α|p}.

From the lemmas in Section 11.1, we can easily check that the functions R(n)
w (α, z) := H(n)

w (α, z),

{A(n)
i,vi,w

(x1, z)}1≤i≤r,0≤j≤si+1,w∈{0,wi,j} ∪ {−Q
(n)
w (x1, z)}w∈{0,wi,j}, Dn, En, f

(p), g(p) and h(p) satisfy

Assumption 5.2.4 and Assumption 5.2.5. Applying Theorem 5.2.8, we obtain the desired estimate in

Theorem 12.1.2.
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[8] Y. André, Arithmetic Gevrey series and transcendence. A survey., J. Theor. Nombres Bordeaux 15

(2003), no. 1, pp. 1–10.
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Invent. Math. 146. 1 (2001), pp. 193–207.

87



[16] D. Barsky, Fonctions zeta p-adiques d’une classe de rayon des corps de nombres totalement reels, in

Amice, Y.; Barskey, D.; Robba, P., Groupe d’Etude d’Analyse Ultrametrique (5e annee: 1977/78),

16, Paris: Secretariat Math.

[17] P. Bel, p-adic polylogarithms and irrationality, Acta Arithmetica. 139. 1 (2009), pp. 43–55.

[18] P. Bel, Fonctions L p-adiques et irrationalité, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (5) Vol. IX
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