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Abstract of Thesis

As robots become more prevalent in the modern era, the field of human robot interaction (HRI) provides the promise of
integrating robots socially into everyday human life. In many situations, a robot needs to be able to perform several tasks
defined for its role. For example, a shop assistance robot needs to be able to greet customers, answer questions, and give
recommendations. The question of how the interaction logic and contents should be developed, as well as how interactive
robot behaviors can be generated effectively, remains a core challenge.

My proposed solution is to use a data-driven approach - breaking human-robot interactions down into sequences of repeatable
behaviors (e.g. proxemics formation) which can be reproduced in a robot using generative HRI models. This simplified
representation opens up the possibility of learning top-down multimodal interaction logic directly from data, which is an
entirely new approach in the HRI field. Learning directly from data has the potential to be much lower-effort than manual
design of interaction logic or hand-crafted interaction contents, and it has the potential to leverage “big data". To demonstrate
this approach, I have conducted three studies.

In the first study, | applied a data-driven approach to autonomously generate robot behaviors for an entire interaction. To that
end, my system enabled a robot to learn an entire social interaction based solely on imitations of completely free-form human-
human interactions observed in a real, physical environment. This was made possible through a combination of abstractions:
the empirical identification of the typical speech and motion behaviors in the training data, combined with a set of
generalizable HRI models specifying spatial formations. The effectiveness of the system was demonstrated through a user
evaluation, and was also proven to be robust to speech recognition errors.

For the second study, | extended the system to enable a robot not only to respond to human-initiated inputs, but also to
reproduce proactive behaviors. The extensions included: (1) introducing a concept of human ““yield" behaviors,

to predict opportunities for the robot to take proactive action; (2) using interaction history as an input for predicting context-
dependent behaviors; and (3) incorporating an attention mechanism to learn which parts of the interaction history are important
for predicting robot behaviors. This system was trained from human-human interactions, and its ability to generate proactive
robot behavior was validated through offline analysis and a user study.

In the third study, | developed a model enabling a robot to autonomously generate multimodal deictic behaviors towards
people, such that this model can be used as a fundamental construct in future data-driven applications. The parameters were
calibrated empirically to attain a balance between understandability and social appropriateness, based on observed human
deictic behaviors. A system evaluation showed that the robot's deictic behavior was perceived as more polite, more natural, and
better overall when using my model, as compared with a model considering understandability alone.

With today's trends towards big data, | believe the demonstration of these three studies provides an argument that a data-driven
approach shows great promise as a method for collecting, modeling, and learning interactive, multimodal social behavior for
robot applications.
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