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ABSTRACT 

 
In order to predict the accurate binding configuration as well as the binding affinity for a flexible 

protein and its inhibitor drug, enhanced sampling with multicanonical molecular dynamics 

(McMD) simulations and thermodynamic integration (Therm. Int.) were combined as a general 

drug docking method. Cyclin-dependent kinase 2 (CDK2) is involved in the cell cycle 

regulation. Malfunctions in CDK2 are thought to cause tumorigenesis, and is thus a potential 

drug lead. Here, a long McMD simulation for docking the inhibitor CS3 to CDK2 starting from 

the unbound configuration was performed. McMD can explore a wide conformational space 

without conformational trapping at local minima by applying a bias to the system. This bias 

enables uniform sampling over a specific energy range, facilitating a random walk within this 

energy space, where each energetic state is equally probable to be sampled. From the 

multicanonical ensemble, the canonical, i.e. physically accepted ensemble, can be obtained via 

the reweighing process. Using McMD, stable binding configurations can thus be obtained, 

while the simulation is not trapped in local energy minima. However, due to the limited amount 

of unbound structures in the canonical ensemble, the affinity is difficult to determine from the 

McMD simulations. Therm. Int. however is very effective at calculating the affinity by 

measuring the average forces on the ligand along the binding/unbinding pathway, where 

integration of these forces produces the binding free energy. Using the multicanonical 

ensemble, the predicted bound complex, a potential binding/unbinding pathway connecting the 

predicted bound complex with the unbound one, and stable intermediary structures along this 

pathway were obtained. Subsequently, the forces along this pathway were sampled, starting 

from these stable intermediary structures. Finally, the binding free energy was readily computed 

by Therm. Int. Using this combination, the correct binding configuration of CS3 to CDK2 was 

predicted, and their affinity coincided well with the experimental value. 
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1 INTRODUCTION 
 

1.1 The role of Molecular Dynamics 
Proteins are biological systems’ main workforce; they take care of processes ranging 

from intracellular communication to replication. Without proteins, life as we know it would not 

exist. Due to the importance of proteins in biological processes, the Protein Data Bank (PDB) 

was founded in 1971 at Brookhaven National Laboratory ("Protein Data Bank," 1971) and 

started with 7 structures part of the databank. Protein Data Bank Europe (PDBe) was founded 

in 1995 at the European Bioinformatics Institute (Velankar et al., 2005). Similarly, in 2001 

Protein Data Bank Japan (PDBj) was founded at the Institute for Protein Research at Osaka 

University (Standley, Kinjo, Kinoshita, & Nakamura, 2008). In 2003 these three groups united 

and formed the wwPDB (World Wide Protein Data Bank) (Berman, Henrick, & Nakamura, 

2003), in order to maintain the PDB as a single archive. Over the years, the collaboration has 

expanded, however each site still maintains their own web interface to the PDB with customized 

services to search, explore and analyze the databank. The structures part of the PDB are obtained 

by experimental methods, primarily from X-ray crystallography, NMR Nuclear Magnetic 

Resonance (NMR) spectroscopy and Electron Microscopy (EM). These structures however, 

only represent a single still snapshot of what the molecule might look like as an averaged stable 

conformation under certain experimental conditions. However, in vitro and more importantly 

in vivo, proteins exist under significantly different conditions. These conditions also enable the 

protein to fluctuate significantly, continually changing its conformation. These effects are not 

included in the structures contained in the PDB, but are important to the biological function of 

the protein. Molecular Dynamics (MD) simulations enables us to study the dynamics of proteins 

and how they might behave in an environment close to physiological conditions. By using MD, 

it becomes possible to study small and large scale dynamics of proteins, as well as how multiple 

molecules might interact with each other. Thus, MD is an important tool to help us understand 
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how biological processes are performed by proteins and how they can be influenced by external 

factors such as drugs. 

Molecular docking between a protein and small chemical compounds is one of the key 

tools in virtual screening from ligand databases. So far, many “flexible docking” methods have 

been developed, where only the ligand molecules are treated as flexible, leaving the protein 

essentially “rigid”, such as DOCK (Kuntz, Blaney, Oatley, Langridge, & Ferrin, 1982), 

AutoDock (Goodsell & Olson, 1990), Flex (Rarey, Kramer, Lengauer, & Klebe, 1996), GOLD 

(Jones, Willett, Glen, Leach, & Taylor, 1997), and myPresto/sievgene (Fukunishi, Mikami, & 

Nakamura, 2005). These programs attempt to make a rapid search to find the correct docking 

configurations for millions of ligand candidates by reducing computational costs. Since the 

screening result strongly depends on the structure of the proteins, the “ensemble docking” 

method has been developed. It is a common strategy to use MD to generate an ensemble of 

protein conformations (Craig, Essex, & Spiegel, 2010; Wada, Kanamori, Nakamura, & 

Fukunishi, 2011), after which rigid body docking is applied to generate docking poses. The 

docking poses are finally ranked by some empirical or physicochemical scores using shape 

complementarity and electrostatics. While these approaches can take protein flexibility into 

account, the conformational space searched by such ensemble docking methods is limited. In 

addition, the scores lack accuracy due to the inclusion of many approximations and empirical 

parameters, because they are designed for rapid screening. Thus, the quantitatively correct 

affinities between the protein and ligands are difficult to obtain, so that researchers have to be 

satisfied by the qualitative, relative affinities. Therefore, a method that can predict both the 

accurate protein-ligand complex and its quantitatively correct affinity is needed, where the 

protein is treated as flexible in addition to using flexible ligands. 
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1.2 Enhanced sampling 
Exhaustively sampling the protein and ligand structures by conventional MD 

simulations to obtain the docking configuration and binding free energy may be one solution to 

the above problem, but it is impractical, even nowadays. The reason is that binding of a ligand 

to its target protein generally takes in the order of micro to milliseconds. In order to properly 

sample a natively bound structure, multiple binding-unbinding events are required, and so the 

total simulation time becomes in the order of seconds to minutes. These timescales are far 

outside the realm of even the fastest MD optimized supercomputer in existence (i.e. the ANTON 

system (Shaw et al., 2008)). The rate-limiting process is conformational trapping of a ligand at 

many local energy minima. In order to overcome this trapping, several biasing methods, which 

add weighted probabilities, have been designed to improve the sampling efficiency. This has 

been realized by generalized ensemble and biasing methods, such as Multicanonical MD 

(McMD) (Nakajima, Nakamura, & Kidera, 1997), Replica Exchange MD (REMD) (Sugita & 

Okamoto, 1999), Filling Potential (Fukunishi, Mikami, & Nakamura, 2003), Meta-dynamics 

(Laio & Parrinello, 2002), Adaptive Umbrella Sampling (AUS) (Bartels & Karplus, 1997; Higo 

et al., 2015) and Adaptive Biasing Force (ABF) (Darve, Rodriguez-Gomez, & Pohorille, 2008).  

In the McMD method, a bias is applied to the system to enable uniform sampling over 

a specific energy range, facilitating a random walk within the energy space, where each 

energetic state is equally probable to be sampled. This bias enables sampling at higher energy 

regions, similar to a high temperature simulation, and at lower energy regions, similar to a low 

temperature simulation, resulting in exploring a wide conformational space without 

conformational trapping at local minima. A merit of the McMD method is that the physically 

accepted ensemble, i.e. the canonical ensemble, can be obtained by the reweighting procedure 

(Nakajima, Nakamura, et al., 1997). The McMD method can continuously switch between the 

higher and lower temperature regions defined by the bias, and it has been widely applied for 
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enhanced conformational sampling (Kamiya, Higo, & Nakamura, 2002) and docking (Kamiya, 

Yonezawa, Nakamura, & Higo, 2008) simulations. The McMD method first forms the 

multicanonical ensemble, which covers a wide temperature range. Then, the conformational 

ensemble at 300 K is obtained by the reweighing method, followed by calculating the Potential 

of Mean Force (PMF) from the probability distribution of the sampled structures. Finally, the 

free energy landscape (FEL) can be displayed as the PMF distribution versus one or more 

principal components (Kamiya et al., 2002), or any other arbitrary axes. REMD is another 

popular enhanced sampling method (Sugita & Okamoto, 1999) and has also been applied to 

find native docking configurations (Kokubo, Tanaka, & Okamoto, 2011). 

 

1.3 Affinity calculation using MD 
Besides the above mentioned sampling of the docking configurations, it is also 

important to calculate the binding affinity for drug development. Various methods using MD 

exist to calculate the binding free energy. A popular method is MM/PBSA (Kollman et al., 

2000; Massova & Kollman, 1999) which can calculate the binding free energy at a reasonable 

computational cost, however the absolute value often differ significantly from the experimental 

one (Singh & Warshel, 2010; R. H. Zhou, 2003). In some cases, positive binding free energies 

have been obtained, which would suggest that these ligands would rather separate from the 

protein. The Umbrella Sampling (U.S.) method (Torrie & Valleau, 1977) is an equilibrium 

simulation technique that is widely used to calculate the binding free energy between a ligand 

and a protein and has seen some promising results, however it is difficult to find the appropriate 

reaction coordinate despite its expensive computation costs. The Thermodynamic Integration 

(Therm. Int.) method (Frenkel, 2002) is another one to compute the binding free energy, where 

the average force acting upon the ligand is calculated by the force field along a binding or 



8 

unbinding path. Integrating these forces produces the binding free energy. In the Smooth 

Reaction Path Generation (SRPG) method (Fukunishi, Mitomo, & Nakamura, 2009; Nguyen et 

al., 2015), bound ligand molecules are first dissociated by the Filling Potential method 

(Fukunishi et al., 2003) in vacuo to assume and generate an appropriate smooth unbinding 

pathway. Then, Therm. Int. along the path in aqueous solvent is performed to estimate the 

binding free energy. The SRPG method however, requires an experimental complex structure 

or a reliable model with a correctly predicted bound ligand configuration.  

Both U.S. and Therm. Int. require a definition of a reaction coordinate in 3D space and 

initial structures spread over this reaction coordinate, preferably a single structure for every 

window. On the contrary, McMD and REMD are more general without requiring a spatial 

reaction coordinate, by using the potential energy as a reaction coordinate instead. Due to the 

requirements of a spatial reaction coordinate of the former methods, the choice of using the later 

methods, which don’t require an explicit reaction coordinate, seems better for ab-initio docking, 

where the mode of binding is not yet known. Thus, one would also expect that McMD or REMD 

would provide the correct binding free energy (Kamiya et al., 2008). However, since both the 

McMD and REMD simulations give the correct canonical ensemble, the simulations essentially 

causes lower ligand densities at positions far from the protein. In fact, simulations that 

successfully sampled near the native complex structure by using the powerful McMD method, 

were unable to obtain accurate values for the binding free energies due to insufficient sampling 

in the unbound region. Some examples are flexible docking simulations between an SH3 

domain and a proline-rich peptide in vacuo (Nakajima, Higo, Kidera, & Nakamura, 1997), 

between lysozyme and one of its inhibitors tri-NAG in explicit solvent (Kamiya et al., 2008), 

and between the N-terminal domain of neural restrictive silencer factor and the paired 

amphipathic helix domain of mSin3 in explicit solvent (Higo, Nishimura, & Nakamura, 2011). 
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In order to obtain an accurate binding free energy, such less probable structures are 

also required. However, they can only be sampled by very long simulations or by employing a 

bias in an additional dimension via an umbrella potential (Dickson, Ahlstrom, & Brooks III, 

2016). These kind of simulations would have much more expensive computing costs. To 

overcome this problem, a combination of the McMD simulation with Therm. Int. to accurately 

predict both the binding complex and the affinity is proposed. The essential weakness in the 

Therm. Int. or SRPG method requiring the correct bound complex structure (Fukunishi et al., 

2009; Nguyen et al., 2015) must also be overcome by providing a reliable complex model from 

the McMD simulation. 

 

1.4 The role of Cyclin Dependent Kinase 2 
Cyclin-dependent kinase 2 (CDK2) is involved in regulating cell cycle control. 

Extensive research has been done to understand the function of CDKs, where Hartwell, Hunt 

and Nurse received the 2001 Nobel Prize in Physiology or Medicine (Hartwell, 2002; Hunt, 

2002; P. M. Nurse, 2002). CDKs, whose activity is under strict control, are regulatory proteins 

that drive the cell cycle transition (Hunt, Nasmyth, & Novak, 2011; Lim & Kaldis, 2013; 

Malumbres, 2006; P. Nurse, Masui, & Hartwell, 1998; Sherr, 1996). CDK1, CDK2, CDK4 and 

CDK6 directly promote cell cycle progression. Whereas CDK1 is a key determinant of mitotic 

progression, CDK2 is relevant for DNA replication in higher eukaryotes (also see Figure 1). 

CDK4 and CDK6 are responsive to numerous growth regulatory signals in metazoans, which 

control much of the cell cycle entry in these species. Alternatively, CDK7, CDK8 and CDK9 

regulate transcription (Bregman, Pestell, & Kidd, 2000; Drapkin, LeRoy, Cho, Akoulitchev, & 

Reinberg, 1996; Lim & Kaldis, 2013; Nemet, Jelicic, Rubelj, & Sopta, 2014), and CDK5 is 

involved in post-mitotic functions in specialized tissues (Pozo et al., 2013). Since CDKs play a 
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crucial role in the cell cycle, cancers often disrupt their normal function in order to enhance cell 

growth (Malumbres & Barbacid, 2001). CDK2 is particularly frequently disrupted in certain 

types of cancer (Calbo, Serna, Garriga, Grana, & Mazo, 2004; Scaltriti et al., 2011; Volm et al., 

1997; Y. Zhou, Wang, Gobl, & Oberg, 1999). Several safeguards exist however to modulate 

the activity of CDK2, and subsequently DNA replication. CDK2 is primarily controlled by 

cyclins, where retinoblastoma protein (RB) and the transcription factor E2F regulate the 

abundance of CDK2 (Herrera et al., 1996; Markey et al., 2002; Moroy & Geisen, 2004; Ren et 

al., 2002; Zhu, Giangrande, & Nevins, 2004). The CDK-interacting protein/kinase inhibitory 

protein (CIP/KIP) class of CDK inhibitors bind to CDK2-cyclin complexes to render them 

inactive (Eldeiry et al., 1993; Martin et al., 2005; Polyak, Kato, et al., 1994; Polyak, Lee, et al., 

1994; Zhu et al., 2004), while CDK2 is also regulated by phosphorylation of Tyr14/Tyr15 in 

the glycine-rich region (Wu et al., 2001). Cyclin binding to CDK2 causes a significant change 

in the conformation of the activation loop by pulling the loop out from the active site. This 

enables CDK-activating kinase (CAK) to phosphorylate the threonine residue part of the loop, 

which stabilizes the CDK2-cylin complex further (Echalier, Endicott, & Noble, 2010; Pavletich, 

1999). CDK2 has also been shown to be involved in other processes besides the cell cycle, such 

as regulating the migration of tumor cells by BRMS1 phosphorylation (Roesley et al., 2016) 

and reducing EGF-induced cell transformation by phosphorylation of ELK4, which in turn 

regulates c-fos expression (Peng et al., 2016). Due to CDK2’s integral relationship with cancers, 

drugs that can modulate CDK2 activity could be crucial to combat many of the associated 

cancers. 
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1.5 Objective 
In this study, I have conducted flexible docking of an aminopyrazole inhibitor (CS3) to 

the flexible cyclin-dependent kinase 2 (CDK2), which is involved in regulating cell cycle 

control. The malfunctions of CDK2 can cause tumorigenesis (Asghar, Witkiewicz, Turner, & 

Knudsen, 2015; Malumbres, 2014; Malumbres & Barbacid, 2009), and so its inhibitor is a 

highly potential drug candidate. Since the complex crystal structure of CDK2 with CS3 (PDB 

ID 4EK5) has been deposited at the Protein Data Bank (PDB) (Berman, Henrick, Nakamura, & 

Markley, 2007) and their affinity data from Community Structure-Activity Resource (CSAR) 

(Dunbar et al., 2013) are available, my goal is to reproduce the native complex structure and to 

calculate their binding affinity in a general ab-initio manner. The position of the ligand in a 

cylindrical region, which covers both the ligand binding pocket and the bulk water, is sampled 

by the McMD simulation starting from the unbound ligand structure, where the atoms of the 

protein inside the original cylinder and the surrounding buffering one were treated as free 

without any restraints. By combining the McMD simulations and Therm. Int., both the bound 

complex of CDK2 with CS3 and their affinity were reproduced correctly. This combined 

scheme could become a method used for a general flexible protein-ligand docking protocol, 

providing accurate prediction of both the bound complex and the binding free energy, starting 

from the unbound structure. 
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2 MATERIALS & METHODS 
 

2.1 Molecular docking using MD simulations 
The CDK2 structure in complex with an aminopyrazole inhibitor with the PDB ID 4EK5 

(resolution 1.6 Å) was used. This complex has a known binding affinity of -8.31 kcal/mol 

obtained by ITC (Isothermal Titration Calorimetry) experiments which was deposited to the 

CSAR database (Dunbar et al., 2013). The simulations were performed using a modified version 

of Gromacs (Abraham et al., 2015; Pronk et al., 2013) and the system was prepared using 

Gromacs’ built-in tools, resulting in a system with a size of 68.1 x 53.3 x 78.0 Å3. Additional 

details regarding the system’s preparation and the simulation details are written in Chapter 2.2. 

The strategy to obtain the binding free energy consists of the following four steps: 

1) Define a vector λ as the basis for the space restraints on the ligand. 

2) Perform McMD using potential energy as a reaction coordinate to sample complex 

structures in the restricted space along λ and to predict the native binding 

configuration. 

3) Generate a reaction coordinate ξ from the McMD data in order to obtain a smooth 

and realistic path, which can be effectively sampled by Therm. Int. 

4) Calculate the binding free energy using Therm. Int. 

 

2.1.1 (1) Estimation of the space restraining cylinder λ 

In rigid body docking, the search area is pre-defined by the user and limited to inside 

the pocket. When docking using MD however, we want to simulate binding and unbinding 

events, i.e. the simulation is not limited to only the pocket, but the bulk is included as well. 
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However, the bulk is assumed to be infinite in size. This means that the ligand can spend a long 

time in the bulk due to becoming adrift. This decreases the number of binding events and thus 

the number of docking experiments the simulation can do in a limited amount of time. To 

increase the efficiency of the simulation, i.e. to maximize the number of binding events, the 

search space of the ligand is here assumed to be limited to a finite region that connects a bulk 

region to the binding-pocket region. Each region can be represented as a sphere like the cyan 

areas in Figure 2, where these two spherical regions can be connected and the combined area 

can be represented as a cylinder. 

 In order to determine the axis of the cylinder, dissociation experiments were performed 

using Random Acceleration Molecular Dynamics (RAMD) (Ludemann, Lounnas, & Wade, 

2000). RAMD was implemented in Gromacs and applied to the current system for prediction 

of the dissociation direction of the ligand. Shortly, RAMD applies a constant magnitude of force 

on the center of mass (COM) of the ligand in a randomly chosen direction. In case the ligand 

does not move further than a predefined cutoff within a single RAMD block, then the random 

direction would be reset. Here, each RAMD block was alternated with an unaccelerated, i.e. 

canonical, MD block in order to relax the system. By performing multiple RAMD simulations, 

each with different random seeds, some statistics with respect to the ligand path distribution can 

be obtained and an average dissociation direction starting from the COM of the initial structure 

can be calculated. From here on, this vector is called λ. In order to restrain the translation and 

rotation of the protein, position restraints on the Cα atoms were used. The Cα atoms of CDK2 

more than 10 Å from the atoms of CS3 were position restrained with a force constant of 1 kcal 

/ (mol Å2). Here, the X-ray complex structure, after equilibration, was used as the initial 

coordinates for the RAMD simulations to estimate the dissociation direction, since the complex 

structure was available for the system. However, this is not an imperative requirement of the 
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strategy, and alternative methods without using the complex structure are also available, as will 

be shown in Chapter 4. 

 

2.1.2 (2) McMD simulations for flexible ligand docking  

Then, the McMD simulations were performed for the ligand docking to predict binding 

conformation configurations. The starting conformation for McMD was obtained via RAMD 

simulations, where one of the dissociated ligand structures was chosen as shown in Figure 2. 

The ligand was restrained to stay within a cylinder defined by the direction calculated from the 

RAMD simulations. The cylinder was defined with a radius of 4 Å and λ spanned from -5 Å to 

20 Å, where 0 Å corresponds to the COM of the ligand after equilibration. During the McMD 

simulation, in case the COM of the ligand leaves the boundary of the cylinder in the orthogonal 

direction to the axis, a harmonic potential with a force constant of 20 kcal / (mol Å2) was used 

to pull it back towards the cylinder. Similarly, in case the ligand leaves the confines of the 

cylinder along its axis, a force constant of 1000 kcal / (mol Å2) was used. No restraints were 

applied to the ligand while the COM remained inside the cylinder. This cylinder thus restrains 

the COM of the ligand in order to reduce the degrees of freedom, while connecting the bound 

and unbound regions together to enable multiple binding-unbinding experiments. Finally, the 

protein atoms beyond 13.5 Å from the axis of the cylinder were restrained as described in 

Chapter 2.2. 

The McMD simulations consist of training runs to iteratively estimate the density of 

states using eq. (10), described in Chapter 2.3, and a successive run (i.e. the production run) to 

sample structure trajectories. The potential energy (E) and the COM of the ligand at each step 

were stored for the production run, which lasted in total 6.135 x 109 steps (12.27 µs). In addition, 

the structures were stored every 20 ps. Projection of the probability distribution of the 
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reweighted ensemble onto various axes including λ, were used to identify stable regions and 

structures. 

2.1.3 (3) Estimation of the reaction coordinate ξ 

After ab initio docking using McMD, Therm. Int. is to be used in order to accurately 

calculate the binding free energy corresponding to the predicted bound configuration. A strategy 

which involves picking a representative structure at the predicted global minimum, followed by 

picking compatible configurations along the dissociation path was used. First, a representative 

structure corresponding to the predicted global minimum at 300 K was picked. From the 

configurations with Pc(E, 300 K) > 0.5, where Pc is the canonical distribution obtained by 

reweighing the McMD distribution via eq. (14) described in Chapter 2.3, those with a λ value 

between -0.05 Å and +0.05 Å located at the predicted energy minimum by the McMD 

simulations were taken, and clustered by their relative Root Mean Square Deviations (RMSDs) 

as a distance within 1 Å. From the largest cluster, which would correspond to the ensemble of 

the most stable structures, the configuration with its λ value closest to the bin center was picked 

as the representative structure of the predicted native configuration. This is followed by picking 

structures with similar orientations along λ as described below. 

The initial structures for Therm. Int. should be similar enough so that the conformational 

ensemble sampled in a window overlaps with the ensembles sampled in its neighboring 

windows. However, simply selecting configurations in the McMD ensemble based on the 

proximity of their COM can result in very abrupt changes in the ligand’s configuration between 

neighboring windows. In order to prevent this, first the docking configurations from these 

unsuccessful docking attempts need to be detected and removed from the ensemble. Ligands 

inside deep pockets are generally unable to suddenly rotate about their own COM and change 

their orientation with respect to the native bound configuration, without first completely 

unbinding. However, it is possible to filter the ensemble by the orientation of the ligands with 
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respect to the predicted native configuration and remove those that that deviate too much. In 

the case of CDK2, three layers can be identified naively: 

1) bound layer (λ < 10 Å)  

2) intermediary layer (10 < λ < 15 Å) 

3) unbound layer (λ > 15 Å) 

In each of the above layers, different criteria should be used due to changes in accessible 

volume, where in the bound region the lack of available space prevents the ligand from rotating, 

while in the unbound region the ligand is completely free. To filter the ensemble, first all the 

configurations of the ligand, including the predicted native bound configuration, were 

translated, so that their centroids coincide with the origin of the coordinate system. Next, the 

RMSDL of each of these configurations was calculated with respect to the predicted native 

bound configuration. Here, RMSDL indicates the RMSD calculated between the pre-translated 

ligand configurations with respect to the pre-translated predicted native bound configuration. 

In the bound layer all configurations with an RMSDL > 2.0 Å were removed, while in the 

unbound layer all configurations were kept. In the intermediary layer, the RMSDL cutoff value 

was linearly interpolated between 2.0 Å and the maximum RMSDL (~8.6 Å) along the range of 

the layer. This produces an ensemble which should reflect the ligand binding or unbinding path 

to or from the predicted native configuration, where the orientation of the configurations is 

similar to the bound configuration in the deep pocket region and becoming increasingly variable 

as the ligand moves closer to the bulk. Finally, all configurations, whose COM positions are 

located more distant than 3.5 Å from the λ axis in the perpendicular direction, were also 

removed, in order to remove configurations close to or beyond the edge of the cylinder. The 

resulting ensemble has been reduced to the configurations accessible to the predicted native 
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bound configuration as the configuration dissociates from the pocket, similar to an ensemble 

produced by pulling simulations such as Steered Molecular Dynamics (Isralewitz, Gao, & 

Schulten, 2001). 

Because the axis of the cylinder λ is a rough estimate of the binding/unbinding direction, 

a smooth and realistic path for binding/unbinding should be estimated in order to conduct 

Therm. Int. As shown in Figure 3, representative structures {qn, n=43} were first picked at 0.5 

Å interval bins along λ, ranging from -1 Å to 20 Å from the above described filtered ensemble, 

by taking the structure with the lowest RMSD with respect to the representative structure from 

the preceding bin (qk-1). A new path was traced through the COMs of these structures {qn} and 

was smoothed by using a Savitzky–Golay filter (Savitzky & Golay, 1964), which primarily 

smoothed the regions where there are only a few structures available, such as the bulk region. 

This produces a new path, which is called as ξ hereafter and represents the binding/unbinding 

path of CS3 to CDK2 predicted from the McMD simulations. Whereas λ only serves as a 

guideline to differentiate between and connect the bound and unbound regions, ξ is a path 

connecting physically accepted structures from the McMD ensemble at 300 K in the bound 

region to the bulk region. Thus, this should be an appropriate path, traveling along near the 

transition state without major frictions between the protein and the ligand. 

 

2.1.4 (4) Binding free energy calculation by Thermodynamic Integration along ξ 

Finally, in order to perform Therm. Int. along ξ, the path was partitioned into 0.1 Å 

interval windows, where the center of each window was positioned on the path and separated 

by 0.1 Å. For each window, a structure from the above described filtered ensemble was taken 

whose COM was the closest to the center of the window on ξ. In the case of the intermediary 

and unbound regions, neighboring bins often share the same starting structure, due to a limited 
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amount of structures available in the (filtered) ensemble at 300 K. Each window was 

equilibrated for 2 ns and subsequently sampled for 1 ns in the canonical ensemble. For each 

window, three independent simulations were performed, where the velocities were randomized 

according to a different random seed for each simulation following a Maxwell distribution. The 

COM of the ligand was restrained using a harmonic potential to the window center using a 

strong force constant of 400 kcal / (mol Å2). The PMF was calculated by integrating the forces 

along ξ using the following equations (Fukunishi et al., 2009): 

〈������〉 	= 	
−�
������������
 ������  

									≈ 	∑−�
����������∑����  

(1) 

����� = 	−� 〈�����������������〉 · ���������������
�  

(2) 

where −�
������ is the force on the COM of the ligand calculated from the potential energy E, r is a 

position on ξ to which the ligand’s COM is restrained, and 	 �  is the restrained energy to keep 

the ligand near the window center along the path from 0 to ξ calculated as 

	 � = 12#��� − ���$ 
(3) 

 

Here, the square distance between the COM r and the anchor point �� is computed with the 

weight #� = 400 kcal / (mol Å2). The integration along the path in eq. (2) was approximated 

by taking the sum of 〈����〉 · '� at each small bin, the width of which was 0.1 Å, along the path 

ξ. Note that the effect of the restraint is compensated between the denominator and numerator 

in the last formula of eq. (1). Which then becomes 
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(G��*� − G��+�, = ���ξ → ∞� (4) 

 

In order to compare the calculated binding free energy with the experimentally 

determined one, the simulation has to be corrected for the loss of entropy on binding by taking 

the sampled volume into account. The standard binding free energy can be determined as 

follows: 

∆12� = 	−#3� ln 673789 
(5) 

where 73 is the probability of the bound form and 78 is probability of the unbound form. Here, 

73 and PU are defined as follows: 

73 = 	���:��+�� ���:�����;<=>  
(6) 

78 =	 �	���:��?� (7) 

Here, G(r), G(r0),  � and G(r∞) are the PMF at position r, the PMF at the global free energy 

minimum r0, the standard concentration at 1M (1661 Å3) and the PMF at a reference position 

in the bulk r∞, respectively (Fukunishi et al., 2009). The PB term in eq. (6) can be approximated 

using the following equation: 

73 ≈	���:��+�@���:��,B,C�'�'D'E
;<=>

 (8) 

where D and ζ are the axes perpendicular to ξ, and ∆ξ∆D∆ζ is a small region part of the site, 

finally becoming 

∆12� = −�G��*� − G��+�� − #3� lnF 1 �@���:��,B,C�'�'D'E
;<=>

G 
(9) 
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Thus, the binding free energy is obtained by estimating G��*� − G��+� from eq. (4) and by 

estimating	∑ ���:��,B,C�'�'D'E;<=>  from the probabilities at the binding site obtained by the 

McMD simulation. 

 

The current simulations were made on a HPC system at the Cybermedia Center PC 

cluster for large-scale visualization (VCC) at Osaka University consisting of 37 GPGPUs to 

accelerate the non-bonded calculations by the zero-dipole summation method (Fukuda, 

Yonezawa, & Nakamura, 2011), and it required approximately three weeks to finish all the 

McMD simulations including the training and production runs. The final Therm. Int. 

computations required another 36 hours to be completed. 

 

2.2 Simulation details 
A missing 9-residue stretch from residue 36 to 44 of the original X-ray structure of 

CDK2 (PDB ID 4EK5) was modeled in using the ASEDock plugin (Goto, Kataoka, Muta, & 

Hirayama, 2008) of the MOE software. The C-terminal 11-residue long loop region was 

removed in order to simplify the system. Afterwards, the system was prepared using Gromacs’ 

(Abraham et al., 2015) build-in tools, ACPYPE (Sousa da Silva & Vranken, 2012) and the 

Amber Tools (J. M. Wang, Wang, Kollman, & Case, 2006). The Amber ff99SB-ILDN force 

field (Hornak et al., 2006; Lindorff-Larsen et al., 2010) was used for the parameterization of 

the protein, while the General AMBER force field (GAFF) (J. M. Wang, Wolf, Caldwell, 

Kollman, & Case, 2004) was used for the ligand CS3. The electrostatic potential of the ligand 

was determined using GAMESS (Schmidt et al., 1993) at the HF/6-31G* level, after which the 

atomic partial charges were obtained via RESP (Bayly, Cieplak, Cornell, & Kollman, 1993). A 

69 x 54 x 79 Å3 sized box around the system was created and filled with TIP3P (Jorgensen, 
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Chandrasekhar, Madura, Impey, & Klein, 1983) water molecules. Na+ and Cl- were added in 

order to neutralize the system and to bring it to physiological salt concentrations (0.1 M). The 

system was minimized twice using Gromacs; (Abraham et al., 2015) for the first minimization 

the positions of the protein’s and ligand’s heavy atoms were restrained while for the second 

minimization no restraint was applied. Finally, a 100 ps NVT MD simulation followed by a 100 

ps NPT MD simulation were performed to equilibrate the water box, resulting in a final box 

size of 68.1 x 53.3 x 78.0 Å3. During these simulations the positions of the protein’s and ligand’s 

heavy atoms were also restrained.  

All the MD simulations were performed with a 2-fs time step. Hydrogens were 

constrained using the LINCS algorithm (Hess, 2008), while waters were constrained using the 

SETTLE algorithm (Miyamoto & Kollman, 1992). V-rescale (Bussi, Donadio, & Parrinello, 

2007) was used to maintain the thermostat while Parrinello-Rahman (Parrinello & Rahman, 

1981) was used to maintain the barostat during the NPT simulation. The van-der-Waals and 

Coulomb interaction cutoff was set to 12 Å. The electrostatics were calculated using the Zero-

Dipole summation (ZD) method (Fukuda, Kamiya, Yonezawa, & Nakamura, 2012; Fukuda et 

al., 2011), which has been confirmed to exhibit good performance of the MD simulations as 

well as the Particle Mesh Ewald method (H. Wang, Nakamura, & Fukuda, 2016), having high 

scalability (Mashimo et al., 2013). Previously, ZD was applied to the investigation of several 

systems including the systems of small ions (Fukuda et al., 2011), pure water (Fukuda et al., 

2012), soluble proteins (Kamiya et al., 2016), membrane proteins (Kamiya, Fukuda, & 

Nakamura, 2013) and highly charged double-stranded DNA in solution (Arakawa, Kamiya, 

Nakamura, & Fukuda, 2013). The Reaction-Field (RF) method, which has been implemented 

in Gromacs (Abraham et al., 2015), with the dielectric constant ε set to infinity should give the 

same result as the ZD method with the dampening factor α = 0.0 (Å-1), as long as the correction 

terms are calculated correctly (Fukuda & Nakamura, 2012). From Gromacs version 5.0 and 
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higher, a new atom-based calculation scheme (Verlet) is used to calculate the interactions, thus 

the electrostatic potential should be similar to those calculated directly with the ZD method (H. 

Wang et al., 2016). To directly confirm this, a pure water system similar to Fukuda et al (Fukuda 

et al., 2012) was prepared and the ratio of the electrostatic energy difference from that by the 

Ewald method (see eq. (24) in (Fukuda et al., 2012)) to Gromacs’ RF implementation with ε set 

to infinity was measured. The energy error ratio as a function of the cut-off distance (rc) yielded 

a similar result as compared to Fukuda et al’s work (Fukuda et al., 2012) (Figure 4). This 

indicates that RF in Gromacs (with ε = ∞) is implemented to function in a similar manner as 

ZD (with α = 0). Note that artifacts observed in many studies for the RF method should be due 

to the group-based calculation scheme and the use of a finite value for ε (Fukuda et al., 2012; 

Fukuda & Nakamura, 2012; H. Wang et al., 2016). These issues are physically sound based on 

the reaction-field concept, but lead to practical instabilities (e.g., the force continuity breaks at 

the cutoff length) and causes severe artifacts to dielectric properties (H. Wang et al., 2016). 

However, these instabilities and artifacts are drastically removed (H. Wang et al., 2016) by the 

use of the atom-based calculation and	ε = ∞, which were also utilized in the current simulation 

on the basis of the ZD neutralization concept. 

 

The position restrains on the protein were designed in order to minimize their effects on the 

ligand binding along λ, but to prevent the protein from unfolding, as well as to prevent it from 

diffusing away from its initial position, and thus the cylinder whose position was not updated 

during the simulation. The position restraints were based on the approximate size of the ligand 

and the axis of the cylinder, which was calculated by taking the maximum distance from the 

ligands center of mass (COM) to any of its atoms with an additional 2 Å buffer region plus the 

radius of the cylinder (4 Å), resulting in a radius of approximately 13.5 Å from the axis of the 

cylinder. All protein heavy atoms outside of this range from the axis of the cylinder were 
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position restrained. This means that all the protein atoms that could interact with the ligand were 

not restrained, but the remainder of the protein was restrained using a weak force constant of 

1.0 kcal / (mol Å2). 

 

2.3 McMD simulations 
Multicanonical MD simulations have previously been extensively reported (Higo et al., 

2001; Ikebe et al., 2011; Ikeda & Higo, 2003; Kamiya et al., 2002; Kamiya et al., 2008; 

Nakajima, Higo, et al., 1997; Nakajima, Higo, Kidera, & Nakamura, 2000; Nakajima, 

Nakamura, et al., 1997). Here, the fundamentals of McMD simulations are briefly explained, 

which work by iteratively estimating the density of states of a system and biasing the system 

based on this estimate. The probability distribution of the potential energy of the multicanonical 

ensemble is given by the following equation:       

7JK�
, ��� = 	 1LJK 	M�
���N��,OP� = QRMSTUMT (10) 

where E is the potential energy of the system, T0 is the simulation temperature, n(E) is the 

density of states, Zmc is a partition function given by: 

LJK =	�M�
���N����
 
(11) 

and W(E,T0) is the weighing function to modulate the probability distribution Pmc in order for it 

to become flat, which enables the system to take a random walk along the energy range. The 

weighing function is given as follows: 

V�
� = lnM�
� = 	 
W�� + ln7K�
, ��� (12) 

Here, R is the gas constant and Pc the canonical energy distribution at T0. By iteratively 

calculating and updating this weighing function using multiple McMD simulation runs, a flat 

distribution can be obtained from the accurately estimated value of Pc: 
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V<YZ�
� = V<�
� + ln7K�
, ��� (13) 

After calculating the flat energy distribution, the reweighing technique (Nakajima, Nakamura, 

et al., 1997) can be used to derive the canonical ensemble Pc(E, T) at an arbitrary temperature 

T within the flat energy range as follows: 

7K�
, �� = 	 1LK M�
���
�[O = LJKLK 7JK�
��N���� �[O 

(14) 

  

The McMD simulation was executed according to the references (Kamiya et al., 2002; 

Kamiya et al., 2008) and was trivially parallelized (Ikebe et al., 2011) using 37 trajectories, 

where the velocities were randomized following a Maxwell distribution with different random 

seeds for each parallel trajectory. First, 37 high-temperature canonical MD simulations at 700 

K were performed for 1 ns. Next, W(E), which covers wide temperature range (280 K – 700 K), 

was iteratively estimated. In the above training runs, 30 iterations were required (3.17 x 109 

steps in total with the unit time step 2 fs, corresponding to 6.34 µs in total). Finally, the 

production run was executed without updating the bias to sample the binding configurations. 

 

2.4 Advanced visualization using Molmil 
An important aspect of research is to visualize the results. I have developed a molecular 

viewer named Molmil (Bekker, Nakamura, & Kinjo, 2016) for visualizing the protein structures 

using high quality graphics. Molmil makes use of WebGL, enabling it to run directly from 

inside modern web browsers without requiring additional plugins, even on simple devices such 

as smartphones and tablets. As such, it is widely used by PDBj (Kinjo et al., 2016). Molmil 

supports various rendering and coloring modes, which are beneficial to clearly display detailed 

scientific findings. Furthermore, Molmil can display animations such as MD trajectories. To 

visualize MD trajectories, Molmil currently supports simple PDB files with multiple models, 

myPresto’s (Mashimo et al., 2013; Morikami, Nakai, Kidera, Saito, & Nakamura, 1992) 
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trajectory format and Gromacs’ (Abraham et al., 2015) TRR and XTC formats. Using advanced 

scripting, the display and coloring modes can be configured very meticulously. Molmil was 

used in this dissertation for the rendering of the molecular structures. 
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3 RESULTS 
 

3.1 Selection of λ by RAMD 
For 100 RAMD simulations, 97 properly dissociated the ligand from the protein. The 

COM of each final snapshot and the average dissociation direction are shown in Figure 5. This 

average direction serves as the axis of the cylinder, λ, used during the docking simulation by 

McMD to limit the search space of the ligand. The direction and the COM of the ligand in the 

native bound structure are shown in Figure 5. After determining λ, an initial structure for the 

McMD simulation that has its COM within 4 Å of the λ axis and whose pocket is relatively 

undisturbed, was chosen from the 100 final structures of the RAMD simulations. The chosen 

initial configuration of the ligand for the McMD simulation is shown in Figure 2 along with the 

average dissociation direction as the dotted line, which coincides with the dotted line in Figure 

5.  

 

3.2 Docking of CS3 to CDK2 by McMD 
The probability histogram of McMD obtained from this production run and the 

reweighted canonical distributions at 300 K, 500 K and 700 K are plotted in Figure 6. Although 

the distribution in the energy region higher than -75,000 kcal/mol (> 500 K) is less sampled 

than the lower energy region, the physiological region around 300 K is perfectly flat. The 

production run successfully sampled both the bound and unbound regions as indicated by Figure 

7. In Figure 7A, the Solvent Accessible Surface Area (SASA) of CS3 of the sampled 

configurations is plotted against the RMSD values of the ligand configurations with respect to 

the crystal structure of CS3 at 300 K, 500 K and 700 K, respectively. Similarly, in Figure 7B, 

for each temperature, 1000 random samples from the trajectories was selected and the COM of 

the ligand configurations was plotted. In the figures, at 300 K the samples mainly occupy the 
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bound region, while at 500 K the ligand also ventures deep into the bulk. At 700 K, the samples 

are more uniformly distributed along the search space. By using McMD to randomly walk over 

the energy space, it becomes possible to efficiently sample both the bound and unbound states 

and perform multiple docking experiments.  

To accurately determine the PMF, especially in the bulk region, the COM of the ligand 

was stored for each step during a significantly extended production run, 6.135 x 109 steps (12.3 

µs). A PMF calculated from the reweighted McMD simulation indicates the most sampled 

stable regions on a given reaction coordinate. The sampled configurations were reweighted to 

300 K, where these reweighted configurations were used to calculate the PMF along λ. For easy 

comparison, the λ axis was aligned so that the ligand in the native X-ray structure (after energy 

minimization) coincides with λ = 0. This PMF in Figure 8A, shows a clear global minimum (a) 

around λ = 0 Å, where the native bound structure is also located. Namely, the native bound 

structure was successfully predicted by using the free energy along the λ axis. Furthermore, 

98.3% of the predicted configurations along λ from -0.5 Å to 0.5 Å had an RMSD value of less 

than 2 Å with respect to the X-ray structure. Other local minima were found around (b) -2 Å, 

(c) 4 Å and (d) 6 Å. Figure 8B shows representative structures at these minima.  

The structures at the global minimum and at the local minima were as follows. First, the 

near-native configuration depicted in blue (Figure 9B, which coincides with the blue structure 

in Figure 8B) was very close to the native structure (Figure 9A) in CPK colors (whose carbon 

atoms are colored green), and it has a root-mean-square-deviation of 0.7 Å against the crystal 

structure. CS3 is hydrogen bonded to CDK2 primarily via CDK2’s backbone in this near native 

configuration as well as in the X-ray structure. In the case of the X-ray structure, one additional 

hydrogen bond is made between Gln85 and CS3’s amine group. This hydrogen bond however 
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is not present in the predicted structure. Since Gln85 and CS3’s amine group are both on the 

surface, this hydrogen bond may be unstable in explicit water.  

Second, the structure with a λ value of -2 Å in cyan Figure 8B had a significantly 

different configuration compared to the native conformation and has a high RMSD value of 6.8 

Å against the crystal structure. This configuration was positioned perpendicular to the axis of 

the cylinder inside the pocket, and it could potentially be achieved by the ligand rotating from 

the original configuration with the carboxamide group going farther up, while the cyclopropyl 

group going down as in Figure 8B. Alternatively, the ligand might directly bind as this 

configuration without first assuming the native bound configuration as an intermediary 

conformation. Figure 10 shows the superposition between this configuration and the X-ray 

structure for the agonist ATP, which are very similar configurations and are described in further 

detail in Chapter 4. 

The third representative structure with a λ value of 4 Å in orange in Figure 8B, was 

bound in the opposite direction with an RMSD of 10.2 Å, i.e. the carboxamide group was inside 

the pocket while the cyclopropyl was outside the pocket. This partially bound structure did not 

fully enter the pocket and this configuration is probably an unspecific binding configuration 

with respect to the native conformation.  

Lastly, the structure with a λ value of 6 Å in red shown in Figure 8B was an intermediary 

structure between the bound and the unbound forms near the mouth of the pocket with an RMSD 

of 7 Å. The cyclopropyl group partially entered the pocket, while the carboxamide group was 

still outside the pocket, pointing into the bulk space. Noticeably, the carbonyl group was 

upwards in this configuration, versus downwards in the native bound complex, indicating that 

for successful binding from this configuration, the bond about the secondary amine group would 

have to rotate in order to assume the correct binding configuration.  
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These latter two configurations at the local minima with λ = 4 Å and 6 Å, had a 

significantly lower probability than the near native conformation, and so they could be much 

less stable than the one at the global minimum, the near native configuration. 

In addition, PCA (Principal Component Analysis) of the configurations at 300 K was 

performed using the distance matrix for the atoms listed in table S9, and the FEL is shown in 

Figure 11A. Here, X denotes the correct binding configuration observed in the crystal structure, 

which is located close to the free energy minimum. In Figure 11B, typical structures picked 

from the FEL are shown. The FEL has the shape of a waxing moon, where the bottom part 

corresponds to the bound form and the top part to the unbound form, which was only represented 

sparsely, because only a few unbound structures were sampled at 300 K.  

 

3.3 Binding affinity calculation of CS3 to CDK2 by Thermodynamic Integration 
In order to calculate the binding affinity, Therm. Int. in eq. (2) was performed starting 

from the initial structures shown in Figure 12A to obtain the binding free energy ∆12� in eq. (9) 

using the probable path in Figure 13A, both of which were provided by the McMD simulation 

as described in Chapters 2.1.3 and 2.1.4. In Figure 13B, the one-dimensional FEL (from the 

reweighted McMD ensemble) along the path ξ is shown. From Figure 14, TI(ξ) seems to 

converge at 19 Å, and taking the average value from 18 to 19 Å of TI(ξ), – (G(r∞) – G(r0)) = -

13.67 ±0.0076 kcal/mol from eq. (4). The standard deviation of the TI(ξ) in the final 1 Å region 

(10 bins) is indeed very small, indicating that TI(ξ) has almost converged to the value at the 

bulk unbound region. Starting from the 1-dimensional FEL in Figure 13B, the bound state was 

defined as inside a 3-dimensional cuboid, with the center placed at the PMF minimum, where 

the width along ξ was 3 Å, which was determined from Figure 13B. Furthermore, all structures 

along the perpendicular axes D and ζ were included by setting the cutoff value to a sufficiently 
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high value far beyond the radius of the cylinder at 10 Å. Then, from eq. (9) with the above 

Therm. Int. value, the binding free energy,	∆12� = -13.67 + 4.81 = -8.86 kcal/mol was obtained. 

Here, the contribution of the correction factor in eq. (9) corresponds 

to 	#3� ln \ Z�P∑ ���:��,B,C�'�'D'E;<=> ] = −4.81  kcal/mol. The predicted binding affinity is 

thus close to the experimental value obtained by ITC -8.31 ±0.08 kcal/mol (Dunbar et al., 2013).  
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4 DISCUSSION 
 

The most probable binding configuration of CS3 to CDK2 starting from an unbound 

state of CS3 was predicted using McMD simulations, and several configurations were provided 

with their probabilities. In fact, the most probable configuration coincided with that in the X-

ray crystal structure of the complex of CS3 and CDK2. 

 

In Figure 7A, the SASA of CS3 at various configurations along λ is plotted with the 

RMSD values of the ligand configurations against the crystal structure of CS3, The SASA 

corresponding to the native structure is indicated with a red circle. At 300 K, most of the ligands 

were located at the ligand binding site with an RMSD around 0.7 Å, while at 500 K and 700 K, 

the samples were more spread out over the search space. At all the temperatures, the ligand was 

completely solvated at RMSD values from 12 Å to 18 Å. These images indicate that the native 

like configuration was stable even at 700 K. However, at 700 K, the alternate binding 

configuration at RMSD = 6 Å was no longer stable, while the one at 7.5 Å still appeared to be 

stable at 700 K, suggesting that the configuration located at RMSD = 6 Å is an intermediary 

configuration and that the one at 7.5 Å corresponds to a configuration at a local energy 

minimum.  

In addition, the FEL given by the McMD simulation is able to provide an accurate free 

energy surface around the native like configuration, so that it is not necessary to approximate 

the surface by harmonic functions as attempted previously (Fukunishi et al., 2009). Instead, 

	∑ ���:��,B,C�'�'D'E;<=>   in eq. (9) can be directly computed from the FEL to account for the 

entropy effect in the bound state. 
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Although the advantage of the McMD simulation is its efficiency for enhanced 

sampling, it is less suitable for affinity calculation because of a limited structural ensemble in 

the bulk unbound region as shown in Figure 8A and Figure 13B. This phenomenon is a 

consequence of the physically correct sampling of CS3, which tightly binds CDK2. Thus, it is 

not practical to try to obtain the accurate binding free energy from the PMF given by only the 

McMD simulation. 

In order to calculate the affinity of CS3 to CDK2, Therm. Int. computation along a newly 

defined pathway ξ was performed, which was generated from the ensemble given by the McMD 

simulation. In order to perform the sampling required for Therm. Int., there are two general 

issues: (1) finding the appropriate pathway, and (2) choosing the initial structure at each window 

of ξ. Naively determining the path and the initial structures would result in an incorrect or an 

unphysical affinity. Here, the physically accepted ensemble at 300 K determined from the 

McMD simulation was used to determine both the binding pathway and the initial structures.  

 

A major obstacle in estimating the appropriate pathway for docking and undocking the 

ligand to and from its partner protein, is that the structural ensemble are all independently 

sampled from each other. Namely, the structures are not connected by time. Here, a method to 

take the orientation of the ligand into account was employed, when building the binding 

pathway. Although this method was effectively able to produce a properly connected binding 

pathway, the conformation of the protein was ignored. Since the pocket of the protein was 

flexible, albeit that position restraints were employed to the protein atoms distant from the 

pocket, some variations were observed among the structures that have similar ligand binding 

configurations. In fact, sudden side-chain flips were observed between neighboring windows, 
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which might cause small artifacts due to sudden changes in the forces imposed upon the ligand 

during the Therm. Int. computation.  

Another issue with the method employed here, is that in the intermediate and unbound 

regions only a limited amount of structures were available at 300 K. This not only reduces the 

accuracy of the path in these regions, but also reduces the number of initial structures for the 

Therm. Int. In order to improve the accuracy of the Therm. Int., the path was smoothed using 

Savitzky–Golay filtering. Secondly, nearest neighbor interpolation of the initial Therm. Int. 

configurations was employed in the regions with limited stable configurations in the physically 

accepted ensemble obtained from the McMD simulations, such as the unbound region. 

When looking at the structures sampled by the Therm. Int. simulations, the interactions 

between CS3 and CDK2 vary as the ligand moves along binding/unbinding path ξ. In the region 

around the native configuration ( 0.0	Å ≤ � < 1	Å ), the conformations of the ligand are 

relatively stable; the primarily flexibility is the carboxyl group and some in the cyclopropyl 

group. Next (1.0	Å ≤ � < 2.5	Å), the hydrogen bonds formed by the native configuration are 

slowly broken as the ligand moves out from its native configuration and hydrogen bonding 

becomes very rare in the 2.5	Å ≤ � < 4.0	Å region, where none of the native hydrogen bonds 

remain. In the 4.0	Å ≤ � < 5.0	Å region, hydrogen bonding is limited, but there is an increase 

in entropy, as can be seen in Figure 12B which shows an increase in the average RMSF (Root 

Mean Square Fluctuation). Between 5.0	Å ≤ � < 11.5	Å  the number of hydrogen bonds 

fluctuate, along with the entropy as the ligand moves through the mouth of the pocket which is 

located on the surface of the protein. In the 11.5	Å ≤ � < 13.5	Å region, as CS3 slowly unbinds 

from the surface of CDK2 the entropy increases. This is also apparent from Figure 12B, where 

the average RMSF slowly increases in this region, with some occasional spikes, indicating very 

random movement of the ligand. Beyond 	� > 13.5	Å , the entropy reaches its peak and 



34 

stabilizes, indicating that CS3’s interaction with CDK2 is very limited and indistinguishable 

from CS3’s interaction with the surrounding bulk. This can also be seen in Figure 14, where 

TI(ξ) barely changes from this point onwards. Finally, at � > 17.5	Å  the ligand has fully 

dissociated from the protein. 

 

In the current study, the X-ray coordinates of the ligand- protein complex are available, 

and so they were used as the initial coordinates for the RAMD simulations to determine the axis 

λ for the initial guess of the dissociation direction. However, there are many cases where the 

complex structures are not known, although the ligand binding sites are known. In those cases, 

it is necessary to assume the axes λ via other alternative methods.  

One may opt to estimate the direction of λ in the following naive manner by simply 

searching for the optimal vector that connects the pocket and the bulk region. First, grid points 

{h��i�R�,m = 1…mJmn} on a spherical surface are generated at increasing radii R at constant 

intervals ∆R (e.g. 1 Å) starting from the center of a given pocket. Here, mmax is determined so 

that the density of the surface grid points is approximately 1 Å-2. Second, among the grid points 

{h��J�R�,p = 1…pJmn} for each radius R, the furthest point on the grid h���R�Jmn from all the 

heavy atoms of the protein is defined, i.e. the point whose distance to its nearest protein heavy 

atoms is the largest. Among these points, only the points h���R�Jmn were selected such that the 

distance between h���R�Jmn and its nearest heavy atom of the protein is between Rg + 2 Å and 

Rg + d Å. Here Rg is the radius of gyration of the ligand molecule and d is a value representing 

the distance from the protein to the bulk. Finally, by using linear least squares fitting of the 

selected points h���R�Jmn	and the center of the pocket, a straight line connecting the pocket and 

the bulk is generated, which can be used as the initial guess of the cylinder, λ. Then, the ligand 
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can be positioned at the end of the cylinder in an arbitrary orientation. The procedure of this 

naive method is shown in Figure 15A. Applying this naive method to the current CDK2-CS3 

system, a new cylinder was created, where 99.9% of the total sampled structures by the current 

McMD simulation was found in both the original cylinder that was generated from the RAMD 

simulations, as well as the naively generated cylinder, as shown in Figure 15B. Even for the 

sampled structures located further than 14 Å, where the orientations of the ligand were almost 

random due to the McMD method, 81.3% of them were found both in the original cylinder and 

the cylinder created by the naive method. Thus, a simple naive method could be available to 

estimate the initial direction of λ, where the unbound structure and any orientation of the ligand 

can be assumed as the initial configuration of the McMD simulation. 

 

Position restraints in this work (described in Chapter 2.2) were primarily used for two 

reasons: preventing the protein from unfolding and to prevent the protein from dissociating 

away from the cylinder. In case distance restraints were to be used, this would not prevent the 

protein from dissociating away from the cylinder. By using position restraints for the distant 

areas of the protein, the pocket and the surrounding areas can be treated as flexible, while the 

protein remains largely stable and doesn’t dissociate away from the cylinder. This strategy 

however should introduce some difficulties. For example, in Figure 10 the CDK2-CS3 complex 

is colored in light-red/magenta, while the CDK2-ATP is colored light-blue/cyan. The loop 

region, which has a darker tint, is shown to differ between the two structures. This interaction 

in combination with the position restraints, limit the movement of the sheet structure and thus 

make ATP’s sub-pocket more rigid. Similarly, in case the pocket were to be near a large hinge 

movement region, this movement could be restrained, thus preventing from properly simulating 

the protein’s dynamics and possibly preventing the ligand from binding to the protein. In this 
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situation, one could use distance restraints for the protein instead of position restraints. To 

prevent the protein from dissociating away from the cylinder, the position of the cylinder based 

on the relative position and orientation of the protein needs to be updated, or translational and 

rotational restraints need to be applied on the COM of the protein. 

Using McMD the correct binding configuration of the ligand was predicted, however, 

from the PMF of λ in Figure 8A, a secondary stable configuration was discovered around λ = -

2 Å. Interestingly, this configuration is similar to how CDK2’s agonist, ATP, binds. Figure 10 

shows the superposition between the structure at -2.25 Å (red/magenta) and the X-ray structure 

for the agonist ATP (blue/cyan, PDB ID=1FIN (Jeffrey et al., 1995)). The predicted 

configuration binds in a similar manner to ATP, but this configuration was not found by the X-

ray experiment. Considering that ATP binds in a similar manner to CDK2 as this docking 

configuration, this could potentially also be a valid binding mode of CS3 to CDK2, even though 

the X-ray experiment only seems to have found the primary binding site. However, when the 

overlapping volume was measured and the Jaccard coefficient was calculated, a ratio of only 

0.28 was detected. Here, this coefficient is defined as the volume of the intersection between 

the CS3 configuration and the ATP configuration divided by their union, calculating the overlap 

ratio between the two molecules. This low overlap ratio is primarily caused by CS3 being 

translated away from the sheet region with respect to ATP, thus decreasing the overlap. ATP’s 

larger volume also decreases the Jaccard coefficient. Noticeable though is that the sheet region 

in the right side is folded differently to make room for ATP. A major difference between the 

fold of the ATP bound CDK2 and the CS3 bound CDK2, is that in the case of CS3 bound CDK2 

the loop region from Phe149 – Thr165 is folded in such a way that it interacts with the sheet 

structure near the pocket, while in the ATP bound CDK2 the loop is interacting with a region 

around Val123, forming a sheet structure distant from the pocket. Although the position of the 
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predicted configuration differs somewhat from ATP’s configuration based on the volume 

overlap, the powerful McMD simulation suggested a secondary binding site for CS3. 
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5 CONCLUSION 
McMD simulations were executed in order to dock the inhibitor CS3 into CDK2 starting 

from the unbound configuration, followed by Therm. Int. to calculate the affinity. The majority 

of the stable configurations sampled by the McMD simulations were found to coincide with the 

native bound complex in the X-ray structure, as indicated by the FEL and the RMSD values. 

From the ensemble of the configurations obtained by McMD docking, a new path, ξ, was 

created along which Therm. Int. was performed. Then, the binding free energy was accurately 

predicted in accordance with the experimental result. Although the current procedure requires 

considerable computational time even when using a GPGPU cluster, it could provide highly 

reliable information to optimize chemical compounds for drug development. 
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6 FIGURES 
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Figure 1. CDK2 and the cell cycle. Phosphorylation of CDK2 complexed with Cyclin by 

CAK stabilizes the complex, which can be inhibited by CDK-interacting protein/kinase 

inhibitory protein (CIP/KIP) CDK inhibitors. CDK2 plays an important role in the S-phase 

of the cell cycle, while CDK1 which is very similar to CDK2, plays an important role in the 

M-phase.
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Figure 2. Space restraints and initial structure for McMD simulation. The center of mass 

(COM) of the ligand is restrained to stay inside the cylinder, which is defined based on the 

axis λ ranging from -5 Å to +20 Å as a black dotted line. The energy minimized X-ray 

structure is colored in CPK with the carbon atoms colored green, is denoted by “X-ray” and 

hereon after referred to as the native configuration or structure. Also shown is the position of 

the ligand before the McMD simulation denoted by “McMD initial configuration”. All of the 

images of molecular structures were rendered using Molmil (Bekker et al., 2016).
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Figure 3. Schematic representation of the generation of the path ξ for Therm. Int. by binning 

along λ. Starting from the representative configuration q0 at the PMF’s free energy minimum 

and using λ as a guiding parameter, representative configurations along λ are picked from the 

filtered ensemble at 0.5 Å intervals, where the minimum RMSD configuration in each bin k 

is picked with respect to the picked configuration from the preceding bin k-1. A path is traced 

through the COMs of these picked configurations, where after this path is smoothed, a new 

path ξ is obtained.
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Figure 4. Comparison of the discrepancy in the electrostatic energy, in reference to the Ewald 

method, for the Zero Dipole method with α=0.0 (blue)(Fukuda et al., 2012) and the Reaction 

Field method with ε=∞ using the Gromacs program (red) as a function of rc, as described in 

Chapter 2.2.
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Figure 5. Distribution of the COMs of the ligand obtained from the final snapshot of each 

RAMD simulation. The dissociation direction of a single RAMD simulation is defined as the 

unit vector connecting the initial COM (magenta point) to the COM of the ligand at the end 

of each RAMD simulation (yellow point). The average dissociation direction is then simply 

the average of these unit vectors. The black dotted line is parallel to the average dissociation 

direction and starts from the initial COM (magenta point). By setting the length of the line to 

20 Å (which corresponds to the cutoff used during the RAMD simulations), the dotted line 

ends at the red point. 
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Figure 6. Energy probability distribution obtained from the McMD production run shown as 

a black line. Blue, yellow and red are the canonical distributions obtained by reweighing the 

energy distribution at 300 K, 500 K and 700 K, respectively.
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Figure 7. (A) The RMSD versus the Solvent Accessible Surface Area (SASA) of the ligand 

at 300 K, 500 K and 700 K. The intensity level of the points coincide with the Pc value 

calculated from eq. (14) in Chapter 2.3, where a darker intensity equals a higher probability. 

The SASA of the native structure is indicated by a red circle. The CDK2 heavy main-chain 

atoms (N, Cα, C, O, OXT) were first superimposed onto the X-ray structure before calculating 

the RMSDs of the ligand’s configurations versus the native configuration. (B) Distribution 

of the COM of the sampled ligand conformations in 3D space. The points indicate the COM 

of the ligand at 300 K, 500 K and 700 K respectively. For each temperature 1000 samples 

were randomly selected from each ensemble. The native ligand structure is shown in CPK 

colors with its carbon atoms colored green. 
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Figure 8. (A) PMF of the ligand by projection of the COMs obtained from the reweighted 

McMD ensemble at 300 K onto λ. The PMF was normalized so that the global free energy 

minimum was set to zero. The λ value was stored at each step and was used to generate the 

plot, with a bin-size of 0.1 Å. The positions of each minima are shown in the figure as a-d. 

(B) Docking configurations for structures at λ values of (a) 0 Å, (b) -2 Å, (c) 4 Å and (d) 6 Å 

in blue, cyan, orange and red respectively. The native structure is shown in CPK color with 

the carbon atoms colored green as a reference. Also shown is the axis λ as a black dotted line. 

Notable is the cyan configuration, which was perpendicular to the axis of the cylinder inside 

the pocket, and it could potentially be achieved by the ligand rotating from the original 

configuration with the carboxamide group going farther up, while the cyclopropyl group 

going down and binds in a similar manner as ATP. 
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Figure 9. Structure around the bound complex for the native conformation (A) and the 

predicted conformation at λ = 0 Å (B). Shown are the side chains in close proximity to CS3 

and the hydrogens bonds (orange dotted lines) formed between CS3 and CDK2. The carbon 

atoms of CS3 are colored green and blue respectively for panel A and B, and the hydrogen 

bond forming residues are labeled. 
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Figure 10. Superposition between the docking configuration found by McMD at λ = -2.25 Å 

and the agonist ATP structure (PDB ID=1FIN) in light red and light blue respectively. The 

lower loop regions vary significantly between the two structures and are colored darker. The 

ligands are colored magenta and cyan for CS3 and ATP respectively. 
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Figure 11. (A) The PMF projected onto the first and second principal components, PC1 and 

PC2 respectively. PC1 possesses 51.3 % of the variance, while PC2 does 28.9 %. The native 

structure is denoted by the white cross symbol near the energy minimum. The top left area is 

associated with the unbound conformations. The locations a-e on the landscape correspond 

to local minima on the FEL. The sidebar indicates the intensity of the PMF. (B) 

Representative configurations corresponding to the minima a-e on the PCA-PMF landscape, 

which correspond to blue (0.7 Å), cyan (7.9 Å), dark yellow (8.0 Å), orange (9.9 Å) and red 

(10.3 Å) respectively, where the RMSDs with respect to the X-ray structure of the 

representative configurations are denoted in parenthesis. The native configuration is shown 

in CPK colors with the carbons colored green, as a reference. 
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Figure 12.  (A) Initial structures used by the Therm. Int. selected from the McMD docking 

configurations, where the configurations are colored in a blue-to-red gradient according to 

their respective ξ values. The protein of the native structure is shown in white. (B) The 

average Root Mean Square Fluctuation (RMSF) of the ligand inside each bin. At low ξ values 

(< 2.5 Å) the RMSF is generally low, with some peaks in the 2.5	Å ≤ � < 8	Å region, while 

in the intermediary (8	Å ≤ � < 12.5	Å) region the average RMSF values slowly rises, where 

at ξ > 13.5 Å the average RMSFs are all large and relatively stable, indicating that the ligand 

has almost completely dissociated from CDK2 with many random orientations, and that the 

interaction between CDK2 and CS3 is minimal to none. 
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Figure 13. (A) Smoothed path ξ in red estimated from the McMD calculations along which 

the configurations were sampled using Therm. Int. Also shown are the axis λ as a black dotted 

line and the predicted bound configuration in blue. (B) PMF from the reweighted McMD 

ensemble at 300 K by projection of the COMs onto ξ. The PMF was normalized so that the 

global free energy minimum was set to zero. 
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Figure 14. Therm. Int. along ξ. The average TI(ξ) value between ξ = 18.5 Å and 19.5 Å 

corresponds to 13.67 kcal/mol, with a standard deviation of ±0.0076 kcal/mol. 
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Figure 15.  (A) Overview of the naive λ vector searching method. Shown are the partial 

spherical grids {h��i�R�,m = 1…mJmn} between R=11 Å and R=21 Å in semi-transparent 

colors. For clarity, only the points intersecting with the plane defined by the red dotted line 

are shown. The selected grid points h���W�Jmn for these grids are shown in opaque colors, 

while the given center of the pocket is shown as a black point. Here, the distance between 

h���W�Jmn and the nearest protein heavy atom is between Rg + 2 Å and Rg + d Å, where d = 

10.5 is applied. Least squares fitting between all the selected grid points h���R�Jmn and the 

given center of the pocket produces a line connecting the pocket and the bulk, shown as a 

dotted red line. (B) Cylinder generated by the naïve method (red) and by the RAMD method 

used in this work (black), ranging from 0 Å to 20 Å. The overlapping volume between the 

two cylinders is approximately 90%, where 99.9% of the configurations sampled during the 

McMD simulation were sampled in both the RAMD-derived cylinder, as well as inside the 

naively-derived cylinder. 
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Table 1. List of atoms used for the PCA.  

Residue name Atom name* 

Ile10 CA 

Ile52 CA 

Asp86 CA 

CS3 CAT 

CS3 CAO 

CS3 CAN 

 

*The atom name corresponds to the one in the PDB file. 
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