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Preface

In this thesis, we study the large-time behavior of solutions to an
initial boundary value problem on the half line for scalar viscous con-
servation law, where the data on the boundary and also at the far field
are prescribed. In the case where the flux function is convex and the
corresponding Riemann problem for the hyperbolic part admits the tran-
sonic rarefaction wave (which means that its characteristic speed changes
the sign), it is known by the work of Liu-Matsumura-Nishihara [17](’98)
that the solution tends toward an asymptotic state which consists of
the linear superposition of the stationary solution and the rarefaction
wave of the hyperbolic part. In this thesis, based on the results by
Hashimoto-Matsumura [5](’07), we first show that even for a quite wide
class of flux functions which are not necessarily convex, such super-
position of the stationary solution and the rarefaction wave is asymp-
totically stable, provided the rarefaction wave is weak. We also show
the decay rate estimates of the solutions toward the asymptotic state,
based on the recent arguments in Hashimoto-Kawashima-Ueda [4](’08).
These proofs are given by a technical L?-weighted energy method mo-
tivated by the works Matsumura-Mei [23](’97), Kawashima-Matsumura
8](’94), Matsumura-Nishihara [27](’94) and etc. We furthermore show
that this technical weighted energy method can be applied to the prob-
lem of asymptotic stability of stationary solutions to an initial boundary
value problem on the half line for damped wave equation with convection
term. This problem has been intensively investigated by Kawashima-
Nakamura-Ueda [13](’08) and Ueda [35](’08), and they showed that the
stationary solution is asymptotically stable, provided that the function
of convection term (which corresponds to flux function of conservation
law) is convex and satisfies, so to speak, “sub-characteristic condition”
in the whole state space. In this thesis, by applying the above mentioned
weighted energy method, we show that the asymptotic stability of the
stationary solution holds even for a wide class of functions of convection
term which are not necessarily convex and satisfy the sub-characteristic
condition only at far field.

One-dimensional motion of various physical quantities is described by
system of nonlinear partial differential equations in terms of the physical
quantities and their flux functions which describes their transportation
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in a one-dimensional direction. The system consists of first order hy-
perbolic system together with some physical viscosity terms of second
order. If the diffusive effects are neglected, the hyperbolic system is
called “conservation law”, and if not, the whole system with viscosity
terms is called “viscous conservation law”. A typical example for con-
servation law is the Euler equation which describes the motion of perfect
gas, and one for viscous conservation law is a system of equations for
viscous and heat-conductive compressible gas (often called compressible
Navier-Stokes equation). Especially, the Burgers equation is well known
as the simplest example of scalar viscous conservation law which de-
scribes a motion of viscous gas. One of the basic mathematical problems
for the viscous conservation law is the Cauchy problem with the initial
data whose far field states are given. Since this setting is very important
and basic from both mathematical and physical point of view, there have
been many works on the global solutions in time, and in particular, their
large-time behaviors (cf. [2], [21], [24], [25], [34], etc.). All these results
show that the large time behaviors of solutions of the Cauchy problem
are basically same as that of the corresponding Riemann problem to
the hyperbolic part of the system. The Riemann problem is the Cauchy
problem for the hyperbolic system with the initial data of a step function
(called Riemann data) whose constant states are given by the far field
states. This problem is proposed in the Riemann’s paper of 1860, as an
elementary problem to investigate the both microscopic and macroscopic
behaviors of solutions of hyperbolic system. Since then, the theory of
conservation law has been greatly developed under the condition that all
the characteristic fields are either genuinely nonlinear or linearly degener-
ate (this condition is satisfied by many standard examples like the Euler
equation, and for scalar conservation law, this condition corresponds to
that the flux function is convex or just linear)(cf. [1], [15], [33], etc.).
The theory implies that the elementary nonlinear waves for the Riemann
problem are given by dilation invariant solutions (called Riemann solu-
tions): shock waves, rarefaction waves, and contact discontinuities, and
the linear combinations of these basic waves. Since the hyperbolic system
is regarded as an idealization when the diffusive effects are neglected, it
is of great importance to study the large-time behavior of solutions of
the corresponding viscous conservation law toward the viscous versions



of these elementary nonlinear waves. On this line of research, a pioneer-
ing work was done by II'in-Oleinik [7](’60) for scalar viscous conservation
law under the condition that the flux function is convex. They clarified
the relation between the Riemann solution for the hyperbolic part and
the asymptotic behavior of the solution of the viscous conservation law.
Namely, they showed that if the Riemann problem admits the rarefaction
wave, the solution to the Cauchy problem for the viscous conservation
law tends toward the rarefaction wave itself, and if the Riemann problem
admits the shock wave with discontinuity, the solution tends toward the
corresponding traveling wave solution, so called, “viscous shock wave”
which is smoothed by the viscosity effect. Since their proof was given by
the maximum principle, the extension of their results to systems had been
open for a long time till Matsumura-Nishihara [24](’85) and Goodman
2](’86) independently developed a L2-energy method which is applica-
ble to systems. Since then, so much progress has been achieved on the
asymptotic stability of each wave pattern for quite general perturbation
for the compressible Navier-Stokes equation and general system of viscous
conservation law including the non-genuinely nonlinear systems. The ex-
amples of system some of whose characteristic fields are non-genuinely
nonlinear (non-convex in a sense) appear in the fields of visco-elasticity,
multi-phase flow, traffic flow, etc. Through these researches, many new
techniques like weighted energy estimates and point wise estimates by
Green functions have been developed(cf. [6], [9], [16], [19], [26], [31], [34],
36], etc.).

On the other hand, the initial boundary value problem (IBVP) on the
half line, where the data both on the boundary and at the far field are
prescribed, is also a basic and important problem, because they are ex-
pected to describe the interactions of the elementary non-linear waves
and the boundary. In these cases, the influence of viscosity is expected
to emerge not only in smoothing effect on discontinuous shock wave,
but also in forming a stationary solution, so to speak, “boundary layer”.
Roughly speaking, the boundary layer solution is a stationary solution
which is formed by inconsistency of the boundary value of incoming
Riemann solutions with the boundary condition. So, in the IBVP, we
should take into account not only viscous versions of nonlinear hyper-
bolic waves but also stationary solutions. On this line of research, Liu-Yu



[20] (°97) first investigated the solution of the Burgers equation by using
the maximum principle, and later Liu-Nishihara [18](’97) and Nishihara
[30](’01) studied the general scalar viscous conservation law with con-
vex flux functions by a weighted L?-energy method, provided that the
corresponding Riemann solution is either incoming or outgoing to the
boundary (Nishihara-Liu [18] also investigated the case where the flux
function is non-convex, and the corresponding Riemann solution con-
sists of an incoming or outgoing shock wave). They showed that for the
IBVP, when the Riemann solution is incoming, the stationary solution is
asymptotically stable, and when the Riemann solution is outgoing, the
corresponding rarefaction wave or viscous shock wave is asymptotically
stable. So the cases where the Riemann solution consists of a transonic
rarefaction wave, or the flux is non-convex were widely left open. On
these backgrounds, in 1998, Liu-Matsumura-Nishihara [17] succeeded in
treating the case where the corresponding Riemann problem admits the
transonic rarefaction wave under the condition that the flux function is
convex. Motivated by this work and the recent arguments on weighted
energy estimates, new developments for the cases of non-convex flux func-
tion and their applications to damped wave equation, which are our main
theme in the present thesis, have been done as we summarized above. Fi-
nally in this preface, since the studies on the IBVPs for the systems of
compressible Navier-Stokes equation also recently have been developed
much by Matsumura-Nishihara [28], Matsumura-Mei [22], Kawashima-
Nishibata-Zhu [10], Huang-Matsumura-Shi [6], etc., where all character-
istic fields are genuinely nonlinear or linearly degenerate, we do hope
that the arguments for non-convex flux functions in the present thesis
could be extended to other physical systems which have a non-genuinely
nonlinear characteristic field.

The thesis is organized as follows. The initial boundary value problem
for viscous conservation law is discussed in the Chapter 1. We give the
precise statements of our main theorems in the Section 1.1. Recalling the
arguments on the stationary solution in the Section 1.2 and rarefaction
wave in the Section 1.3, we reformulate the problem in the Section 1.4.
We introduce a new weight function in the Section 1.4, and establish the
a priort estimates for the asymptotic stability. We give the decay rate
of convergence for the convex flux in the Section 1.7, and for the non-



convex flux in the Section 1.8. Finally an application of these arguments
to damped wave equation is discussed in the Chapter 2.
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Chapter 1

Scalar viscous conservation law

1.1 Introduction and main theorems

In this chapter, we study the following initial-boundary value problem
on the half line for scalar viscous conservation law:
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ur+ f(u)y = Ugy, >0, >0,
u(0,t) = u_, t>0,
\ lim u(z,t) =uy, t>0, (1.1.1)
T—00
u(z,0) = up(x), x>0,

\

where the flux f is a given C? function of u satisfying f(0) = f’(0) = 0,
u4+ are given constants, and the initial data wugy is assumed to satisfy
up(0) = u_ and 3}1_{{)10 uo(x) = uy as the compatibility conditions.

We are interested in the large time behavior of the solution which is
determined by the shape of the flux f(u) and the given constants u,. It
is known that the asymptotic behavior is closely related to the solution
of the corresponding Riemann problem for the hyperbolic part (cf. [17],
18))

u+ f(u), =0, z€R, t>0,
(. 0) = { uy, x>0, (1.1.2)

u_, x <0.
In the case where the flux f is convex
f"(u) >0 for wé€ER, (1.1.3)

and the Riemann Problem (1.1.2) has the rarefaction wave solution, Liu-
Matsumura-Nishihara [17](’98) showed that depending on the signs of



the characteristic speeds f’(u+), the large-time behavior of the solution
is classified into the three cases:

(a) f'(u-) < f'(uy) <0,  (equivalently u_ < uy <0),
(b) 0 < f'(u-) < f'(uy), (equivalently 0 < u_ < uy),
(c) fllus) <0< f'(uy), (equivalently u_ <0 < uy),

t t t

(a) ‘ by 1 () ‘

wa wall/ wa
.

U/ U

More precisely, they showed the following. In the case (a) where all
the characteristic speeds of the rarefaction wave are non-positive, the
solution of (1.1.1) eventually tends toward the stationary solution ¢ which
connects u_ to uy, where ¢ = ¢(x) is defined by the solution of the
corresponding stationary problem to (1.1.1) :

{ f(¢)x = Quz, >0,
¢(0) =u-, o(+00) =u,.

In the case (b) where all the characteristic speeds of the rarefaction wave
are non-negative, the solution of (1.1.1) eventually tends toward the rar-
efaction wave ¢ itself which connects u_ to u,, where ¥ = ¢f(2) is
concretely given by

(1.1.4)

§ u_, r < f(u_)t,
W) = (7E) Flu)t <z < flut, (1.1.5)
Uy, x> f'(uy)t.

In the case (c¢) where the rarefaction wave is transonic, that is, the char-
acteristic speeds change the sign, the solution of (1.1.1) eventually tends
toward the linear superposition of the stationary solution ¢ connecting
u_ to 0 and the rarefaction wave ™ connecting 0 to u...

Focusing on the most interesting case (c¢), u- < 0 < u,, we can nat-
urally expect that the superposition ¢ + 1 is asymptotically stable for
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more general flux f(u) which is convex for v > 0 but not necessarily
convex for u < 0 as long as positive for u # 0, because even for such
general flux the stationary solution ¢ connecting u_ to 0 is easily seen
to exist. There have been only a few results on such cases without the
convexity condition. Nagase (2000, [29]) studied in her master thesis the
case where the flux f(u) satisfies

7(0) = £(0) =0,

Ju, < 0s.t. f(uy) =0, and f(u) >0, u € (us, 00), u # 0,
Ji, € (uy,0) s.t. f(uy) =0,

f"(u) >0, weR.

Here, it is noted that the condition (1.1.6) implies f”(u) 2 0 for u 2 .,
and 3a, € (u., i,) s.t. f'(@,) = 0. In this case, the superposition ¢+ is
expected to be asymptotically stable for u_ € (u,,0). A typical example
which satisfies (1.1.6) is f(u) = u?(u — u,), where @, and @, are given by
uy/3 and 2u, /3 respectively.

(1.1.6)

Then she showed that for sufficiently small ¢ > 0, if u_ € (4, — ¢,0)
and 0 < uy < ¢, the superposition ¢ + ¥® is asymptotically stable. The
proof is given by using a L?-weighted energy method as in the previous
works ([8], [18], [27]) where in order to show the asymptotic stability
of viscous shock profile for non-convex state equations, they manipulate
a weight function constructed by viscous shock profile itself. She also
used a suitable weight function constructed by the stationary solution ¢.
However the case u_ € (uy, s — €) had been left open. In this chapter,
based on the arguments in Hashimoto-Matsumura [5](’07), it is shown
that we can solve this open question and even can make the condition
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(1.1.6) much weaker as

f(0) = f(0) =0, f"(0) >0,

1.1.7
f(u) >0, ué€lu_,0). ( )
f(u)
7
Fu_ 0] uy
We also assume that the initial data wug satisfies
wy —uyp € HY,  u(0) = u_. (1.1.8)

Noting that the conditions f € C? and f”(0) > 0 imply the existence of
positive constants r and v satisfying

f(w)y>v >0, |ul <, (1.1.9)

we further assume
u- <0 <uy <. (1.1.10)

Under these assumptions, we show that if u is positive but sufficiently
small, then the superposition ¢ + ¥ is asymptotically stable. Here,
we define the rarefaction wave for the initial boundary problem (1.1.1)
by the restriction of ¥ on the half line ¢R(%)|x>0, and write it again
as ¥ without confusion. Now we are ready to state our result on the
asymptotic stability of ¢ + 1%,

Theorem 1.1.1 (asymptotic stability). Assume (1.1.7), (1.1.8), and
(1.1.10). Then, there exists a positive constant € such that, if u; < e and
|l ug — & — VE(C) || < €, then the initial boundary value problem (1.1.1)
has a unique global solution in time u satisfying

u—uy € C([0,00); HY),
u, € L0, T; HY) (T > 0)
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and the asymptotic behavior

lim sup |u(z, t) — ¢(x) — sz(%)\ — 0. (1.1.11)

For the proof, we employ a technique in Matsumura-Mei [23] to obtain
the a priori estimate of the solution, where they manipulate not only a
weight function but also a transformation of the unknown functions in
order to prove the asymptotic stability of viscous shock profile for a
system of visco-elasticity with a non-convex nonlinearity:.

Next, we state the decay rate of convergence of the global solution in
time toward the asymptotic state ¢+1%. In the case of a one-dimensional
whole space, the decay rate toward the rarefaction waves was first in-
vestigated by Harabetian [3]. For the half space problem, Kawashima-
Nishibata-Nishikawa and Kawashima-Nakamura-Ueda showed the decay
rate for the case (a) in [11] and [13] respectively. In [11], the decay rate
toward the non-degenerate stationary solutions is considered, and the
rate toward the degenerate stationary solutions is shown in [13]. On the
other hand, the convergence rate for the case (b) was considered by Naka-
mura [32]. However the case (c¢) had been left open even for the convex
flux function till the recent results in Hashimoto-Kawashima-Ueda [4].
Based on the arguments on weighted energy methods and interpolation
inequalities in [4], we show the decay rate of convergence for the case (c).
When the flux is convex, it is noted that the smallness conditions on w4
and initial perturbations are not necessary by the results in [17]. Then
our second theorem on the decay rate is stated as follows.

Theorem 1.1.2 (decay rate for convex flux). Assume (1.1.3), (1.1.8),
u_ <0 <wuy, and ug — ¢ — YT(-) € Lr. Then the initial-boundary value
problem (1.1.1) has a unique global solution in time u satisfying

u—uy € C([0,00); HY),
u, € L2(0,T; HY) (T > 0)

and the decay rate estimates

(=0 —v®)(t)lle < C1L+8) 2P log?(2+1) (1< p< o0),
I(u— ¢ — YY) (B)ll1= < Ce(L+ )74 (Ve > 0).
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In the case where the flux functions are not necessarily convex as the
type (1.1.7), we obtain the following.

Theorem 1.1.3 (decay rate for non-convex flux). Assume (1.1.7), (1.1.8)
and (1.1.10), and also ug — ¢ — ®(-) € L*. Then, there exists a positive
constant € such that, if u, < € and |Jug — ¢ — VR < €, then the
unique global solution in time u obtained by the Theorem 1.1.1 satisfies
the decay rate estimates

l(w=¢ =)@l < C+ )2 P log?2+1) (1< p<o0),
l(u—¢ = ™))z < Ce(1+18)72 (Ve > 0).

The rest of this chapter is organized as follows. We state the properties
of the stationary solution and rarefaction wave in the Section 1.2 and
Section 1.3 respectively. We make a reformulation of the problem in
the Section 1.4. In the Section 1.5, making use of the linearized equation
with u, = 0, we explain the essence how to construct our weight function.
Then we prove a priori estimate in the Section 1.6, which completes the
proof of Theorem 1.1.1. Finally, we state the proof of the Theorem 1.1.2
and 1.1.3 in the Section 1.7 and Section 1.8 respectively.

Notation. We denote by C' generic positive constants unless they need
to be distinguished. For function spaces, LF = LP((0,00)) and H* =
H*((0,00)) denote the usual LP-Lebesgue space of square integrable func-
tions and k-th order Sobolev space on the half line (0,00) with norms
| - ||z» and || - || gx, respectively. We also denote by Hi = H}((0,00)) the
space of functions f € H! with f(0) = 0, as a subspace of H!.
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1.2 Stationary solution

In this section, we recall the properties of the stationary solution ¢ which
is given by the solution to the boundary value problem for the ordinary
differential equation:

{ f(@)e = buay >0, 121)
¢(0) =u—, P(+00) = u.
In what follows, we assume u, = 0 and
f(0)=0, wu_<0,
f(u) >0, (ué€u_,0)), (1.2.2)
f"(0) = 0.
or
f(0)=0, wu_<0,
f(u) >0, (ue€lu_,0)), (1.2.3)

f'(0) < 0.
If we integrate the equation of (1.2.1) once, it is easy to see (1.2.1) is
equivalent to the problem :

{ Cbx = f(¢)v x>0, (1.2.4)

¢(0) = u_.
When the condition (1.2.2) holds, the stationary solution is called “de-
generate”, when (1.2.3), “non-degenerate”. Then we have the following
lemmas which are proved in the same way as in [2] and [3], so we omit
the proof. The statement for the degenerate stationary solution is

Lemma 1.2.1. Assume u_ < uy =0 and (1.2.2). Then, the boundary
value problem (1.2.1) which is equivalent to (1.2.4) has a unique solution
¢ € C3([0,00)) satisfying

u_ < ¢(x) <0 and ¢.(x) >0, x>0,
{ ()| < C(1+ x)’l, x> 0. (1.2.5)

On the other hand, the statement for the non-degenerate stationary
solution is
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Lemma 1.2.2. Assume u_ < uy =0 and (1.2.3). Then, the boundary
value problem (1.2.1) which is equivalent to (1.2.4) has a unique solution
¢ € C3([0,00)) satisfying for some a > 0 and C > 0,

(1.2.6)

u_ < ¢(x) <0 and ¢.(x) >0, x>0,
|p(x)| < Cexp(—ax), x>0.

1.3 Rarefaction wave and smooth approximation

In this section, we recall the properties of the rarefaction wave. We start
with the Riemann problem for the invicid Burgers equation:
w + (3w?), =0, z€R, t>0,
>0 1.3.1
w(z,0) = { W, T ’ ( )
w_, x <0.

If w_ < w,, the Riemann problem (1.3.1) has the weak solution w?(x/t),
so called “rarefaction wave” which is concretely given by

w_, T < w_t,
wR(%; w_,wy) =4 7, w_t <z < wit, (1.3.2)
Wy, T = w4t.
We next consider the Riemann problem for more general flux of convex
function f(u):

w4 f(u), =0, xz€R, t>0,
u(z, 0) = { Uy, x>0, (1.3.3)

u_, x <O0.
Then it is known that if u_ < wuy, the Riemann problem (1.3.3) has the
rarefaction wave ¢® connecting u_ to w, which is given by
P Gumug) = ()N (5 (un), [ (us)
u_, r < f'(u-),
= ¢ ()7, [lu) <o < fllus)t,

Uy, L Z f/(UJr)t

(1.3.4)
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We note that for our arguments on the initial boundary value problem
(1.1.1), we use the rarefaction wave ¢¥*(%; —uy,u ) so that it satisfies
the boundary condition u(x,0) = 0, and we write the restriction of this
¢ on the half line Y*(£)|,~0 again as ¢ without confusion.

b

In the proof of the Theorem 1.1.1, we make a smooth approxima-
tion of the rarefaction wave 1 as in the previous papers ([9, 25, 26]).
Because the non-smoothness of ¥ causes a trouble in the process of
handling the second derivative of the solution in a pripri estimate. Fol-

lowing the arguments in [25], define a smooth approximation w(z,t) of
wh(%; —wi,wy)(wy = f'(uy)) by the solution of the Cauchy problem

{wt—l—(%uﬂ)xo, r € R, t>0, (1.3.5)

w(z,0) = f'(uy)tanhz, x € R,
and a smooth approximation ¢ (z,t) of (% —uy, uy)|=0 by

Y(z,t) = (f) H(w(z,t), =>0. (1.3.6)

Then we have the next lemma which is proved in the same way as in
[25].

Lemma 1.3.1. Assume (1.1.7) and 0 < ur < r. Then we have the
following:
1) ¥(x,t) is the smooth solution of the initial boundary value problem

Y+ f(), =0, x>0,t>0,
¥(0,1) =0, lim ¥(z,1) = uy, >0, (1.3.7)

$(2,0) = (f)(f'(uy) tanhz), &> 0.
2) 0<¢(z,t) <uy and Yy(z,t) >0, x>0,t>0.

16



3) For 1 < p < oo, there exists a positive constant C, such that

1

| () [l < Cpmin(us,ul (1+1)75),

I ea®) llir< Cpmin(us, (1+1)71),

| e (t) 1< Cmin(uy, (1467,
4) Jim sup [ (1) = ()| = 0.

x>0
In the proof of Theorem 1.1.2 and Theorem 1.1.3, we employ another
way to make a smooth approximation studied in [14], because the former
way is not useful enough for deriving the estimate of difference of 1* and
1. We define w(x,t) as the solution of the following Cauchy problem:

W+ Wy = Weyy, TER, > —1,

) fuy), x>0, (1.3.8)
Wiz, ~1) = { —f(uy), x<0.

We can get the explicit formula of w(z,t) by using the Hopf-Cole trans-
formation for the Burgers equation. Then, we define a smooth approxi-
mation 1) (z,t) of the rarefaction wave %(z/t) as

w(xvt) = (f/)_l(w(xat))v z 2> 0.

The function ¥ (z,t) is well-defined since f(u) is strictly convex on u €
[0,u] for any u; > 0 under the condition (1.1.3), or for 0 < uy < r
under (1.1.7). Then we have the next lemma which is similar to Lemma
1.3.1. For the proof, refer to [14].

Lemma 1.3.2. Assume either (1.1.3) with uy > 0 or (1.1.7) with 0 <
uy < r, then we have the following:
1) ¥(x,t) is the smooth solution of the initial boundary value problem

{ ot FW)e = Yoo+ 2mBy2 550, £ 0,
U(z,0) = do(z) = (f)H(w(z,0)), z>0.
2) 0<(z,t) <uy and Yy(x,t) >0, x>0,t>0.
3) For 1 < p < oo, there exists a positive constant C), such that
| 42 (0) Il Cpmin(ue, (1+1)77),
| aa(t) < Cpmin(uy, (1+1)71).
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4) For 1 < p < oo, there exists a positive constant C,, such that

[ (t) — WP/l < Cp(1 + 1) 2075,

1.4 Reformulation of the problem

In this section, in order to prove Theorem 1.1.1, we reformulate the
problem (1.1.1) with respect to the deviation of u from the asymptotic
state ¢ + ¥, Now if we put

O(x,t) = o(x) + (x,t) (1.4.1)

as the expected asymptotic state, it follows from the definitions of ¢ and
¥ that ® approximately satisfies the equation of (1.1.1) as

where

F(o,¢) = =(f(¢+1) = f1(8))da = (f (¢ +1) = ['(¥) 0 + Yua. (1.4.3)
Define the deviation v of u from & by

v(z,t) = u(x,t) — O(x,t). (1.4.4)
Then the problem (1.1.1) is reformulated in terms of v in the form

v+ {f(@+0) = f(®)}e — v = F(d,¥), >0,t>0,
v(0,t) =0, t>0, (1.4.5)
v(x,0) = vo(x) = uo(x) — p(x) = ¥(x,0), x>0,
where we can see vg € H{ by the assumption (1.1.8). The theorem for
the reformulated problem (1.4.5) we shall prove is

Theorem 1.4.1. Assume (1.1.7),(1.1.8), and (1.1.10). Then, there ex-
ists a positive constant € such that, if ||vo]|lm < e and 0 < uy < e, then
the initial boundary value problem (1.4.5) has a unique global solution in
time v satisfying

v € C([0,00); Hy),

v, € L*(0, 00; HY), (1.4.6)

lim sup |v(x,t)| = 0.

18



If we note

lollmn = [luo = ¢ = (- 0)llmn < luo — ¢ = ()l + Cluy|

and particularly 4) of the lemma 1.1.5, Theorem 1.1.1 is a direct con-
sequence of the Theorem 1.4.1. The Theorem 1.4.1 itself is proved by
combining the local existence theorem together with the a prior: estimate
as in the previous papers. To state the local existence theorem precisely,
we define the solution set for any interval I C R and constant M > 0 by

Xn(I) = {v € C(I; Hy ) v, € LX(0,T; HY), sup o(t)| i < M},
tel

and also generalize the initial boundary value problem for any constant
72> 0 as

v H{f(@+0) = ()} — v = F(&,¢), >0, 1>,
v(0,t) =0, t>r, (1.4.7)
v(r,7) =v,(x), x>0, v, €H.
Then we state the local existence theorem.
Proposition 1.4.2 (local existence). For any positive constant M, there
exists a positive constant tg = to(M) which is independent of T such that

if ||vrl|lgr < M, the initial boundary value problem (1.4.5) has a unique
solution v € Xop ([T, T + to]).

It is noted that the case 7 = 0 is enough to prove, and then the problem
(1.4.7) is reduced to the integral equation

vz, t) = /OO G(z,y,t — 7). (y)dy+

T / /OOO G(z,y;t — 8)(—=(f(@+v) — f(#))e + F(6,7))(s) dyds,

where G(x,y;t) is the Green kernel of the Dirichlet zero boundary value
problem for the linear heat equation on the half line, which is concretely
given by

1 _ (a—y)? (z+y)?

e 4t —e 4 ),
\/47rt( )

Since we can prove the Proposition 1.4.2 by a standard iterative method,

G(z,y;t) =

we omit the proof. Next, let us state the a priori estimate which is
essential for the proof of Theorem 1.4.1.
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Proposition 1.4.3 (a priori estimate). Under the condition (1.1.7),
there exist positive constants € and C such that if 0 < u, < € and
v e X.([0,T]) is the solution of the problem (1.4.7) for some T > 0, then
it holds

o HH1+/ (I @av ()72 + o)1) ds

< Cllwolltn +lusle), ¢ €[0,7),

Here we should note ®, = ¢, + 1, > 0 by the Lemmas 1.2.1 and 1.3.1.
The proof of the Proposition 1.4.3 is given in the Sections 1.5 and 1.6.
Once the Propositions 1.4.2 and 1.4.3 are proved, the Theorem 1.4.1 is
proved in a standard way as in the previous works. In fact, combining
the local existence and a prior: estimate, we can first prove the global
existence of the solution in time by choosing ||v||g: and u, suitably
small. Then we can see the estimate (1.4.8) holds even for ¢ € [0, 00),
that is,

(1.4.8)

sup ||v(®)] g1, / . (8)||3: dt < oo. (1.4.9)
>0 0

By using the equation and the estimate (1.4.9), we can also have (cf.
(1.6.24),(1.6.27))

> d
| llva(t Mzal dt < oo
0
which implies
tlim |ve(t)]| 2 = 0. (1.4.10)
—00

Using Sobolev’s embedding lemma, the estimates (1.4.9) and (1.4.10), we
can easily have

1 1 1
sup [o(a,1)] < V2[o(t)[E: 001 £ < Clus®llE: 0, ¢ = oo,

x>0

which shows the asymptotic behavior of the solution. Thus, we can show
the proof of the Theorem 1.4.1 by the Propositions 1.4.2 and 1.4.3.
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1.5 Weight function

In this section, we explain how to make the weight function which plays
an essential role in our technical L?-energy method. For simplicity of
explanation, noting that v and wu, is sufficiently small in the a prior:
estimate, we take the linearized equation of the problem (1.4.7) with
uy = 0 (accordingly, ®(x,t) = ¢(z))

v+ {f (P)v}e — v =0, x>0,t>0,
0(0,8) =0, t>0, (1.5.1)
v(z,0) =vo(x), x>0, wy€ H}.

Let v € C([0,T]; H}) N L*(0,T; H?) be a solution of (1.5.1). The most
typical way to have the L? estimate which does not depend on 7T is one
to multiply the equation of (1.5.1) by v and integrate it with respect to
x over (0,00). Then, the integration by parts gives

d o0 1 (0.9] (0.9]
— [ =vide+ —/ (o) p v dx + / v2dr = 0. (1.5.2)

If we note ¢, > 0, the estimate of (1.5.2) works well in the case f” > 0,
but not in the case f is not convex because f” changes its sign. In order
to overcome this difficulty, we try to apply a weighted energy method as
in ([8], [18], [27]) where to show the asymptotic stability of viscous shock
profile for non-convex state equations, a weight function w is manipulated
as a function of the viscous shock wave itself. Take a weight funtion
w(¢) as a function of ¢, and multiply the equation of (1.5.1) by vw and

integrate it over (0, 00). Then, noting the relation ¢, = f(¢), we have
G| guentde s [CGrre— fu = @)t da
+/ w(¢)v? dr = 0.

0

Under the condition (1.5), Nagase [29] succeeded in making a positive
and smooth weight function w(u) for u € [u_,0], u_ € (@, —¢,0) so that
it holds in (1.5.3)

(1.5.3)

(%f”w - %w”f — fw)(u) >0, welu,0]. (1.5.4)
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Roughly speaking, she constructed w(u) as almost identically constant
in the region f” > 0, and —f’ + constant. in the remaining region, and
then patch them up on the whole [u_,0]. In fact, even in the region
" <0, the term —w"f/2 — f'w'(= f"w/2+ f'f") in (1.5.4) is positive
as long as f' < 0 and f” > 0, and so plays a nice role to control the
negative term f”w and show the positivity of (1.5.4), which is a basic
technical idea in [29]. However this choice of weight function can not
be easily extended to a region f” < 0 and f’ > 0 because the term

—f'w' (= f'f") becomes negative and so causes a problem, which is a
main reason why the case u_ € (uy, @, — €) has been left open. In
order to overcome this difficulty, we employ a technique in Matsumura-
Mei [23] where they manipulated not only a weight function but also a
transformation of the unknown functions in order to prove the asymptotic
stability of viscous shock profile for a system of visco-elasticity with a
non-convex nonlinearity. Following their technique, we introduce a new
unknown function v by

v(x,t) = x(o(x))o(z, 1), (1.5.5)

where x(u) is a positive and smooth function on [u_, 0]. Substitute (1.5.5)
into (1.5.1), then we have the equation of ¢ as in the form

e+ X(f XB)s — ioas)m 0. (1.5.6)

Multiply (1.5.6) by wov and integrate it over (0, c0), then we have

d 2 " 1 "
o 2wvda:+/{ —f"w — flw 2fw)—l—

/
%(Xqufow — X fw)}o,0 2d:r:+/ wvida::().
0

(1.5.7)

So we may choose positive functions x(u) and w(u) on [u_, 0] so that

/

1 1
(5w = Su"f = flu'+ %(X Fw+ xfw =X fw)Hw) (1.5.8)
is positive on [u_,0]. Now let us choose y = w, then (1.5.8) becomes

%(f,,w ~ fu). (1.5.9)

Hence it is enough to seek a positive weight function w(u) which makes
(1.5.9) positive on [u_,0]. Under the condition (1.1.7), we choose the
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function w(u) by
w(u) = f(u) +0g(u), ué€ [u_,r] (1.5.10)
where ¢ is a positive constant and
gu) = —u*" +7r*" w € [u_,r], m>1. (1.5.11)

Here it is noted that the interval [u_, 0] is extended to |[u_,r] to treat
the case u, > 0, and that the constant ¢ and the integer m are properly
chosen later.

Lemma 1.5.1 (weight function). Under the condition (1.1.7), if we take
d sufficiently small and m sufficiently large, the functions %(f”(u)w(u) —
fw)w"(w)) and w(u) are positive for u € [u_,r].

Proof. First it is easy by the condition (1.1.7) to see that there exists

a positive constant v such that f”(u) > v for |u| < r, and w(u) > v for
u € [u_, —r|. Substituting (1.5.10) into (1.5.9), we have

['w = fu" = ['(f +5g) = f(f +dg)"
= 3(f"g— f9")

We divide the interval [u_, 7] into [u_, —r] and [—r,r]|. For u € [u_, —r],
substituting (1.5.11) into (1.5.12), we obtain

("9 = £9") = 61" (—u" + ") + 2m(2m — 1) fud D)

_1+‘§| 2 pn
omm -1 T

(1.5.12)

1.5.13
= 2m(2m — 1)0u2m—1{ ( )

Because f” is bounded, |r/u| <1 and f(u) > v for u € [u_, —r], we can
choose m sufficiently large so that

—1+ ‘%| "
P 1)qu (u) + flu) >

Therefore, (1.5.13) and (1.5.14) imply

%IJ, u € [u_,—rl]. (1.5.14)
5(f"g — fg") =m@m—1)0r* ™ Yy >0, welu,—r]. (1.5.15)

For |u| < r, we further divide the interval to |u| < r/2 and r/2 < |u| < r.
For |u| <r/2,since f”" > 0,9 >0and f >0, ¢" <0, it clearly holds

i i r
f'g—fg") >0, |ul < o (1.5.16)
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On the other hand, for r/2 < |u| < r, since f” > 0,g > 0 and f > 0,
g" <0, it easily holds

5(f"g—fg") >0, g <Ju| <. (1.5.17)
Thus, it follows from (1.5.15), (1.5.16) and (1.5.17) that
(f"w = fu")(u) = 6(f"g — fg")(w) >0, wefu,r].  (15.18)

Next, we prove w(u) = f(u) + dg(u) to be positive. To do that, we
again divide the interval [u_,r| to [u_,—r], r/2 < |u| < r and |u| < 1/2.
Noting f > v and g is bounded for v € [u_, —r|, we can take ¢ sufficiently
small so that

w(u) = f(u) + 6g(u) > g >0, uéelu,—r). (1.5.19)

Because f > 0,9 > 0 forr/2 < |u| <rand f >0, g > 0 for |u| < r/2
we can easily have

w(u) = f(u) +0g(u) >0, |ul <7 (1.5.20)

Thus (1.5.18),(1.5.19) and (1.5.20) complete the proof of the Lemma
1.5.1. O
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1.6 A priori estimate

In this section, we give the proof of the Proposition 1.4.3. First, put
N(T) = sup o),

0<t<T

and then we suppose N (T') < 1 throughout this section. Now, motivated
by the argument in the Section 1.5, we introduce a new unknown function
v by

v(z,t) = w(P(t, x))o(x,t), (1.6.1)

where ®(t,x) = ¢(z) + ¥(t,z) and w = f 4 dg is the weight function
in the Lemma 1.5.1. Since the Lemmas 1.2.1 and 1.3.1 imply ®(x,t) €
[u_,r], x > 0, t > 0, we note that w(®P(x,t)) is well defined as weight
function by the Lemma 1.5.1, that is, smooth and satisfies

v <w(®(z,t)<C, >0,t>0 (1.6.2)

for some positive constants v and C'. Substituting (1.6.1) into the equa-
tion of (1.4.5), we get

(W(@)5)s + (F(® + w(®)F) — F(®)), — ((®))s = F(6,0). (163)
Multiplying & by (1.6.3) and integrating it over (0, o0), we have
(% /O oow(CI))f}?dx)t + /0 ) %w’(@)wtﬂzd:p
+ /OOO —(f(® 4+ w(P)d) — f(P))Vdx (1.6.4)
+ /O " (w(@)5),badz = /O " bR,
We rewrite the third term on the left hand side of (1.6.4) as
| =@ s w@p) - j(@)i,do
= [t s s wi@m - r@an,

- [ @+ @ - r@pe,
+ f1(® + w(®)n)w' (®)P,n dndx

(1.6.5)
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- / ) / (1@ 4+ w(@®)) — f(®)) dn @, da

+ /000 /OU (@ + w(®)n)w' (®)ndn @, dx (1.6.6)

= + L.
We further rewrite I; and I by the Taylor’s formula as

I, = f"(®)w(®)n + O(n ) dn®..dx
L .
— f//

(®)w(P)*P, + O(T°) P, dx.
0

and

/ /f @)1 + O(n°) dn®,dx .

—f(®)w' (@)D, + O(7%) D, dx.
0

Hence, substituting (1.6.7) and (1.6.8) into (1.6.5), we have
/ — (f(® 4+ w(®)D) — f(P))D, dx
0

_ / "L+ ) (@)%, do + / " 0@, da.
0 2 0

We also rewrite the fourth term on the left hand side of (1.6.4) as

(1.6.9)

\

w(P)v), 0, dz

8

(
/ wv + W' ®,07, dx
0

. (1.6.10)

o0
~9 1”32 ~2
/ wv — b0 —§w O v dx
0

= / wvx d$+[3+[4.
0

Now, recalling the relation ®; + f(®), — ®,, = —F, we further rewrite
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|
:/ S (=% — [(®)2, — F)*dr (1.6.11)
0
&0 1 1
:/ (—=w'f'(®)D,0* — —w' v — —w'Fi?) da
; 2 2

<1
I, = / ——w" &% dx
0 2

1
- / _§w//(¢x + %)‘Dx@? dz
0

:AW—QMU@wH%+mf¢w+w»@ﬁmr

= /O i —%w” (2)2,0°
— W) ~ f(O+ ) + ) d
- [T bt s [T O+ s
Substituting (1.6.11) and (1.6.12) into (1.6.10), we have
| w@ya i

— /OOO —%(w”f +w' f)(®) P, 0% dx

(1.6.12)

o (1.6.13)
+/’omm+wm@wmx
0

<1 1
+ / (—=w'9? + w2 — ~w' F?) da.
. 2 2
Thus, by (1.6.9) and (1.6.13), (1.6.4) reads
1 (0.} o0 1 o0
(5/ w(CI))172dx)t—|—/ §(wf"—w” )(<I>)<I>$172dx+/ wi? da
0 0 0

(0.¢] 1 o0
:/ (6F+§w’F1§2)dx+/ O + 3] + |1]) @07 da.
0 0
(1.6.14)

27



Noting that the Sobolev’s embedding lemma and Lemma 2 easily imply

/ O + |U| + [, ) @, 0% dx < C(N(T) + \u+|)/ ®,0*dx (1.6.15)
0 0
and also the Sobolev’s embedding lemma and Young’s inequality imply
o0 1 o0
| @m+§wmﬁ¢qgc/ ||| F| dx
0 0
FO
< Ol a1l 721 F o (1.6.16)
] R 4
< Sl + CIFI,

we can estimate (1.6.14) due to the Lemma 1.5.1 as

1

o0 oo 1 oo
(5/ w@w%m%+u/ @@%x+§/ w(®)9? d
0 70 . (1.6.17)
<UD+l [ @ do+ Y,
0

for a positive constant v. Therefore, taking N(7T') + |u.| suitably small,
we have

1 o0 oo 1 oo
(—/ w@ﬁ%&ﬁ+3/‘®w%x+—/ w(®)9? da
2 0 2 0 2 0

(1.6.18)
4
< CllF[3.
Using the positivity of w and the fact
lvallze = [(w0)all72 = wed + woy |72
o (1.6.19)
< C([[V 20|72 + [[0]l72),
and integrating (1.6.18) with respect to ¢ over (0,¢), we have
lo()7= + / (v @zv(r)z2 + [lva(7)|I22) dr
(1.6.20)

t 4
< C(llwll% + / |F(IE, dr).

Next, we proceed to the estimate of v,. Multiplying —v,, by the
equation of (1.6.3) and integrating it with respect to = over (0, 00), we
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have

1 [ % %
(‘/ v2dx); +/ V2 dr = —/ Fu,, dx
2 Jo 0 0

N / T 4 0) (@, + vy) — F(@) Dy )0ny d.
0

We estimate the right hand side of (1.6.21) as
[ Puasdel < Jloalis + CIPIE,
and
[T @@+ ) - @) ds
< [ ol + oo da

1
< Jlvaallze + CUNV @017 + llealz2)-
Substituting (1.6.22) and (1.6.23) into (1.6.21), we have

1 [ 1 [

< C(IFIZ: + 1V @uvllze + [loaZ2)-

(1.6.21)

(1.6.22)

(1.6.23)

(1.6.24)

Integrating (1.6.24) with respect to t over (0,¢) and combining it with

the estimate (1.6.20), we obtain
t
Jerle + [ ol dr
0

t 4
scww§+ﬂwmm+wm»m>

Thus by (1.6.20) and (1.6.25), we have

lu(? HH1+/ (1 @av(7)I[22 + [lva(7) [72) d7

SCWM%+AW%N§HW@MW&

(1.6.25)

(1.6.26)

Following the arguments in [17], we finally estimate the right hand side
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of (1.6.26) by using the Lemmas 1.2.1 and 1.3.1, and eventually can show

PO < Clusli(1+0) Fogd2 ) .
[F@) |72 < Cluy]>(1+1)72
Noting
|F(®)] < Clepda| + [Vad] + [t2al), (1.6.28)

we only show the estimates of |[1)¢.| 1 and |[1)¢.|* because the other

terms can be obtained in the same way. Using the fact that the Lemma
1.2.1 implies

|¢a(2)] < ﬁ x>0 (1.6.29)

and the decay estimates of ¢ in the Lemma 1.3.1, we have

W%Hp < C/O ﬁdﬂ?

i <
§C/O (1+x>2dx+0/t (1+$)2d:c

gC([—(llﬁ—@]fﬁ—/O uzﬁ_—xx)dfﬁ)*'CWHLoo /too(1+—1zc)2d$

< Ol ||z log(1 +1) + Cluy (1 + )~

1 7 1 7 _
< Cllall o 19all e 10g(2 + 8) + Clus [Sfuy [F(1+ 1)
< Clug|[5(1+ 1) 75 log(2 +t),

(1.6.30)
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dx

nww%gc/

t wQ 00 w?

v Loy, _
gak§;§$b+ﬁggjﬁﬂ@+cmﬁa+w3

t
(0 2 3
< o0 D
_cwuu‘é(r+@¢m+cmA<r+w

t
1
<C xzm/—d + Cluy?(1+1)73
> H¢ ”L 0 (1+$)2 g ‘U+‘( )

< Cluy|5(1+1)"

m\w

(1.6.31)
and similarly
H%MhrHWmMASCWAa1+ﬂ

1281172 + 1thaelle < Clus|2(14 1)

Hence (1.6.30),(1.6.31) and (1.6.32) prove the estimate (1.6.27). Then
substituting (1.6.27) into (1.6.26), we finally have the desired a priori
estimate for suitably small N(T") + |u.|

Hv\mlg/Hv/v Vs + 102 ) dr

< Clleollfp +lusl®), ¢ €[0,7],

log(2+1) (1.6.32)

[\J\w OO\RI

(1.6.33)

Thus the proof of the Proposition 1.4.3 is completed. O
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1.7 Decay rate estimate I; convex flux

In this section, we give the proof of the Theorem 1.1.2. Let us recall the
Theorem 1.1.2.

Theorem 1.7.1 (decay rate for convex flux). Assume (1.1.3), (1.1.8),
u_ < 0 < uy, and also ug — ¢ — YT(-) € L. Then the initial-boundary
value problem (1.1.1) has a unique global solution in time u satisfying

{ u—uy €C([0,00); H'),

u, € L*(0,T; HY), (YT > 0),

and the decay rate estimates

I(w—¢ =MDl < CO+ 120 0g’ @2 +1), (1<p < o0),
l(u—¢ = ™)()[l1= < Ce(1+1)77F, (Ye > 0).

As in the Section 1.4, we put
B(2,1) = 6(x) + v(x, )

as the expected asymptotic state, where we employed the smooth ap-
proximation for the rarefaction wave in the Lemma 1.3.2. It follows from
the definitions of ¢ and v that & satisfies the following equation:

(I)t + f(q))w - (I)Jcm - F(Qbaw)a

where

F(6,9) = (10 +9) — F(6)60 + (9 +8) ~ FO)a + L)

f"(@)

By using Lemma 1.2.1 and Lemma 1.3.1, the direct computations give
the estimates of F(¢, ) as follows.

Vs

Lemma 1.7.2. F(¢,v) satisfies the following L'- and L*-estimates:

| F||r < C(1+t) " og(2+ ),
1Pl < C(L+ )72
For the proof, refer to the Section 1.6. Define the deviation v of u from

d by
v(z,t) = u(z,t) — O(x,t),
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then the problem (1.1.1) is reformulated in terms of v in the form

Ut+{f((1)+v)_f(q))}x_vmx:_F(¢a¢)a z >0, 1>0,
v(0,8) =0, t>0, (1.7.1)

v(z,0) = vo(x) := up(x) — P(x) — Y(x,0), x>0,

where we emphasize that vy € H} under the assumptions in the Theorem
1.7.1. The theorem for the reformulated problem (1.7.1) we shall prove
is the following.

Theorem 1.7.3. Assume (1.1.3), u_ < 0 < uy and also vy € H N L.
Then the problem (1.7.1) has a unique global solution v satisfying v €
C([0,00); H}) and v, € L*(0,00; H'), and the decay rate estimates

lo@)llzr < Co(1+ 1) log? (2 +1) (1< p < o0),
[0(t) ||z < Ce(1+1)72%, (Ve > 0).
If we note the Lemma 1.3.2, the Theorem 1.7.1 is a direct consequence
of Theorem 1.7.3.
Next, we proceed to the proof of Theorem 1.7.3. Theorem 1.7.3 is

given by using the following a priori decay rate estimate for the initial-
boundary value problem (1.7.1).

Proposition 1.7.4 (decay rate estimate I). Assume (1.1.3), u_ < 0 <
uy and also vg € HY N LY. Then, the solution of (1.7.1) satisfies

t
(14 0]l + / (1 + 1) | @Y7L, dr
0

* /Otﬂ (ol ), [2adr (1.72)
< ClluglZ, + CMP(1+£)*"7 1og?(2 + )
and
t
(14 8)*||vg |3 +/O (14 7)Y vga||32 dT (17.3)

< Cllwoll%e + C(1+ )" 7 logh(2 + 1),

p—1
Jor 2 <p<ooanda > 5.
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In order to derive the decay estimate in Proposition 1.7.4, we start with
the L! estimate. To this end, we introduce as(v) and As(v) as follows:

0s(0) 1= (ps sgn)v) = [ " sen(y)pstv —y)dy,  As(v) = / as(n)d,

oo

where sgn is a usual signature function defined by

—1 for v <0,
sgn(v):=4¢ 0 for v=0,
1 for v >0,

and ps denotes the Friedrichs mollifier defined by

i 2o(2)

where p is a smooth non-negative function which has a compact support
and satisfies [° p(z) = 1. Then, the solution of (1.4.7) satisfies the
following L'-estimate.

Proposition 1.7.5 (L!-estimate). Assume (1.1.3), u_ < 0 < u; and
also vg € Hy N LY. Then the solution of (2.2.2) satisfies

(@)l < C(llwollzr + 1) log*(2 +¢). (1.7.4)
Proof. Multiplying as(v) by (2.2.2), we have
As(v)e + as(0){f(® +v) = f(®)}o — a5(v)Vsa
= —as(v)F(,9).
We rewrite the second and third terms on the left hand side of (1.7.5) as
as(V{f(® +v) = f(P)}2 — a5(v)vee
—{as(0)(f(@+v) - (@)

- [Cami@ s - f@)in - a1

X

+ /O as() (f1(® +n) — /(@) ®.dn + as(v)v?.

We note that the second and third terms of the right hand side of (1.7.6)
are positive since the relation f” > 0, ®, > 0 and aj(v) > 0. Using
Lemma 1.7.2, this yields the following inequality

‘/ / as(v)F (¢, dl’dT‘ </ | F||pdr < Clog?(2 +t).

(1.7.5)
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Finally, integrating (1.7.5) over (0, 00) and (0,t) by the above estimates
and making § — 0 afterward, we have the desired estimate (1.7.4). O

Proof of Proposition 1.7.4.  The proof is obtained by using the LP
energy method in [13] which makes use of interpolation inequalities. We
first show the estimate (1.7.2). Multiplying (1.7.1) by |v[’~?v, we have

lvp — |vl|P 2w w
(GleP), + {7 = P ond, + =2 2=

+@—¢{[¥ﬂ@+m»—f@»mW%M®x
— _F (6, ) o,
where

.r:(ﬂ@+w—f@»ww%—@wﬁy[Xﬂ¢+m—f@»w%%n

By using the strict convexity of the flux f, the last integral on the left
hand side of (1.7.7) is estimated as

AQN@+m—f@»WP%nz%M&

where ¢y is a certain positive constant. Now we integrate (1.7.7) over
(0, 00) together with the above estimate, we obtain

1 Alp—1) .\ oo co(p — 1)
“l5,) + == (v]2 )3 + —— || BP0},
(pH I )t p [([o]2™ v)e[72 ; |25/ o]l (1.7.8)

—1
< ol 1Pl
Multiplying (1 + ¢)* by (1.7.8) and integrating over (0,%), we have

1 a 4(p T 1) ! a
S+ 0l + £0ww>mmém

c —1 t
+ W=D [yl ir
b (1.7.9)
[0
S—Uopp+—/ 14+ ) Y|P, dr
p” 17 » 0( ) Hvll

t
+A<r+ﬂWFMAw%3dr
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Here we put V := |v|*"'v. By using Lemma 1.7.2, Lemma 1.8.14 and

the interpolation inequalities

1 2(p—1) 2p
lollos < CIVAIE lET,  Tollh < CIVALAT ol for 0 <p < oo,
we rewrite the second and third terms of the right hand side of (1.7.9) as
o [ ¢
_/ (1 +T)°‘_1Hvl\ipd7+/ (L4 1) | F ([ alloll7= dr
P Jo 0 (1.7.10)

t
. / (14 1) [ Va [Zadr + Oy MP(1 4+ )™ 10g™(2 + 1),
0

for any ¢ > 0 and o > (p — 1)/2. Here we defined M := ||vg||pr + 1.
Substituting (1.7.10) into (1.7.9) and choosing ¢ suitably small, we have
the desired estimate (1.7.2). In particular, we have

[o]le < C(1+ )20 1og?(2 + 1). (1.7.11)

Next, we proceed to the estimate of v,. Multiplying —v,, by the
equation of (1.7.1) and integrating it with respect to = over (0,c0), we
have

1
(Slesle) + lvaell3
o (1.7.12)

= [T @@ ) - @0 ude— [ Foar
0

0
We estimate the right hand side of (1.7.12) as

‘/ F1(® +v)( +vx)—f’(<1>)<1>x)vmdx’
<C / (40| + [02]) 022 da
0

o 2 2 (1.7.13)
< Jllvwallze +4C (I @uvllze + lloalzz).

> 1
|| Pusde] < Jlenl+ 4P
Substituting (1.7.13) into (1.7.12), we have

d
El\vxniz Fllvael2e < C(IFNZ + IV @] 22 + vall22).  (1.7.14)
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Multiply (1.7.14) by (1 +¢)* and integrate the resultant inequality with
respect to t over (0,t), we have

t
(14 )2 + / (14 7) vse2 dr
t
< loosllZe + a / (14 7)Y, |2 dr (1.7.15)
0

t
+C/O L+ D) (IF N7 + IV Pavll7e + lJvall72) dr

By using (1.7.2) and Lemma 1.7.2, the right hand side of (1.7.15) is
estimated from above by

C(lvoll2: + llvoell2e) + C(1 + )22 log*(2 + 1)

for a > 1/2. Then we have the desired estimate (1.7.3). In particular,
we have

[vg][r2 < C(1 4 )75 log?(2 + ¢). (1.7.16)

Finally, we proof the second inequality of Theorem 1.7.3. From the
Gagliardo-Nirenberg inequality, it follows that

2
- < Cllu, A 1<g<oo, H=——. 1.7.17
o]l vl G20l 1 q < o0 G ( )

Applying the inequality (1.7.16), (1.7.17) is rewritten as

o]l
<CO(1+1)Tlog?2+1) - (1+1) 2070016620702 1 ) (1.7.18)
= C(1+t) 20D 1og?(2+1).

Choose ¢q as /2 = 1/(q + 2) < € for any positive constant €, then the
right hand side of (1.7.18) is estimated as

lollz= < Cel1 + )2

This completes the proof. O
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1.8 Decay rate estimate II; non-convex flux

In this section, we give the proof of the Theorem 1.1.3. Let us recall the
Theorem 1.1.3 where the flux is not necessarily convex.

Theorem 1.8.1 (non-convex case). Assume (1.1.7), (1.1.8) and (1.1.10),
and also uy — ¢ — YT(-) € L. Then, there exists a positive constant e
such that, if uy < e and |lug — ¢ — p"()||g < €, then the unique global
solution in time u obtained by the Theorem 1.1.1 satisfies the decay rate
estimates

l(u—¢ =B ()| < CL+6)20 P log?(2 +1), (1<p< o),
l(u— ¢ — B (D)~ < C(1+ )27, (e > 0).

The smooth approximation of the rarefaction wave and reformulation
of the problem are same as in Section 1.7. The theorem for the reformu-
lated problem (1.7.1) we shall prove is following.

Theorem 1.8.2. Assume (1.1.7), (1.1.8) and (1.1.10), and also vy € L.
Then, there exists a positive constant € such that, if uy < € and ||vg|| g <
€, then the unique global solution in time v obtained by the Theorem 1.4.1
satisfies the decay rate estimates

o)l < Cp(1+8) 20D log? 2+ 1) (1< p < o0),
[o(t)||r= < C(1+1)72%, (e > 0).

As in the last section, the Theorem 1.8.2 is given by the following a priori
decay estimate.

Proposition 1.8.3 (decay rate estimate II). Assume (1.1.7), (1.1.8)
and (1.1.10), and also vg € L*. Then, the solution of (1.7.1) satisfies

t
(140"l + / (14 1) | @Y7, dr
0

t
+ [ 1ol o) .
0

< Cllwg|Z, + CMP(1+ )7 log® (2 + 1),
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and for 2 <p<oo,a>(p—1)/2

t
u+ww%ﬁfgéu+wwwmmmT

< Cllvol22 + C(1 + £)* 7 log*(2 + ).

(1.8.2)

To treat the non-convex condition (1.1.7), we apply the weight function
w(®) which is defined in Lemma 1.5.1. In order to apply the weight
function w, we introduce a new unknown function v by

v(z,t) = w(P(t, x))ov(x,t), (1.8.3)

where ®(t,2) = ¢(x) + (¢, x). Substituting (1.8.3) into the equation of
(1.7.1), we get

(w(®)0), + {f(® +w(®) D)} — (w(®)p) = —F(¢, ). (1.8.4)

We introduce the general energy inequality for (1.8.4) in the following
Proposition.

Proposition 1.8.4 (general energy inequality). Assume that s(n) is a
smooth function of n satisfying s(0) = 0 and monotone increasing, and

define ~ ~

am:Aﬂwmp am:Almmm

Then there exists positive constants € and ¢ such that if N(T)+ |uy| < ¢,
then the solution of (1.8.4) satisfies the following energy inequality.

d 0 ~ > P(~\~2
p Ow((ID)S(v)dx—l—c/O(D S(v )da:—l—/o (®)s'(0)vzdx

< [P v)n+ [ [u/(@F (.08 de

Here we note S(v) > 0 and 8(2) > 0 by the definition.
Proof. Multiplying s(v) by (1.8.4), we have

s(0) (w(®)0), + Gz + PoH + §'(0)(w(P)0) 0 = s(0)F(4,¢).  (1.8.6)

(1.8.5)
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where

G = s(0)(f(® + w(®)D) - f())

- / S ) (@ + w(@)n) — F(®))dn — 5(5) (w(@)5),.

Mo / @+ w(@)n) — £/(®) + £/(® + w(@pm)u (@) )do.

For the first term on the left hand side, we rewrite as
() (w(®)5), = w(®), / (s(ny)ydn + 5(@)w(®)i

— w(®), / (s + (7)) dy + w(®)s(3)i
= w(P),8(2) + {w(®)S(v }t.

(1.8.7)

We also rewrite the forth term on the left hand side of (1.8.6) as

§'(0) (w(P®)0) Tp = w(P)ys'(0) 00, + w(P)s'(0)0]
= w(®), Sa(N) +w(®)s'(0)0;

= {w } — w(P),,85(0)
+ w(@) (6)@2.
By noting that
(@ +w(@)n) — f1(P) + f(P+w(@)n)uw'(P)n
= ["(@)w(®)n + f'(@)w'(®)n + O,

we rewrite H as follows

H= (F/(@)u(@) + F@)w'@)8,0) + [ 500 )dn
Substituting (1.8.7), (1.8.8) and (1.8.10) into (1.8.6), we have

{w(CD)S(@)}t

+ {w(®) w(@)m + (f"(@)w(®) + f(@)w' (D)), } 85(7)

+ w(P)s ( 0)0; +{g+w ).85(6)}1_

Lo, / SOt dn = sE)F(6,).
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Recalling the relation ®,, = ®; + f(®), — F and w(®),, = w”(P)P? +
w'(®)P,,, we further rewrite the second term on the left hand side of
(1.8.11) as

w(P); — w(P), :c—l—( "(®)w(P) + f/(P)w' (P ))
= (f"(®)w(®) — " (®)D,) P, + w'(P)F (g, )

= (f(®)w(®) — w" (@) £(2)) B, + (F(B) — D, )u" (D), (1.8.12)
+w'(®)F(¢,1)).

Therefore, substituting (1.8.12) into (1.8.11) and integrating it over (0, 00),
we have

i [c
° / w(®)S(D) da

+ [(Frw = pue.s(@de + [ w@)s @it

< [soF@v)do+ /0 (@) F(6, )8 (3)|d

/0 OJu| + [6)@,8(5)d.

Make N(T) + |uy| sufficiently small and note Lemma 1.5.1, then we
obtain the desired inequality (1.8.5). O

(1.8.13)

Next, we show the following L!-estimate of v.

Proposition 1.8.5 (L!-estimate). Assume (1.1.7), (1.1.8) and (1.1.10),
and also vg € L*. Then the solution of (1.7.1) satisfies

lv(®)]|zr < C(||vollr + 1) log*(2 + t). (1.8.14)

Proof. Substituting s(0) = as(0) into (1.8.5), we have the following
estimate.
d o0 0 o0
pr w(P)As(0)dr + C/(I)xﬂ(g(f))dﬂf + /w(@)aﬁ;(@)@idw
0 0

! (1.8.15)

< [as@F@.wdo+ [ u/@)F 6, 005(0) ds

where

As(5) = / Cas(n) dn, A(E) = / " dy(n)n dn,
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and ag is defined in the Section 1.7. For the remainder term, we can
estimate as

]/ a5(0)F (6. ¥)da| < | Pl

| w@re.na@lds<c [ lFe. ol < ClF.
0 0

Integrate (1.8.15) over (0,t) by the above estimates and make § — 0
afterward, then we have

t
\mmswwy+c/ummwscwmm+nm£@+w
0

By using the property v < w(®) < C' for some positive constants v and
C' again, we have the desired estimate (1.8.14). O
Finally, we give the proof of Proposition 1.8.3.

Proof of Proposition 1.8.3. By substituting s(?) = |9[P~20 into (1.8.5),
we have the following estimate.

1 d (p—l)/oO .
Pd d,|v|Pd
L [w@ipas+ 220 [o i

4p—-1) [
+JZTJA (@)[T;2dz < Cllall5= 1P,

(1.8.16)

where V := |5|5~'%. Multiplying (1 + ¢)* by (1.8.16) and integrating it
over (0,t), we have

1 all ~ 4(p_1) ! a ~
—a+w|wwf+—<r—/ll+ﬂ|@%wmﬂf
P D 0
Clp—1) [ -
+ 2D [ )Vl
p 0

1 a [1
< =||@g p,,+—/ 1+ 7)Y olf,dr

ol + 5 [ @)l

t
+c/a+ﬂnw P .
0

(1.8.17)

By applying the same method as (1.7.9)-(1.7.10), we obtain the estimate

t t
u+wwm%+/u+wm@wW@m+/krmwmw5%m@m
0 0

< C|||2, + CMP(1+ )7 1og® (2 +t).
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Using the positivity of w and the fact
(Jv] " 0)el72 = Hg\w@lgl(w@)x\\%z
< 21515 (s 4+ w32
< G120l + 1Val1Z2),
we have (1.8.3). In particular, we have
[o]le < C(1+ )20 1og?(2 + 1). (1.8.18)

Finally, the estimate (1.8.2) can be obtained by the same way as (1.7.3).
Thus the proof is completed. O
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Chapter 2

Damped wave equation

2.1 Introduction and main theorems

In this Chapter 2, we show that the arguments on the weighted energy
method developed in the Chapter 1 can be applied to the following initial
boundary value problem to a damped wave equation with convection

term on the half line:
(

Ut — Ugy + ur + f(u), =0, x>0, t>0,
u(0,t) = u_, t >0,
{ lim u(x,t) = uy, t >0, (2.1.1)
T—00
u(z,0) = ug(x), w(x,0)=u(z), x >0,

\
where the function f which describes the convection (we also call* flux”
as in the Chapter 1) is assumed to be C*-function of u satisfying f(0) =
0, ux are given constants and the initial data wug is assumed to satisfy

up(0) = u_ and lim wug(x) = uy as the compatibility conditions. As for
T—00

the initial condition, we assume that
wy —uy € H', wuy € L* (2.1.2)

As in the Chapter 1, we are interested in the large-time behavior of the
solution which is determined by the shape of the flux f(u) and the given
constants u4. We first consider the case u_ < u; = 0. This problem has
been intensively investigated by Kawashima-Nakamura-Ueda [13](’08)
and Ueda [35](’08). In particular, Ueda [35] showed that if the flux
f(u) of (2.1.1) and . satisfies

u_ <uy =0, f(0)=0,
f(u) >0, w€u,0], (2.1.3)
[l <1, welu,0]
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then the solution of (2.1.1) tends toward the corresponding stationary
solution ¢(x) which is studied in the Section 1.2, provided the initial
perturbation is suitably small. Here we note that the last condition of
(2.1.3) is well-known as “sub-characteristic condition” in the theory of
relaxation models of conservation law. In this chapter, we show that we
can relax the condition (2.1.3) much as

U_<U+:0, f(O):O,
10y >0, | O0)] <1, (2.1.4)
fu) >0 (u € [u-,0)),

where we emphasize that in the condition (2.1.4) we assume the convexity

and the sub-characteristic condition for f(u) only at the far field u =
uy = 0 as long as f(u) is positive for u € [u_,0).

lulf U+:O

Now we are ready to state our first main theorem.

Theorem 2.1.1. Assume u_ < uy =0, (2.1.2) and (2.1.4). Then, there
exists a positive constant € such that, if ||ug — @||m + ||ui|ze < €, then
the initial-boundary value problem (2.1.1) has a unique global solution in
time u satisfying

u— ¢ e C([0,00); HY),
(u — @)z, up € L*(0,00; L?),
and the asymptotic behavior

lim sup |u(z,t) — ¢(z)| = 0. (2.1.5)

The proof is given in the Section 2.3 by a similar weighted energy
method as in the Chapter 1. It is noted that the case u_ < 0 < uy
is also treated in the same way as in the Chapter 1, that is, we can
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prove that the superposition of stationary solution and rarefaction wave
is asymptotically stable for suitably small u, . This result is stated in the
Section 2.4.

We next consider the case u;, = 0 < wu_, which has been an open
problem. By making use of anti-derivative method (cf. [18]), we show
the asymptotic stability of the corresponding stationary solution under
the assumptions on the flux as

ur =0<wu_, f(0)=0,

0<|f(0)] <1, (2.1.6)
flu) <0 (u € (0,u]),

and on the initial data which is more restrictive than in the Theorem
2.1.1, that is,

uy— ¢ € H' N LY, w € >N LY,
o= [ ()~ o)y I 5= [ w)dye L

Our second theorem is

Theorem 2.1.2. Assume uy =0 < u_, (2.1.6) and (2.1.7). Then, there
exists a positive constant € such that, if ||zo|lgz + [|z1|lm < €, then the
initial-boundary value problem (2.1.1) has a unique global solution in time
u satisfying

(2.1.7)

u— ¢ € CY[0,00); Hy) N CH([0,00); L*) N L*(0, 00; H') (2.1.8)
and the asymptotic behavior

lim sup |u(z,t) — ¢(x)| = 0. (2.1.9)
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The proof is given in the Section 2.6. It should be noted that although
the initial data is more restrictive, the condition f”(0) > 0 is not needed.
This suggests us that again for the case u_ < u, = 0, if we assume
f(0) < 0, we can show the asymptotic stability of the stationary solution
¢ for a restrictive class of initial data as (2.1.7) under the flux condition
(2.1.2) without f”(0) > 0. The result is stated in the Section 2.7.

2.2 Reformulation of the problem; case u_ < u, =0

The aim of this section is to reformulate the problem (2.1.1) for the case
u_ < uy = 0. As in the arguments in the Chapter 1, we define the
deviation v of u from ¢ by

v(z,t) =u(x,t) — ¢(x), (2.2.1)

where ¢ is stationary solution connecting u_ and u, = 0 defined in the
Section 1.2. Then the problem (2.1.1) is reformulated in terms of v in
the form

( Utt_vx$+{f(®+v) _f(¢>}x—|—’vt :0’ €T > 0’ t> 0’
v(0,t) =0, t>0, .
< U(SU, 0) = U()(ZL’) = U()(SU) — gb(gj)’ T > 0’ ( e )

L v(2,0) = v (2) == w(z), x>0.

where we can see vy € H} and v; € L? by the assumptions in the The-
orem 2.1.1. In the case that f(u) satisfies (2.1.4), the theorem for the
reformulated problem (2.2.2) we shall prove is

Theorem 2.2.1. Assume u— < uy =0, (2.1.2) and (2.1.4). Then there
exists a positive constant € such that, if |[ug — ¢||lm + ||ui|lze < €, then
the problem (2.2.2) has a unique global solution in time v satisfying

v e C[0,00); H}) N CH([0, 0); L?),
vz, vy € L2(0,00; L?), (2.2.3)

Jim sup vz, )] = 0.

The proof of Theorems 2.2.1 is given in the Section 2.3. We note that
main Theorem 2.1.1 is a direct consequence of Theorems 2.2.1. To state
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the existence result of the solution v for (2.2.2), we define the solution
space for any interval / C R and M > 0 by
Xu(l) = {v € CO HY(R,)): v € CO(I3 LA(R,),
sup([fo()lla + llvu(®)llz2) < M3,

and also generalize the initial-boundary value problem for any constant
72> 0 as
( Uy — Vpe F 0+ {f(0+0) — f(P)}, =0, >0,t>T,
v(0,t) =0, t>r,
v(z,7) =v(2), x>0, (v.€H}),
L vz, 7) =va(2), x>0, (v.1€L?).

(2.2.4)

Then we state the local existence theorem.

Proposition 2.2.2 (local existence). For any positive constant M, there
exists a positive constant tog = to(M) which is independent of T such that
if |vrllme + ||vrallze < M, the initial boundary value problem (2.2.4) has
a unique solution v € Xop ([T, T + to)).

For the proof of the Proposition 2.2.2, it is noted that the case 7 =0
is enough to prove, and then the problem (2.2.4) is easily reduced to the
integral equation

@(t):(cos/\t)ﬁoJrSin/\/\t@lJr /0 WMU(S)) ds, (2.2.5)

where v, vy, U7 and iL(U) are the odd extensions of v, vy, v1 and h =
—vy — (f(p4+v) — f(4)): to the whole space x € R, respectively, and

sin A t) _ [Sin(|§|t))g]' (2.2.6)
€
Here §(¢) := Flg(x)](§) is the Fourier transformation with respect to .
Since we can prove the Proposition 2.2.2 by a standard iterative method,
we omit the proof.
Next, let us state the a priori estimate which implies the Theorem
2.2.1 by combining the Proposition 2.2.2 (local existence).

(cos A t)g == F[cos((g]0)a] (

Proposition 2.2.3 (a priori estimate I). Under the assumptions (2.1.2)
and (2.1.4), there exist positive constants € and C such that if v €
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X.([0,T)) is the solution of the problem (2.2.4) for some T > 0, then
it holds

t
l(®) Iz + Hvt(t)II%er/O (lvellZ> + llva()IZ2
+ 1V éav(s)l72) ds < C(llvollz + llvillz2), ¢ € 10, T].

(2.2.7)

2.3 A priori estimate I

In this section, we give the proof of the Proposition 2.2.3. First, put

N(T) = sup ([lo@)]lar + lv(t)]2),

0<t<T

and then we suppose N(T) < 1, and also suppose u_ < uy = 0 and
(2.1.4) throughout this section. Now, motivated by the argument in the
Section 1.5, we introduce a new unknown function v by

v(z,t) = w(p(x))v(z,t), (2.3.1)

where w = f44g is the weight function in the Lemma 1.5.1. Substituting
(2.3.1) into the equation of (2.2.2), we get

(w(@)0) — (W(@)0)aa + (f (¢ +w(@)0) = [(9))a + (w()0): = 0. (2.3.2)

Lemma 2.3.1. For sufficiently small N(T') and positive constant c, it
holds

/ oo(w(¢)6tﬁ + ;w(qb)@ + w()i2) + w(P)2 4+ co,v’dx

/ / O, + 2(f'w = fu)od, + w(@)i) (2.3.3)

+ 0% + O(|0)) 040, dadr < C(||Tol|3n + ||T1]152)-
Proof. Multiplying © by (2.3.2). Then making use of the equality
(w(@)0)n = (w(9)5,0); — w()T7, (2.3.4)

we obtain

GO+ J0(O)F) +Gu 57w = ful ()07

dt (2.3.5)
O(0)po0” + w(d) vz — w(e)o; =0,

49



where

 (w(d)B) + 1w<¢>¢xv + (f(¢ +w()D) - f(9))7

(2.3.6)
/ 76+ (o)) — F(6)dn
Next, multiplying o; by (2.3.2), we have
d
SO + (~ ()t + wl(@)ai

+(f'(¢ +w(9)0)(w(9)D). (2.3.7)
+ (/¢ +w(d)D) — F'(8)) du)ir + w(9) T} =0

For the third term on the left hand side, we rewrite as

1

w(9) 00t = W(P) V0, + §(w(¢)@§)t

1
= (W, DT, + §w(¢)@§)t — W f,0,.

We also rewrite the forth term on the left hand side as
UW¢+@WﬁXwWW%+Lﬂ¢fwwﬁf—fwn%ﬁt
= %(/ f(@ +wn)w'ndn + / f'(¢+wn) — f(o)dn),
0 0
+ (¢ + wi)vwd, (2.3.9)
=6, o+ umundn+ [ 6+ wn) - o)),
0 0
I (P)woyv, + O([0]) 040,

Substituting (2.3.8) and (2.3.9) into (2.3.7), we have

= (5000007 + Ju(6)0? + w.in,
oo [ P umutnan+ [ £o+un—f@m) s

+ (= (w(9)0)s 1) + (f'w — fu')or0,
+ O(|9]) 040, + w(d)T7 = 0.
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Noting that w,, = w” f¢, +w'f'¢,, we rewrite the third, fourth and fifth
terms of the (2.3.10) as

W, 00y + ¢y ( /0 f'(¢ +wn)w'ndn
g / . ! d
+/0f(¢+w77) 7'(6)dn)

B . v / / 1 /2
—w, 00, + %/O Fl@)wn + f(¢ + Qwn)ww'n”dn (2.3.11)

és /0 F(&)wn + £(& + fuwn) (wn)?dn
1

1
(2wxv2) + 5(—wmﬁ2 + flw' ¢, 0 + w0 + O(|0]) e 0?)

(), + 5w [0 )0, + O([o])6, 7

Therefore, substltutmg (2.3.11) into (2.3.10), we have
d
= (G0 + Ju(e)i?
1 1
+ (Gund?)s + ("0 = fu")gd? + O(17])6,7°) (2.3.12)
+ (_(w(¢)v)xvt)w (f w — fw )Utvx
+ O(|9]) 040, + w(p) 7 = 0.

We make a combination (2.3.12) x2 + (2.3.5), which yields the following
equality

%(%)@t@ + %’%)@2 + ()7 + w()v; + (wd?)a

+(f"w = )6, + O(5])6:d)
+ <g — 2(w($)D). ). (2:3:19)
+ §(f”w — fu") (). 0% + O(0)¢,0° + w(9) T

+2(f'w — fw) v, + O(|0]) 00, + w(e)di = 0.

We integrate (2.3.13) over (0,t) xR and take suitably small N(7T) to get
the desired inequality (2.3.3). O

To show the positivity of the quadratic form w (@) 02 +2( f'w— fw')(¢) 00+
w(¢)0? in (2.3.3), we introduce the following lemma.
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Lemma 2.3.2. Assume f(u) satisfies a condition (2.1.4), and g(u) is a
function which is defined in the Lemma 1.5.1, 7.e.

g(u) :== —u*™ + r*™, (2.3.14)
Then, if | f'(0)| < 1, there exists a positive constant 0 such that

O*(f'(w)g(w) = f(u)g'(w)* < (f(u) +dg(u)*, € [u,0]. (2.3.15)

Proof. First, by the Lemma 1.5.1, we can choose and fix §y > 0 which
implies f(u) + dpg > 0 for u € [u_,0]. Then we assume 6§ < &. We
divide the interval [u_, 0] into [—r/, 0] and [u_, —1'] for a positive constant
(< r). For [—r',0], it holds
[5(f"(w)g(u) — f(w)g'(w))]

< 01f'(u)g(u)] + 0| f(u)g'(w)]

< 3(1f'(0)] + Clul)g(u) + Cdol ' (0)ul|2mu |

< 3(|f'(0)] + Cr')g(u) + Cooml|r' [P~ f'(0)ul.
Because §y and m are positive fixed constant, so we can choose r’ suffi-

ciently so small that Cdym|r/|*"~! < 1. Then the last term of (2.3.16) is
estimated as

(2.3.16)

<o(1F(0) + Clr'Dg(w) + 1f(0)ul. (2.3.17)

Here, we note that by the assumption of |f’(0)| < 1, we further can
choose ' sufficiently small such that ||f'(0)] + C|r’| < 1. On the other
hand, because of the convexity of f(u) in u € [—r’, 0], we can see that

| f(u) 4+ dg(u)] = | f'(0)ul + dg(u). (2.3.18)

Therefore, (2.3.16)-(2.3.18) imply the desired inequality (2.3.15). For
u € [u_,7'], it holds

52(f'(w)g(u) — F(u)g (u))?
<62 max (|f'(w)g(u) — fu)g'(u)P). (2.3.19)

u€fu_,0]
On the other hand, we choose d so small that

f+6g> min f(u) =0 max [g(u)

u_<u-—r!
(2.3.20)

- .
> min fu),

1
2u_
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which implies
(f +00P > (5 min_ f(u))" (2321)

u_<u<—r!
We further choose d sufficiently small in (2.3.19) and (2.3.21), then we
get the desired inequality (2.3.15). O
Finally, we prove the Proposition 2.2.3.

Proof. We define the quadratic forms A; and As by the terms in
(2.3.3) as

Ay = (@) + Zu(@)7 + w(9)iF,

(2.3.22)
Ay = w(p)D2 + 2(f'w — fuw)b0, + w(p)v?.
Calculate the discriminants of A;, then we have
1
Dy, = w? — AGw)w = —w? < 0. (2.3.23)

By this inequality, we can see that A; is a positive quadratic form with
respect to v and 7;. On the other hand, substituting the definition of w
and using the Lemma 2.3.2, the discriminant of A, satisfies

Dy, = (f'w— fu')? — w?
= (f'(f +39) = F(f'+39))" = (f +39)* (2.3.24)
=(f'g—fg) = (f+d9)* <0.
Then, A, is also a positive quadratic form with respect to v, and 2.
Therefore, there is a positive constant ¢ such that

Ay > (@ +02), Ay > (0P + ). (2.3.25)
Using (2.3.25) and the fact that
O([o])vev, < O(18]) (07 + 73), (2.3.26)

and choosing N(T) sufficiently small in (2.3.3), we finally obtain

00 t 00
/ (7 4 02 + 02 + ¢, 0%)dx + / / (6,0° + 03 +07) dwdr
0 0 JO
< C([laoll7 + [l91]172)-

Thus we have the desired estimate (2.2.7). O

(2.3.27)
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2.4 A case including rarefaction wave

In this section, we consider the case that u_ < 0 < u,. In this case,
we can expect that the solution tends to the superposition of stationary
solution and rarefaction wave as in the Chapter 1. In fact, we obtain the
similar result as Theorem 2.1.1.

Theorem 2.4.1. Assume u— < 0 < uy, (2.1.2) and (2.1.4). Then, there
exists a positive constant € such that, if uy < e and ||ug— ¢ — () || +
lui||zz < €, then the initial-boundary value problem (2.1.1) has a unique
global solution in time u satisfying

w— 1y € C([0,00); HY),
Uy, ug € L2(0,T;L?) (YT > 0),
and the asymptotic behavior

lim sup |u(x, ) — d(z) — W%)\ = 0. (2.4.1)

The proof is almost same as former section, so we state only the essential
points. Put

O(z,t) = o) + (. 1),
and
v(z,t) = u(x,t) — O(x,t).
Then the problem (2.1.1) is reformulated in terms of v in the form
(v — Ve +{f(P+0v) — f(O) o+ =F, 2>0,t>0,
v(0,t) =0, t>0,

v(z,0) = vy(z) == up(x) — ¢(x) — Y&(x,0), x>0,
L v(z,0) = v1(z) == us(x). x> 0.

where, I is defined by
F==(f(o+¢) = f()e = (f' (¥ + ) = [(0) b0 + tua — thur-

Then, the theorem for the reformulated problem (2.4.2) we shall prove is

Theorem 2.4.2. Assume u- < 0 < uy, (2.1.2) and (2.1.4). Then,
there exists a positive constant € such that, if ||vo||m + |v1||ze < € and

(2.4.2)
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0 < uy < e, then the initial boundary value problem (2.2.2) has a unique
global solution in time v satisfying

v e C(|0,00); HY),
vy € L*(0,00; L?), (2.4.3)
lim sup |v(z, )| = 0.

The a prior: estimate for the Theorem 2.4.2 is as follows.

Proposition 2.4.3 (a priori estimate 2). Assume u_ < 0 < uy, (2.1.2)
and (2.1.4). Then, there exist positive constants € and C such that if
0<uy <eandv € X ([0,T]) is the solution of the problem (2.2.4) for
some T > 0, then it holds

@7 + llve) ]2 + 1/ @0 ()72
t
+/O (lve(s)1Z2 + lva()IZ> + 1V o (s)l[72) ds (2.4.4)
< C|lvollzs + llorll72 + lusl®), ¢ €0, 7).
Outline of Proof. As in the last section, substituting
v(z,t) = w(P(t, x))o(z,t), (2.4.5)
into the equation of (2.4.2), we get
(w(®)0)1 — (W(P)0)e + (f (2 +w(P)0) = (D))o + (w(P)0); = F, (2.4.6)
where w = f + dg is the weight function defined in the Lemma 1.5.1.

Multiply © + 20; by (2.4.6) and integrate it over (0,00) x (0,¢) with
respect to x and ¢, we have

/ Ay dx // By da:ds—// F(0+ 20;) dxds, (2.4.7)
0

where
A = (%wiﬂ + w0 + w@f) + (f'w — fw")®,0° + wi?
+ O(|us| +10))®,0% + O(|F| + [u+]) 0%,
By = wi? + 2(f'w — fw')od, + wi? + %( f'w — fu")®,0°
+ O(|0] + |us[)0r02 + O([th2| )00 + O(|us[) o0
+ O([Yus] + [Yzza] + [F1)0° + O(uy )37 + O(Jus )03
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Starting with the energy equality (2.4.7), and making use of the argument
on the positivity of A1 and B; as in the last section and also on how to
handle the right hand side of (2.4.7) which includes the rarefaction wave
by the Lemma 1.2.1 and Lemma 1.3.1 as in the Chapter 1, we can prove
the Proposition 2.4.3 for suitably small N(7T")+ |u,|. We omit the details.

2.5 Anti-derivative method; case u, =0 < u_

In the former section, we assumed uv_ < u, = 0 and the convexity for the
flux f(u) at the origin. In this section, we show that if we additionally
assume f’(0) < 0, we can treat the case u;, = 0 < u_ and remove the
convexity condition f”(0) > 0. To do that, we employ another approach,
so called “anti-derivative method” (cf. [18]). For the flux function f(u),
we assume (2.1.6), that is,

f(0)=0, 0<|f(0)] <1 and f(u)<0, ue (0,u_]. (2.1.6)
f(u)
_ u- |

Motivated by the argument in Liu-Nishihara (’97 [18]), put

2(x,t) = — /Oov(y,t)dy, (2.5.1)

where v(z,t) is defined by (2.2.1). By integrating the initial boundary
value problem (2.2.2) over [z, 00), we have the following problem in terms
of z:

(2 — 2o+ (F(9+20) — f(9) +2=0, x>0, t>0,
2(0,8) =0, t>0,

2(2,0) = 20(2) == — [ (uo(y) — ¢(y))dy, x>0,

L 2e(2,t) = 21 (2) ::—fm ulydy, x>0,

(2.5.2)
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where we assume (2.1.7) for the initial data, which implies zg € H?, 2, €
H} and z; € L2 The theorem for the reformulated problem (2.5.2) we
shall prove is

Theorem 2.5.1. Assume uy =0 < u_, (2.1.6) and (2.1.7). Then, there
exists a positive constant € such that, if ||zo||m2 + ||z1]||m < € , then the
initial boundary value problem (2.5.2) has a unique global solution in time
z satisfying
(2 € C°([0,00); H*) N C'([0, 00); H'),
2 € C°([0, 00); Hy),
Ze, 2t € L?(0,00; HY), (2.5.3)
lim sup |z, (z,t)| = 0.

L 170 >0

To state the existence result of the solution precisely, we define the
solution space for any interval I C R and M > 0 by
Xu(I) ={z € C(I; H?); z € C(I; H'),
2 € C(I; Hy), Sp(|[o(®)llz + [lorllm) < M},
te

and also generalize the initial boundary value problem for any constant
72> 0 as
(2 — 2w+ (f(0+ 22) — f(@) + =0, >0, t>r,
2,(0,t) =0, t>r,
2(x,7)=2.(x), x>0, (2 €H? 2.,€HY),
L 22, 7) = 2z0(x), x>0, (201 € HY).

(2.5.4)

Then we state the local existence theorem.

Proposition 2.5.2 (local existence). For any positive constant M, there
exists a positive constant tg = to(M) which is independent of T such that
if ||z7||g2 + | zrallmr < M, the initial boundary value problem (2.5.4) has
a unique solution v € Xop ([T, T + to)).

For the proof of the Proposition 2.5.2, as in the proof of the Proposition
2.2.2, it is noted that the case 7 = 0 is enough to prove, and the problem
(2.5.4) with 7 = 0 can be reduced to the integral equation

5(t):(cosAt)20+SmAM 5+ /O w R(x(s)) ds,  (2.5.5)
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where 2, Zp, 2; and i~z(z) are the even extensions of z, zp, 21 and h =
—(f(&+ 2z2) — f(@)) — 2z to the whole space x € R. Since we can prove
the Proposition 2.5.2 by a standard iterative method, we omit the proof.

Next, let us state the a prior: estimate which is essential in this chapter.

Proposition 2.5.3 (a priori estimate). Assume uy =0 < u_, (2.1.6)
and (2.1.7). Then, there exist positive constants € and C such that if
v € X.([0,T]) is the solution of the problem (2.5.2) for some T > 0, then
it holds

121152 + [ze(®) 7
t
+/0 (e (DI + (D)7 + 1V boz(D)[12) dr - (2:5.6)
< Cllzollfe + 1l=alff), ¢ €[0T,

The first equation of (2.5.2) is rewritten as

2t — Zex + [ (@)2e + 20 = F, (2.5.7)
where
F=—(f(¢+2)= f(0) = [()z) = Ozl (2.5.8)
We introduce the weight function w(u) for the estimate of z as
_ [ e =1)/f(),  ue(0u],
w(u) = { A/ F(0), w—0. (2.5.9)

where A is a positive constant which is properly chosen later. Then we
state a lemma which is used in the a prior: estimate.

Lemma 2.5.4. Assume (2.1.6) and (2.5.9). Then if we take A suffi-
ciently large, it holds for u € [0, u_]
(i) w > 0, (i) ((fu)) <
(i) (fu)'(8) >0, (iv) (fu)(u) <0.

(2.5.10)

Since (iii) and (iv) are clear, we only prove (i) and (ii).

Proof of (i). We divide the interval [0,u_] into [0,7] and [r,u_]. For
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[0, 7], it follows from the definition that
1—e 41— (1 — Ae 4%uy)]|
w(u) = = T 5
[F@) [0+ 5/"(Ou)u?|
B |A€—A9u‘
170 + g (Ou)ul

We can take r > 0 sufficiently small such that

%\f’(O)\ < 1f(0) + %f”(ﬁgb)qf)! < g|f’(0)| for we[-r0. (2.5.12)

Then, for this r, by using (2.5.11), we derive

(2.5.11)

2de > () < —2 (2.5.13)
<w(u) < : 5.
31//(0)] /(0)]
For u € [r,u_], by using the fact that w = (1 —e~4%)/|f(u)]|, we have
1 — —Au_ 1 — —Ar
¢ < wlu) < ‘ (2.5.14)

MaX,<y<u_ ‘f(u)’ T MiN<y<y |f(u)|

Proof of (ii). We also divide the interval [0,u_] into [0,r] and [r,u_].
We prove (|f'(w)|]?/w?) < 1 which is equivalent to (ii). On the interval
0, 7], it follows from the definition that

o)y =l
w e—Au _ 1

(P (O)u + L1 (BuyuR) Ae |

| Ae= A0y (2.5.15)
= 17/(0) + 5 " (Bupule= 40~
= 17O + 517 @)

Because |f'(0)| < 1, we can choose r sufficiently small such that

1
1f(0)] + §|f”(0u)\r < 1. (2.5.16)
For u € [r,u_], we have

Uy _|—de

e—Au_1]

< (Max, <y<u_ ‘f(u)DAeiAu MA

= 2.5.17
- 1 — e Au edu — 1’ (2.5.17)
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where M := max,<,<,_|f(u)|. Hence, taking A sufficiently small, we can

make
MA
< 1. 2.5.18
Thus the proof of the Lemma 2.5.4 is completed. O

To estimate the derivatives of z, we also introduce another weight
function. We define a weight function w(u) by

wo(u) == —f(u) + 0. (2.5.19)
Then, we have the following lemma for (2.5.19).

Lemma 2.5.5. Assume (2.1.6) and (2.5.19). Then, if we take § > 0
sufficiently small, it follows (f'wy — fw))*(u) < w3(u) and there is a
positive constant v such that v < wo(u) for [0,u_].

Proof. We first see by (2.5.19) that the inequality (f'ws — fw))?(u) <

w3 (u) is equivalent to the inequality

6 ()| < | — f(u) + 4. (2.5.20)

To prove (2.5.20). we divide the interval [0, u_] into [0, 7] and [r,u_]. For
[0, 7], from the definition,

(6. ()| = 01f°(0) + f*(Ou)u|

2.5.21
< 3111(0)] + oM el 2020

where M = max,cjo, | |f"(6u)]. On the other hand, it follows
| — f(u) + 0| > 9. (2.5.22)

Therefore, by taking r sufficiently small, the inequality (2.5.20) follows
from (2.5.21) and (2.5.22). For u € [r,u_], by taking sufficiently small d,
we have

6/ ()] <0 max |f'(u)]

welO ]
< min ]f( )+0<|—=f+9|

r<u<u

(2.5.23)

Thus the proof of the Lemma 2.5.5 is completed. O
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2.6 A priori estimate II.

In this section, we give a rough sketch of the proof of the Proposition
2.5.3. Throughout of this section, we assume (2.1.6), (2.1.7) and

N(T) = sup (lz(t)[|zz + l[2(0) ][ )

sup

0<t<T
is suitably small. We multiply (2.5.7) by w(¢)z. Then making use of the
equalities

1 1
f(@)zawz = (31w, — (M0t fu)o?  (26.1)
and
/ 1 2 2
— 2y W2 = —(2,W2)p + WO (=27)y + w2
. 2 (2.6.2)
= —(z,wz — éw’¢mz2)x — §(w”f +w' [z + w2,
we have
L 2 Ly o Lo,
(zwz® +wzz) —wzp + (= fl'wz” —wzzy + W' ¢a2”),
2 1 2 - (2.6.3)
Lo 4 a2 bt = (12w,
Next, multiplying (2.5.7) by wz;, we have
1(wz2 +w22); — (zewz), +w2i + f(P)wz,2
9 t x)t T t)x t x~t (264)

+ Wz = O(\zﬂ)wzt

We make a combination (2.6.3) +2x(2.6.4) and integrate it over (0, c0)
with respect to x, which yields the differential equality:
d [~ o0 _
—/ Aq dﬂf—|—/ (A2+A2) dx

. (2.6.5)
+ Az = / O(|22)(wz + 2wz) dz,
0
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where

A = w22 + w2 + waz + —wz?
t T 2 )

Ay = w2t + 2(fw) 2z, + w2,

i, — —%(fw)”gbsz, (2.6.6)
Ay = —%(f(u_)w(u_))/z(t, 0)2

We can easily see that A; is a positive quadratic form. The condition
which makes Ay, Ay and Az positive definite is

) ((fw)? <w?, (i) (fw)"(¢) >0, (i) (fw)'(u-) <0, (2.6.7)

where we note that (i) is the condition for the discriminant of the quadratic
form Ay, and ¢, < 0 in (ii). By the definition of w and the Lemma 2.5.4,

the above inequalities (i), (ii) and (iii) follow. Then, integrating (2.6.5)

with respect to t over (0,%), we have

00 t 00
224 22+ 22)(t) do + 22 4 22 + ¢.2%)(s) dads
0 t x 0 0 x t

t (2.6.8)
T / 2(0, 5)%ds < O(|lz0% + | ]%):

Next, we proceed to the estimates for the higher derivatives of z. Set-
ting z, = v and v = wy(¢)v, we follow the same calculation (2.3.5)-
(2.3.13) in the Section 2.3 for the estimates of z,. Then we have the
same inequality as (2.3.3) for some positive constant c :

/OOO(Al + cwy ()92 d + /Ot/()oo(A2 + 08|y, dudr

00 t o0
gc(/ srart [ dedrﬂn@ouip+|\@1H%2>),
0 0 JO

where

(2.6.9)

Av = wn(6)id + Sun(@)i? + wn(6)7,
Ay = wy(9)07 + 2(f'wa — fuwd)teby + wa(9)77.

(2.6.10)
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The first term and second term of the right hand side of (2.6.9) is es-
timated by (2.6.8). For the positivity of the left hand side of (2.6.9),
we must make A; and As positive quadratic form. If wo(u) is a positive
function, we can see A; is a positive quadratic form. On the other hand,
the discriminant of A is

D, = (f'ws — fuh)2(u) — wi(u). (2.6.11)

and we can make A, a positive quadratic form by the Lemma 2.5.5.
Then, there is a positive constant ¢ such that

Ay > (0 + 0. (2.6.12)
Therefore, (2.6.9) implies

t
11 + 10172 + (192 (21172 +/O (192112 + 19l Z2) (7) dr

(2.6.13)
< C([[oll7 + oIz + llzoll 7 + llz111Z2),
that is,
lzo()lZ2 + llzee (072 + 200 (8) 122
(2.6.14)

t
+/0 (l2aallZ2 + 2ol Z2)(7) dr < Cll20ll e + 2 l7n).

Combining (2.6.14) with (2.6.8), we finally have (2.5.6). Thus the proof
of the Proposition 2.5.3 is completed. O

2.7 Reconsideration to the case of u_ <u, =0

In this section, we reconsider the case u_ < u; = 0 in the Section 2.2.
In this case, as we pointed out in the introduction, if we additionally
assume f’(0) < 0, we can show the asymptotic stability of the stationary
solution ¢ for a restrictive class of initial data as (2.1.7) under the flux
condition (2.1.2) without f”(0) > 0. That is, we assume that f(u) is
C?-function of u satisfying

F0)=0, 0<|f(0) <1, flu)>0 (u€u_,0).  (27.1)

Then we have the following
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Theorem 2.7.1. Assume u_ < uy =0, (2.7.1) and (2.1.7). Then, there
exists a positive constant € such that, if ||zo|lgz + |z1|lm < €, then the
initial boundary value problem (2.5.2) has a unique global solution in time
2 satisfying

(2 € C%([0,00); H?) N C([0, 00); HY),

2 € CV([0, 00); Hy),

| 22 € L0, 00, HY), (2.72)
lim sup |z,(x,t)| = 0.

L =00 >0

The proof is almost same as former section (2.5.4)-(2.6.14). Therefore,
we state only the essential points. Multiply (2.5.7) by w(z + 2z;) where
the weight function w(¢) is determined later, and integrate it over (0, 00),
then we have the equality which corresponds to (2.6.5):
d o0 0 _ 0
E/ Ay dr + / (Ag + Ag) dx + A3 = / O(|22)(wz + 2wz) dz,
0 0 0

where

Ay = wzt + w2 4wz + sz2,

Ay = w2? + 2(fw) zez, + w22,

Ay =~ (fuw)'9.2,
Ay = —%(f(u)w(u))/z(t, 0)2

It is noted that A; is same as (2.6.6), and the conditions which make As,
Ay and Az positive definite are

i) ((fw))* <w? (i) (fw)"(¢) <0, (i) (fw)(u_) <0, (2.7.3)

where note ¢, > 0 in A, this time. In this case, instead of (2.5.9), we
take the weight function w to be

_ [ (e D)/ fu), uw € fu,0),
w(u) = { A/ F(0), w=0. (2.7.4)

where A is a positive constant which is properly chosen later. As for this
weight function, we have the following lemma whose proof is is given in
the same way as the Lemma 2.5.4.
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Lemma 2.7.2. Assume (2.7.1) and (2.7.4). Then there exists a suffi-
ciently large A such that w(u) > 0 and the conditions (i), (ii) and (iii) in
(2.7.3) hold for u € [u_,0].

Making use of this weight function w(u), we can show the L*-energy
estimates for z and its first derivatives in the same way as for (2.6.8).
Then, taking another weight function ws(u) = f(u)+ 9 this time, we can
also obtain the L?-energy estimates for the higher derivatives as (2.6.14).
Thus we can establish the desired a prior: estimate to show the Theorem
2.7.1. We omit the details.
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