|

) <

The University of Osaka
Institutional Knowledge Archive

On the zeta functions of the varieties X(w) of
Title the split classical groups and the unitary
groups

Author(s) |Asai, Teruaki

Osaka Journal of Mathematics. 1983, 20(1), p.

Citation 5139

Version Type|VoR

URL https://doi.org/10.18910/6361

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir. library. osaka-u. ac. jp/

The University of Osaka



Asai, T.
Osaka J. Math.
20 (1983), 21-32

ON THE ZETA FUNCTIONS OF THE VARIETIES
X(w) OF THE SPLIT CLASSICAL GROUPS AND
THE UNITARY GROUPS

TERUAKI ASAT

(Received April 30, 1981)

0. Introduction

Let G be one of the split classical groups SO3,, SO,,.;, Sp;, or a unitary
group defined over the finite field F, of ¢ elements. Let F be the Frobenius
mapping, GF the subgroup of F-stable elements, W the Weyl group of G and let
8 be the smallest positive integer such that F? acts trivially on W. For weW,
Deligne-Lusztig [3] has defined the F’-stable variety X(w) for any connected
reductive group. If w is a Coxeter element of W, the zeta function of X(w) was
obtained by Lusztig [9] as a by-product when he determined the Green poly-
nomial associated with . In this paper we shall determine the zeta function of
X(w) for any we W.

To state our result more explicitly, let B be a fixed F-stable Borel subgroup
of G, AX(W) the Hecke algebra of the representation of G*" induced from the
trivial representation of Bf” and let {a%; we W} be the natural basis of AX(WW).
When 8 divides 7 the number of F"-stable points of X(w) is expressed in terms
of the dimensions of the unipotent representations of G* and the trace of a% on
each irreducible representation of 2AX(¥).

The crucial point of our arguments depends on the lifting theory due to
Shintani-Kawanaka ([15], [7], [8]) and a result of Lusztig ([12], Corollary 3.9),
which says that for any unipotent representation p of G¥, the eigenvalues of F?®
on the p-isotypic component of H{(X(w)) are independent of 7 and = up to a
multiple factor of the form ¢*%, i€ Z.

Finally the author expresses his heartfelt gratitude to Professor N. Kawanaka
for his valuable suggestions and kind encouragement during the preparation of
this paper.

1. General results

1.1. First we summarize the known results (Shintani [14], Kawanaka [7],
[8]) to apply for our use.
Let m be a positive integer (maybe 1), k=F,, K=F, G a connected algebraic
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group defined over k, F the Frobenius over k, o=F |, and 4 the cyclic group
(of order m) generated by o. Let x,, x,€G*". x,0 and x,0 are conjugate in
G*" 4 (semi-direct) if and only if there exists A=EGF" such that x,=h™'x3h. If
this is the case, we say x, and «, are o-conjugate and we write x,~x,. If m=1,

we simply write x,~x, instead of Xy~ %y, The following lemma is proved in [7].

Lemma 1.1.1. For x&G*", take acG such that x=a a. Let y=""a
a™t. Then yEG”*, and the conjugacy class of y in G* is uniquely determined by the
o-conjugacy class of x in G*".  And the mapping x—'y defines a bijection : G*"| ~—
GF|~.

DeriNITION 1.1.2. We denote the bijection G* m/f;—>GF [~ in the above

lemma by ng,. (Notice ng, is defined even if m=1.) Define Rk /o="0Jk N
This also is a bijection from GF"'/'; onto G¥|~.

RemARrk 1.1.3. The reader should refer Kawanaka [8] for the relation
between the norm mapping in [loc. cit.] and our norm mapping Ny

The following lemma features some property of the mapping RNy, which is
not used in this paper. The proof is omitted.

Lemma 1.1.4. Let G be a connected reductive group and Z(G) the center
of G. Let s€Z(G)" and ucGF. Let r be the order of s. Assume m=1 mod .
Then m;}k(su)~s§]2,‘{}k(u)

N,
For XKEGF m"( the set of o-invariant 1rreduc1ble characters of GF” ), there

exists XKEGF"'A such that X | #"=X,. Let X,,EGF

A

DerFINITION 1.1.5. Let m>1. We say Xy is the lifting of X, in G*" if
there exists a constant ¢ such that Xx(ye)=cX(Rx;, ) for any yeGF". (The
lifting of X, is uniquely determined by X, if it exists. See [7].)

Theorem 1.1.6 ([7], [8], [15]).
Let m>1. Assume one of the following.
(1) G=GL,.
) G=U, (mp=1.
(3) G = SOy11, Sy or SO, (m, 2p) = 1.
Then any Xkeé\F has the lz'fting XKEG/} . And the mapping X,\— Xy defines a

F”""

bijection between GF and G

RemARk 1.1.7. The theorem is proved by Shintani [15] in case (1), by
Kawanaka [7] in case (2) and by Kawanaka [8] in case (3).

The following lemmas can be extracted from [7].
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Lemma 1.1.8. Let f, and f, be class functions on GF" A. Define class func-
tions g, and g, on GF by : g (N y)=f(yo) for any yEGF". Then
|G|~ %mf 1(¥o)f(ye) = |GF1 ™! 2] g1(x)gx)
& zcaF

Lemma 1.1.9. Let H be an F-stable closed subgroup. Let f and g be class
functions on HF" A and HF respectively If g(Rx1y)=f(ya) for any yeHF", then

(Ind §7 g) (Rxny)=(nd Sz Cent ) (yo) for any yeGF".

1.2. Henceforth G is a connected reductive group defined over k=F,, B
is an F-stable Borel subgroup, U is the unipotent radical of B, T is an F-stable
maximal torus of B and W=N(T)/T.

Let weWF" and & its representative in Ng(T)"".
Let X(w), Si, T(w)" and Rt be as in [3]. They are as follows.

S, = {g€CG; g gewU}, T(w)F = {t<T; vt =1t} ,

X(w)=S:/T(w)"U NUd™ and R}, is the virtual character of G such that
Tr(x, R )=Tr(*", 31 (— 1) Hi(X(x).

Then we have

Lemma 1.2.1 (cf. Remark 1.4.2). Let x€G*. Take aEG such that x=
F"a7la. Let y=afa'€G" (cf. Lemma 1.1.1). Then

Tr((x'F"y*, Y (—1)VHY(X(w)) = (|1 TF" |q") ‘${hEeG"; h~'y°hE B} ,
i>o
where d=dim U N U™

1.3. Let ZX¥=IndSym m 1(=the representation of G*" induced from the trivial

representation of BF"). Then ZE= 2 . @Q,gv as vector spaces with BF" act-
gEG /¥
ing trivially on @, v. As is known, End ;#"Z¥= Z‘ Q,a,,,, where a% is defined
wEW
by: akv= 2 Jub™v with Uy=UnNdU ™ (U™ is the maximal unipotent
uEUw

subgroup opposite to U). Define the linear mapping I, on Z¥ by:
I 33 cgoe 2 280 (c,€Q)). Then for any gEG™ and z€7Z,

gec? " BT ze8*" /BT
I(g5)="¢s.

Then we have

Lemma 1.3.1 (cf. Remark 1.4.2). For g€G*" and we W*", Tr(yakl,, Z¥)
=g TF" ) B {g€G"™"; g7y gEwB}, where d=dim U NwUw™".

1.4. For any x&GF, write x=""a"'a with =G and let y=afa'eG"".
By Lemma 1.2.1 and 1.3.1, Tr((x‘F")* 3} (—1YH(X(w)))=Tr(yauls, Z¥).
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Since Tr(yall,, Z¥) does not depend on the o-conjugacy class of y, we have

Theorem 1.4.1. For any yG*", Tr((ngu(y) ' F")*, 23 (—1)H(X(w)))
=Tr(yail,, Z¥).

RemARK 1.4.2. (i) The above formula (and also Lemma 1.2.1, 1.3.1) were
first appeared in [2]. This was informed to the author by Kawanaka.

(ii) It should be noted here that there are similar formulae to that of the
theorem. If F” acts canonically on R} or R,cp(r), the analogy of the theorem
is also true as is easily checked.

1.5. Let & be the smallest integer >1 such that F® acts trivially on W.
Let pe&(GF, {1}) (=the set of all (equivalence classes of) unipotent represen-
tations of GF). By Lusztig [12], Coro. 3.9, if pEH(X(w)). (=the generalized
p-eigenspace of F** on H}(X(w))), then p is uniquely determined (up to an
integral power of ¢°) by p (not depending on ¢ or w).

DerFiNITION 1.5.1.  For pe&(GF, {1}), let u be as above. Define A, to be
the constant such that A,=puq® for some r& Z and 1< |, | <¢’.

For pe&(GF, {1}), let H{(X(w)), be the largest subspace of H;(X(w)) on
which G¥ acts by a multiple of p. Then

Lemma 1.5.2. For any p=&(G*, {1}) and weW, there exists f, (X)E
Z[X, X" such that if & divides m,
Tr((@F")¥, 23 (=1 HA(X(@))o)=fo.u(a" W p(%) for any xEGT and f, . (1)=

<p, R .

2. Split case

2.1. Inintroducing the notation we only assume that G splits over K. Let
AX(W)=End z» Z¥ and S the set of simple reflections of W (corresponding to B).
Let A(W) be the generic algebra of AX(W) over the extension field of Q(X)
(X: indeterminate) and {a,; we W} be its basis. (AX(W) is obtained from A(W)
by the specialization Xi—¢" or more precisely by the homomorphism from the
integral closure of Q[X] to @ which maps X to ¢".) Let W be the set of equi-
valence classes of the irreducible representation of W. For any X& W, let v,,
v, px be the corresponding irreducible representation (or its character) of
(W), AX(W), GF™ respectively. Then ZX can be written in the form: ZX=

@ vy ®px. For an F-stable subset ] =S, let W; be the subgroup of W generated

xefr

by J, P; the corresponding standard parabolic subgroup of G, L; its standard
Levi subgroup and Z% =Ind§§m 1(=Ind€‘;§; Lyl as L7 -modules). Z7 is cano-
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nically regarded as a subspace of Z¥ and Endpt"Z%= > Q, a,| z&. The follow-
wew 7

ing are also defined: AX(W;), A(W)), {vy, vE, pK; X W,}. Since W, is a
parabolic subgroup of W, (W) (resp. AX(W)) is regarded as a subalgebra of
A(W) (resp. AX(W)). For any X'€W, and X W, define the non-negative
integer 7, ,» by: Indy, X'= >3 n, X. For X' W, let Z% (resp. Z% /) be the

xew
largest subspace of ZX (resp. Z%) on which 2X(W;) acts by a multiple of »%,. For
Xe W, Z¥ is defined similarly. The following are checked easily: for X' W,

Fm
Ind%m Z5 w=2%,Z% yy=vyQp'y, Z%= 23y V5 @p%, and for X'E W, and
XEW
xXe W, Z¥NZ%=n, ,»%@pk.

2.2. Henceforth in this section we assume G to be split over k. Then the
mapping I, commutes with any as(w& W), thus with A¥(W). Therefore each
px is regarded as an irreducible G" A-modules which is denoted by pX. By
Theorem 1.4.1, we have

Lemma 2.2.1. For any yeG*",
Tr((ner(9)7F")*, 22 (— 1 HA(X(w))) = 2 vy (au)px (ya) -

XeEW
Let JCS be F-stable. p% (X'€ W)) are similiarly defined as pX(xe W).
Now, forany z€Z%¥ andgeGF", I (gz)="¢l,(2). Thusfor X' W, Indﬁ?"‘ﬁZ’}"x,
=Z%, as G'" A-modules. Hence

Lemma 2.2.2. Assume Indjy X' = Z‘, ne X (X' € W, Ny =0).  Then

YEW
Fm GF™A . -
Indlc,}mp’};/: 23 My xpy and IndPngﬁp’,‘zlz PR
XEW XEW
Lemma 2.2.3. Assume the Dynkin graph of G does not have irreducible
components of type E, or Es. Assume that for any J<.S and X' W,, there exists

A
the lifting of p in L5". Then for any XEW and yEGF", pk(Ren(y)=pE(yo).

Proof. By Lemma 1.1.9, (Ind$ 1) (Rgy)=(IndSen4h 1) (yo) for any ye
GF”". Thus

(a) 2} dim X i (Resny) =

XEW

S'dim X .x(ys) for any yeG*™".
xeW P

The existence of the lifting of each p% shows for each X& W there exists X' W
such that pf(Nx,y)=cp(yo) for any yEGF" and c=1. (This is checked by
taking the inner product with the relation (a). See Lemma 1.1.8.) If X=1, the
statement of the lemma is obvious. If X=S%, (=the sign character of W), it is
also obvious. This proves the case when the semisimple rank of G is 1. Assume
the semisimple rank of G>2 and the statement holds for any L; with J&S.
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Let JSS. Then for any X'€W; and yeGF”", pt(Ryny)=p5A(ya). Write
Indj,X'= 3} m»X. Then by Lemma 2.2.2, 231 Py (Rxpy)= 2 P X(yo)

XEW XEW xew
for any y&GF". Thus the lemma is an easy consequence of the following well

known result (cf. Benson-Curtis [1]):

Let (W, S) be the Weyl group which does not have the irreducible factors
of type G,, E; or Eg and assume rank (W, S)>2. For X,, X, W if X lw, =Xl w,
for any J &S, then X,=X,.

By Lemma 2.2.1 and 2.2.3 we have
Lemma 2.2.4. Assume the assumption of Lemma 2.2.3. Then

Tr((x™F")*, 32 (—1YH{(X(w)) = 2 vy (au)pu(nijix) for any xEGT .

XEW
2.3. If G=GL,, we can easily check the following theorem, which is proved
in [2] and also by Lusztig independently.

Theorem 2.3.1. Assume G=GL,. Then
(i) Ph(nxny) = PE(yo) for any XE W and yeG*",
(i) fo,o(X) = vy(a,) for any XEW and weW ,
(i) | X5 = 2 vy(ay) dim py .

XEW
24. In 2.4 we assume G==Sp,,, SO,,,, or SO3,.
Lemma 2.4.1. If (m, 2p)=1, then
(1) Efp NP = Z Uy (aK)P'x Ly

() 31fpulg" dim p — 3 vE(at) dim p}

xew

where p ranges over E(GF, {1}).
Proof. By Lemma 1.5.2 and 2.2.1, 2 Jo @ )N o(ngpy)= 2 vy (a%)Px (yo)

for any y&G*". By Theorem 1.1.6 and Lemma 2.2.3, ﬁ,’f(yo-) P Ryny)=
pY(mifingy) for any yEGF”. Thus we have (i). Since 7,({1})= {1}, we have

(ii).
To proceed further we need some lemmas. The following one is obvious.
Lemma 2.4.2. Let c,,++,c,, %, "+, %,EQ]. Assumﬁgrc;x§:0 for t=1,

r.  Then there exist 1<i= j<r such that x;=x;. )

Lemma 2.4.3. Let f(X), g(X)*=0€Q,[X], ¢ a positive integer (maybe 1)
and NEQF. Assume f(q")\N"=g(q") for any positive integer m such that (m, t)=1.
Then N=8q" with § a t-th root of unity and o an integer.
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Proof. Write (X)= X} a,X", g(X)= ] b, X(a;, b;=Q,). By the assump-
0<i<” 0<i<s
tion, f(g™* A"+ =g(¢™*") for any mE N. Thusoz} a g Mg \)"= ] big'(g¥)”
<< 0<s<s
forany meN. If i%j, ¢""=+4" and ¢'A'==¢""\'. Thus, by Lemma 2.4.2, ¢"'\/

=q" for some 0<i<r, 0<j<s. Therefore A={¢” with { a ¢-th root of unity
and « a positive integer.

The following proposition is known when ¢ is larger than the Coxeter
number of G (cf. Lusztig [12], p. 25, (d)).

Proposition 2.4.4. For any p&(GF, {1}), v,=1 or —1.

Proof. If p is not cuspidal, the computation of A, is reduced to the groups
of smaller ranks. Thus it remains to check for the cuspidal p,e&(GF, {1}).
Take we W such that {p,, R >#0. Then f, ,(X)=+0 (cf. 1.5). If (m, 2p)=1,
2 fo(@")Ny dim p= 3]} v;(a%) dim py by Lemma 2.4.1, (ii). We may assume if

xeW
PF+py, Np=1o0r —1. Thus, for any positive integer m such that (m, 2p)=1, we

have fo (g™ N5, dim py b 3o (g™ Modim p= 3 v(a) dim pf. Applying Lemma
PPy xew

243 we have A}’=1 (since 0< |\, | <g). Thus it suffices to prove A\, EQ.
But for any pos1t1ve integer m, fo (4" )Np, dim py+ 23 fo (@)X, dim p="Tr(F™*,
PP

DW= 1) H(X(w)))=| X(w)™™|. Thus f, .(¢")\nERQ for any positive integer m.

Since f,, ,(X)=+0, there exists an integer m, such that if m=>m, f, .(¢")=0.
Thus if m>my, A5;EQ. Therefore np=(Ny)" N, EQ.

Lemma 2.4.5. Z fo.lX)Nop= 23 vx(a,)p5-ijk as Q[X]-linear combinations
xeWw
of class functions of G*.

Proof. Fix yeG”. By Lemma 2.4.1 and Proposition 2.4.4, if (m, 2p)=1,
then 2 fo. @ MNop(¥)= 2 w(a%)pk(ni/ky). Since there exist infinitely many
positive integers m such that (m, 2p)=1, Z FouXep(y)= 2 vu(@n)Py(mipy) as

XEW

polynomials in X (with y&G¥ being fixed). This proves the lemma.
For X& W, let Re=|W|™ 3} X(w) R},. Then
Lemma 2.4.6. pl-nii= ; {Ryy PONP-

Proof. By the specialization X !—>1, the relation in Lemma 2.4.5 is specialized
2 <Rt PPNop= E X(w)py+nij. Hence

XEW

px-mife (= | W _leWX(w) 23 X(w) px, * /i)
€ xew
= |W| ‘lw‘EZWX(w) g <{RY PONoP = Zp‘. <Ry, pONop -
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Lemma 2.4.7. (i) For any wEW and p€&E(G”, {1}), fo,o(X)= 2] v«(a.)
XEW

<Ry, p.

(i) Apv-lf o.u(X)P =x%”x(aw)Rx .

Proof. (i) Nofo,wn(X)=C ol XNepry P2 = 23 v4(a0) <Pl mich, P> (by
Lemma 2.4.5)= 31v,(a,){Ry, p>\» (by Lemma 2.4.6). This proves (i). (i) is

XEW
an easy consequence of (i).

Theorem 2.4.8. Let weW.
(i) If mis odd, | X(w)"™" | = 2] vy(ak) dim p; .

XEW
(ii) If mis even, | X(w)™"| = 2]v5(av) dim Ry .

XEW

Proof. |X(w)™"|=31f, .(¢")\y dim p. Assume mis odd. Then | X(w)™" |
)
=" fo.u(g")Ns dim p (since A,=1 or —1)= X} vf(ak) p¥(nr;:{1}) (by Lemma
) S

XEW
2.4.5)= 2} vy/(a¥) dim pj. Assume m is even. Then | X(w)"" | :gfp,w(qm) dim p
XEW
— 1v#(ak) dim R, (by Lemma 247, (ii)).

XEW

The following lemma is well known (cf. [4]).

Lemma 2.49. Let N be a semisimple and symmetric algebra over the
algebraic closed field of characteristic 0. Let {e,,-,e,} be a basis of A and {e¥, -,
€F} beits dual basis. Let X,, X, be the irreducible characters of A. Then 33 X,(e;)

X,(e¥)=0 if and only if X,=+X,.

Theorem 2.4.10. (i) If mis odd, pX(yo)=piUxny) for any XE W and
yeGF”,
(i) If m is even, px(ya)=Ry(ng.y) for any X W and yeGT".

Proof. Forany yeG™ and weW, 3} v(ah)py(yo)=Tr(((neny) ' F")*,
XEW

23 (—1)H{(X(w)) (by Lemma 2.2.1) =1, ,(¢")Ayp(nxpy). Assume m is odd.
Then 3v(au)px (y9)=23fo,olq" Mo (mriPxrny) = 2375 (@) pi(Rcsny) (by Lemma

XEW XEW
2.4.5). Thus 3} vy (an)py(yo)= 2] vx(au)px(Nkny). Hence we have (i) by the
XEW XEW
orthogonality relations in Lemma 2.4.9. (ii) is proved similarly.

REMARK 2.4.11. If char F, %2, then R,=R,+n;; by the following lemma.
Therefore “ny,, in (ii) of Theorem 2.4.10 can be replaced by “Yy,, if char F,
#2. 'This seems to be true even if char F;=2.
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Lemma 2.4.12. Let G be a connected reductive group over F,. (We do not
assume the assumption imposed on G in 2.4.) Let x&G* and x=su be the Jordan
decomposition (s: a semisimple element, u: a unipotent element). Assume u is con-
tained in the identity component of the centralizer of u in Zy(s). (Notice uc Zg(s)’
by [16], Corollary 4.4.) Then for any F-stable maximal torus T of G and linear
character 0 of TF, R} (ny(x))=R%().

Proof. Let H=Z(s)". Let T’ be an F-stable maximal torus of H. Take
ac T’ such that s=a"'Fa. Take b&Zy(u)° such that u=>b"'b. Then x=su=
sb™ Fb=b"'sFb=b""a " aFb=(ab)'F(ab). Thus n,,(x)="(ab) (ab)'=Fa"bb 'a™!
Fabub™'a*=%aua™ (b commutes with #)="aa 'aua™'=saua™'. Therefore n,,(x)
=saua™". Since s commutes with aua™ and aua™ is a unipotent element, 7, ,(x)
=s(aua™) is the Jordan decomposition of n,,(x). Let {g,---,g,} be the repre-
sentatives of HF\{geGF; g 'sgcT}. Then by [2], Theorem 4.2, we have
REW)= 3} Qg n()0(eTsz). Similarly, RE(un(s) = 33 Qpryrs (e

0(g7'sg;). Let H,; be the adjoint group of H and z: H—H,; be the canonical
mapping. Since a™Fa=seZ(H), w(a)H{;. Thus =(x) and 7(aua™) are con-
jugate in H{;. Therefore Qg 7, g(4)=Q (4,741 1, (7(4)) = Qi Tgr, H(aua™).
Hence R%(x)=R%(m/(x)).

2.5. In 2.5, we wish to describe some conjectural statements flourishing
from Lemma 2.4.6, if we assume Conjecture 4.3 of Lusztig [12]. To do this
we need to recall some results of [11], [12]. For A€, (resp. ®;), let p, be
the corresponding unipotent representations of Sp;, or SO%,.; (resp. SO ).

For X W,, (resp. W,), let A be the corresponding symbol class in &, (resp. ®; )
and we put Ry=R,. For A€®, (resp. ®;), write A=(X U (Y-I), X UI), where
X, Y are finite subsets of {0, 1, 2, ---}, XN Y=¢, I is a subset of ¥ such that
2 |I|+1=1|Y| mod 4 (resp. 2 |I|=|Y'| mod 4). Now, fix X and Y. We put
| Y| =2s or 2541, and assume s >0 if | Y|=2s. Let Y={N\,<M<Ap}, Y=
Ao Ao Ny oo} and Y= {r;, A5 N5, -}, Let @ be the set of all subsets of ¥ and
®,={I€@®: |I|=smod 2}. Then ® is regarded as a vector space over F, by
the addition: I, Je®—IJ=IU J—IN J and ®, is regarded as a subspace. By
the bijection ® —@®, (I—=IY"), we can regard ®, as a vector space over F.
Define Q: ® (— {1} (I~ (—1)11=9/%), If we identify F, canonically with {{-1},
the mapping € is regarded as a quadratic form on @, whose associated bilinear
form B is: I, JE€® ¢—B(I, J)=(—1)"X"+1/0¥"1+11u/1 Thys the Fourier trans-
form of Lusztig [11], [12] takes the form:

Pxur,xun = Z—SJEE@ B(Ia ])P(xu]’,xu/) for I€®;.

DrriniTION 2.5.1. (i) For a class function f on GF, let fA*=f+m;,. A?=1
and dim f*=dim f. (Notice that for any connected algebraic group G over F,,
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if x"€Zg(x)", then nj( {x})= {x}.)
(ii) Let Ry y= D1@Qipxvs’ xun. Define the linear automorphims A of
JEEs

Ry ybythe condi’cionﬁ‘f,(u,/.,{lj p=QI)pxnr xunforIE®,. Sincedimpxy; xup
=0 if |I|+#s, we have dim f2=dim f for any f Ry .

It can easily be checked the following
Lemma 2.5.2. For any JE®,,
Q(I)Pz(x ur',xun = Z—SJEE& B(I’ ])Q(])P(x uJ/,xul) -

Theorem 2.5.3. Assume Conjecture 4.3 in [12] is true. Then for I1€®,,
Mo, xun=8() (=(—=1)011-912),

Proof. By the induction of the semisimple rank of G, it is needed to check
only for the cuspidal p(y 1. xur(fo o1 It=Y). Thus we may assume the state-
ment is true if 71, I{. Since we have assumed Conjecture 4.3 in [12],
Rixur xvn = bxur xup if |I|=s. Thus by Lemma 2.4.6, R(XUI’,XUI) =
2—'J§$B(I’ ])Q(]) Pxui’,xul)- But dim RA(X ur',xun = dim R (4 v, xun =

dim R&,,y xup.  Thus 2 52@ B(I, )Q(J) dim pxus xun = 2—25) B(I, ])

Mocx vy xus dim pcxyj7 x v by Lemma 2.5.2. This relation shows our statement.

RemARK 2.5.4. (i) The statement of Theorem 2.5.3 is a counterpart of the
statements for some families of the unipotent representations of the exceptional
groups given in Lusztig [12], p. 45 and [13], p. 335.

(if) Assume char F,#2. Lemma 2.4.12 and the proof of Theorem 2.5.3
show that A and A coincide on the subspace & of Ry, which is spanned by
{pxur xun Prxur xuns IEC, [I|=s} and {Rixuy xun; IEC,, |I|=s} under
the assumption of Theorem 2.5.3. If |Y|=1,3 or4, &=Ry,. If |Y|=5or
6, dim ©=dim Ry y—1. We may ask if the following is true (cf. Remark 2.4.11).

CONJECTURE 2.5.5. A=A.

3. Unitary case

The method which we applied in the case of split classical groups is also
effective for the unitary groups. Let G be the unitary group U, over F, and
we assume m is an even integer. The Weyl group W is canonically identified
with the symmetric group S, and we assume the generic algebra A(W) (cf. 2.1)
is over the extension field of (X) which contains X? (X"? being fixed). Let
®(n) be the set of all partitions of n. For a=®(n), let X, (resp. v,,) be the
corresponding irreducible representation (or its character) of W (resp. 2A(W)).
The following lemma is easily checked by the induction on .
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Lemma 3.1. Let w, be the longest element of W and a=(a,;>--->a,>0)
e®(n). Define C.,z(;)+1§s(j—i). Then a’,, acts as a scalar X s on the re-

1<j<e;

bresentation vy, of A(W).

Let the notation be as in 2.1. We write p} instead p%, of for a=®(n) to
simplify the notation. Since af I, commutes with AX(WW), each irreducible com-
sonent p% of ZX is regarded as a G*" 4-module p% by the mapping ot (g") Ca/m

K
Luylp

For a€®(n), let pb=|W| “wgwx,,(wwo)erw. If we put ne=the signature of

1im p%, then by [14], n.p% is the irreducible representation of GF and all the uni-
yotent representations of G* are of this form. For the simplification of the no-
ation we let fo ,(X)=2afr4080(X) (@ EC(n), WEW), Ae=nN7,0%. Then

Theorem 3.2. Assume char F,+2. Let ac®(n) and weW. Then
(1) Ph(ngny)=(—1)"?p%(yc) for any even integer m and y=GF",
(1) fau(g")Nat=v54(akal)) (—q) for any even integer m,

(i) | X()"| :mgﬂn)vﬁw(aﬁaﬁo) (—g)~"Ca’2 dim p, for any even integer m.

Our proof is based on Kawanaka [7] as is stated in the introduction. In
this respect, (i) of the theorem for cuspidal or subcuspidal p%’s is essential.
The detailed arguments, which is slightly tedious, are omitted.
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