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大阪大学大型計算機センター・ニュース (No.13) 1974-5 

プログラム・ノート

科学計算用サブプログラム・ライブラリ

(SSL)の追加について

49年4月現在，下記のプログラムが当大型計算機センターの SSLとして登録されました。

これらは，京都大学大型計算機センターから譲り受けたものです。都合でディスクには登録さ

れていませんので，利用者はソースカードで入力しなければなりません。御希望の方には，ソ

ースプログラムのリストをさしあげますので共同利用掛に申し出て下さい。

ライブラリィ名 LMINF

LINEAR MINIMIZATION WITHOUT USING DERIVATIVE 

直線上の極小化（微係数を使用しない方法）

作成者：星野聰

1 . 概要

n次元空間中のベクトルに沿って，関数の極小化を行なう。

関数計窮回数を節約するために，内挿において，より小さい関数値を見出せば， RETURN

する。

2. 使用法

2. 1 呼出し手順

CALL LMINF (TEST, N, X, F, YS, EPS, IER, STEP, INIT, XO, Xl, X2) 

引数 型と種類 内 容

極小化を行なう関数を定義するサプルーチン名である。
このサプル チンは

SUBROUTINE TEST (N, X, F, INIT)の形をもつこと。ここで

N :xの次元数，整数型変数名，入力
X ：関数Fに対する位置ベクトル，実数型配列名，大きさはX(KK),

TEST サプルーチン名
KK~N。

F ：実数型変数名，関数値を入れること。

INITINIT=Oならば関数の計算の他に，必要な initializationも行な
ようにすること。

INITキ0のときは関数の計算のみ行なう。整数型変数名。

@TESTは呼ぶ側のプログラムでEXTERNAL宣言をする必要がある。

N 整 数 土汗lj 極小化を行なう関数の次元数。入力，保存される。
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引数 型と種類 内 グ介マ

N次元の位置ベクトル。

実 数 土汗IJ
linear searchの開始点の位限ベクトルを setして， LMINFに入ること。

X 
1次元配列名

returnの際には， linearsearchの結果として求められた，位置ベクトルが

入っている。

入力および出力。大きさはX(KK),KK;;?;N。

極小化しようとしている関数の値。

linear searchの開始点における関数値を setして， LMINFに入ること。

F 実数型変数名 returnの際には， linearsearchの結果として求められた位脱における関数

値が入っている。

入力および出力。

linear searchの方向ベクトル。大きさは YS(KK),KK;:?;;N。

実 数 土汗I)
サプル チン LMINFをcallする際に setしておくこと。

YS 
1次元配列名

LMINF内で符号が変えられることがある。

LMINFで行なわれる最初の searchの大きさは， LMINFがcallされたとき

の引数 STEPの大きさと IIYSIIの積にひとしくとられる。人力および出力。

LMINFで行なわれる最初の searchの大きさを決める。従って LMINFを

STEP 実数型変数名 callする際に setしておかねばならない。外挿が行なわれるたびに 2倍され，

内挿が行なわれるたびに％倍される。人力および出力。

内挿を行なった際の searchによる変位の大きさがEPSの 1/100以下になる

EPS 実 数 土汗lj
と，内挿を打切って returnする。この際IERはー 2にsetされる。

この値の選び方は関数の性質により異なるが，テストにおいては，単精度の

場合 10-•, 倍精度の場合10-12を使用した。入力，保存される。

return conditionを示す。出力。

IE R=-1: LMINFでzerodivisionが起ったときに setされる。

通常，極小点に十分近いときに発生する。

IER 整数型変数名
IER=-2 : LMINFで内挿が10回以上行なわれたとき，およびsearchに

IE R - よる変位の大きさがEPSの 1/100以下になったときに，内

挿を打切り， IER=-2として returnする。

この時， STEPは1.0にsetされる。

IER=O :」：記以外の時

!NIT 整数型変数名
LMINF内でサプルーチン TESTのCALLにおいて引数として用いられる。

(TEST参照）。入力，保存される。

XO 
実 数 ニ斤ヒlj 

Xl 
1次元配列名

作業用として用られる。大きさは XO(KK),Xl(KK)、X2(KK),KK;;,; N。

X2 

2.2 精度

関数の性質により異なる。

3. 計算方法

n次元空間中のベクトルに沿って minimizationを行なう。

まず，このベクトルに沿って 2点（そのうち 1点は searchの開始点）をとる。新しくとら

れた点での関数値が開始点の関数値より大きければ，これと反対方向で同距離の点での関数値

を求める。この点の関数値も，開始点での関数値より大きければ，第 1の step(extrapolation) 

-17 



は終る。

もし，開始点の関数値より小さい関数値が現れると， stepを2倍にして，新たな点での関数

値を求める。これが前の点より大きい関数値をもてば， extrapolationを終る。逆の場合には，

さらに stepを2倍にしてすすむ。これをくり返し行なって，図 1のような関係をもつ 3点a,

b, Cを求める。

fo 
9ヽ

fb 

。
b
 

d
 

c
 

図 1

fa>几， [b<fc 

次にb,Cの中央の点dで関数値{aを計算して

に＜和ならば区間 be

{d;;;;; 几ならば区間 ad

を考える。

次に内挿を行なう。これは関数を 2次式で近似して微係数がゼロになる所を計算し，区間長

を減少させて行く。

f
 

，

．

 

fo 

yi 
Y Y2 

図 2

y。

とするとき，

fo -{s 
(y,-y2) 

yo-y2 
y-yz = 

2 { fo -/2 _ !, -[2 
y。―y2 y, -y2 ｝ 

で，微係数がゼロになる点の新しい近似とし，ここで関数fを計算する。

f>ん ならば区間 (y,yo) 
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戸正ならば区間(y1, Y2) 

を新しい区間とする。

この操作をくり返して行なう。

内挿の打切りは

1. 内挿の繰返し回数 (LIM=lO回以上）

2. 内挿による変位の大きさ (EPST=EPS* 0. 01以上）

によって行なっている。

〔備考〕

サプルーチン POWから LMINFをcallすることもある。

〔参考文献〕

vV. H. Swann. Report on the development of a new direct searching method of optimization, C. I. 
L. Research Note 64/ 3. 
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ライブラリィ名 POW

MINIMIZATION OF FUNCTION WITHOUT USING DERIVATIVE 

関数の極小化（微係数を使用しない方法）

作成者：星野聰

1 . 概要

関数の極小を求める。関数の偏微係数は必要としない。 unconstrainedの場合である。

n次元空間内の点Xから出発して linearsearchを行ない，より小さい関数値を見出して

returnする。この subroutinePOWをくりかえし callすることによって極小を searchする

ことができる。 linearsearchの方向は，このサブルーチンの内部で計算される。また，

linear search自身はサプルーチンを内部で callすることによって行なわれる。

2. 使用法

2. 1 呼出し手順

CALL POW(TEST, N, X, F, YS, EPS, STEP, INIT, IER, NN, RITA, XS, FN, Y, 

XO, Xl, X2, DD) 

引数 型と種類 内 容

極小化を行なう関数を定義するサプルーチン名である。

このサプルーチンは，

SUBROUTINE TEST (N, X, F, INIT) 

の形をもつこと。ここで

TEST サプルーチン名 N :xの次元数，整数型。
X ：関数Fに対する位鷹ベクトル， 1次元実数型配列名，

大きさは X(I<),K;;,;; 応

F ：実数型変数名。関数値を入れること。

INIT: INITの項，参照。

⑮ TESTは呼ぶ側のプログラムでEXTERNAL宣言をする必要ざある。

N 整 数 土汗I) 極小化を行なう関数の次元数。入力，保存される。

N次元の位置ベクトル。

実 数 土汗I) 最初に，極小化を始める初期値ベクトルの値を setすること。 POWから
X 
1次元配列名 returnすると 1回の linearsearch後の位謹がXに入る。大きさはX(K),

K;;:;N。 入力，出力。

F 実数型変数名
極小化しようとしている関数の値。入力，出力。

POWから returnすると linearsearch後の関数値が入る。

実 数 型
linear searchの方向のベクトル。出力。

YS 
1次元配列名

サプルーチン POWの内部で計算されるものである。
大きさは YS(K),K;i;; 応
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弓l数 型と種類 内 容

1回の fullpowell stepを行なった結果生じた displacementがEPS以下

になると convergeしたものと判定する。

このとき IERに1をsetして returnする。

EPS 実 数 型
EPSはまた linearsearch自身を行なうサプルーチン LMINFにおいて，内

挿の打切りを行なうときの条件としても用いられる。これについては，

LMINFの説明を参照のこと。この値の選ぴ方は，関数の性質により異なる

が，テストにおいては，単精度の場合， 10-• を，倍精度の場合には 10-12を

使用した。入力，保存される。

サブルーチン LMINFによる linearsearchで用いられる変数である。

STEP 実数型変数名 (LMINF参照）

また STEPはPOWによって行なわれる最初の searchの大きさにひとしい。

INIT 整 数 汗ギI J 
サプルーチン LMINFの実引数となる (LMINF参照）。

最初POWをcallする前に INITをゼロにセットしておく必要がある。

return coditionを示す。出力。

IER= 1 : convergeしたことを示す。

すなわち， linearsearchによる displacementがEPS以

下になった場合である。

JER=O ：まだ convergeしていないことを示す。

IER 整数型変数名 つづいて POWをcallすればよい。

IER=-1 : サプルーチン LMINFで zerodivisionが起ったことを示す。

通常，充分，解に近いことが多い。

IER=-2: サプルーチン LMINFで内挿の打切りが起ったことを示す。

(LMINF参照）

POWの計算はそのまま続ければよい。

NN 整 数 土汗I) 配列RITAのDIMENSIONの第 1添字。入力，保存される。 NN;;,:;N。

RITA 
実 数 型 searchの方向 YSの記憶に使用される実数型配列。作業用として用いられる。

(2次元配列名） 大きさは RITA(NN,KK), KK~N。

XS, Y, 
実 数 型 いずれも，作業用として用いられる一次元配列である。

XO, Xl, 
1次元配列名 大きさは各々 N以上であること。X2,DD 

FN 
実 数 ギ汗lj 

作業用として用いられる一次元配列である。大きさは FN(K),K;;:e:;N+ 1 
1次元配列名

2.2 精度

関数の性質によって異なる。

2.3 使用ルーチン

サブルーチン LMINF, および極小化しようとする関数を定義するサブルーチンが必要であ

る。

2.4 備考

収束したと判定した場合でも，確かに所要の極小点であるかどうかは，利用者が判定する必

要がある。
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3. 計算方法

POWELLの方法により，関数の極小を求める。すなわち，一次独立な方向 f,,如，…，己

と点p。が与えられたとき

(1) r=l, …, n に対して， f(p,-1十入も）が fr方向に対して極小になるように入T をきめ，

Pr=Pr-1十入Tも

とする。

(2) I /(pm -1)-{(pm) Iが最大であるような m を見出す。

ただし， m=1, 2, …, n である。

△ = f(Pm-1) -/(pm)と定義する。

(3) ん=f(2pn-p。)を計算する。

八 =f(p。），ん=f(pn)と定義する。

(4) fa ;.;;f, と

1 
(/, -2ん十八）・(/,-/2―△) 2 ;.;; ー△(/, -{s)2 

2 

の，少はくとも一方が成り立てば，前回の方向も，合，…，釦を次の iterationで再び

用いる。また， Pnは次の iterationにおける p。とする。

その他の場合には，

(5) f=(pn-p。）と定義し，入を f(pn十屁）が最小ななるようにきめる。次の iterationで

はも， tz,…，もm-1,t+lt +l f を新しい searchの方向とし，また， Pn十店を次回の

iterationでの startingpointとする。

〔参考文献〕

M. J. D. Powell, An efficient methodsfor finding the minimum of a function of several variables 

without calculating derivatives, Computer Journal, Vol. 7, (1964) 
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ライブラリィ名 LMIN

LINEAR MINIMIZATION USING DERIVATIVE 

直線上の極小化（微係数を使用）

作成者：星野聰

1 . 概要

n次元空間中のベクトルに沿って関数の極小化を行なう。

関数計算回数を節約するために，内挿においてより小さい関数値を見出せば returnする。

すなわち， n次元空間中の一点 XよりベクトルYS方向（関数が滅少する向き）に linear

searchを行ない，より小さい関数値F を与える点 Xを求める。

2. 使用法

2. 1 呼出し手順

CALL LMIN (TEST, N, X, F, G, YS, EPS, IER, INIT) 

弓I数 型と種類 内 容

極小化を行なう関数を定義するサプルーチン名。

このサプル チンは

SUBROUTINE TEST (N, X, F, G, !NIT) 

の形をもつこと。ここで

N :xおよびGの次元数。入力，保存される。
X ：関数Fに対する位置ベクトル。実数型 1次元配列名。

大きさは X(KK),KK;;s; 応

TEST サプル チン名 F ：実数型変数名。関数値を入れること。

G ：関数Fに対する gradientベクトル。実数型 l次元配列名。

大きさは G(KK),KK~N。

!NIT: 極小化を行なわせるとき，最初にゼロに setする必要がある整数型

変数である。すなわち，サプルーチン TESTでは，!NITキ 0の場合

には，関数の計算のみ行なうが， INIT=0ならば，この他に必要

なinitializationも行なうようにしておくことが必要である。

TESTはcallする側で EXTERNAL宣言をする必要がある。

N 整 数 土汗IJ 極小化を行なう関数の次元数。入力，保存される。

N次元の位置ベクトル。

X 
実 数 土汗I] linear searchの開始点の位置ベクトルを setしてLMINに入る。

returnの際は， linearsearchの結果として求められた位置ベクトルが入っ

1次元配列名 ている。

大きさは X(KK),KK;?; 応

極小化しようとしている関数の値。入力，出力。

F 実数型変数名
linear searchの開始点における関数値を setしておいて， LMINをcallす

ること。 returnの際には linearsearchの結果として求められた位府におけ

る関数値が入っている。
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弓l数 型と種類 内 容

極小化しようとしている関数の gradientの値。入力，出力。

大きさは G(KK),I<K;;N。

G 
実 数 ギ,frJ linear searchの開始点における関数の gradientをsetしておいて LMINを

1次元配列名 callすること。

returnの際には， Iinear searchの結果として求められた位置における関数

のgradientの値が入っている。

linear searchの方向のベクトル。

サプルーチン LMINをcallする際に setする必要がある。

YS 
実 数 型 大きさは YS(KK),KK;,;;N。

1次元配列名 YSの長さは，このベクトルの方向でsearchの開始点から極小点までの距離

の推定値にひとしくしておくこと。

ただし， LMINでYSの長さをかえることがある。

内挿を行なって生じた変位の大きさが， EPS*0.01以下になれば内挿を打切

EPS 実 数 j土flj 
って returnする。このとき IERを 4にsetする。

EPSの選び方は，関数の性質により異なるが，テストにおいては，単精度の

場合 10-• を，倍数度の場合には 10-12を選んだ。入力，保存される。

return conditionを示す。出力。

!ER=-2 : searchの方向の gradient成分がゼロまたは正のときに set

される。ただちに returnする。

IER=-3: 内挿で zerodivisionが発生したときに setされる。極小点

IE R 整数型変数名 に近い場合が多い。

!ER=-4 : linear searchのdisplacementがEPS*0.01以下になった

ときに setされる。

linear searchの開始点が極小点に充分近しヽ場合である。

!ER= 0 ：に記以外のとき。

Ii¥'IT 整数型変数名 LMIN内でのサブルーチン TESTのcallにおいて，引数として用いられる。

2. 2 精度

閃数の性質によって異なる。

3. 計算方法

search vector YSの方向に関数値fが減少していることを確かめてから，外挿を行なって，

閃数の極小が，区間内にはさまれるようにする。すなわち，より大きい関数値が現われるか，

正の gradient (YS方向の成分）が現われるまでくり返す。

fを linear searchの開始点での関数値， gbをこの点での gradientの search方向の成分と

する。 initialsearch vectorは 7/・YS(I)で与えられる。ただし，

2j 
7]= 

gb II YS II 

この nが1.0をこえるときは， rJ=l.0とする。この searchvectorの長さは，外挿を行な
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うたびに 4倍される。

次に cubicinterpolationを行なって，区間の両端の関数値よりもより小さい関数値をうる

まで内挿をくりかえす。

すなわち，点 Ix>より，方向 Is>にそって極小を求める。いいかえれば，関数 fが極小に

なる Jx>+als>をきめる。このために一点

ly>=lx>十入 Is>

の情報を用いる。すな.わち， x,y点での関数値と gradientをfx, I gx>, fy, lgy>とすると

き，

ここで，

〔参考文献〕

a <gyls>+w-z 
-=1-
入 <gyls>-<gx is>+2w 

w=(z2-<gx ls><gy Is>)½ 

3 
z=一Uxーん） +<gx ls>+<gy Is> 
入

R. Fletcher, M. J. D. Powell, A rapidly convergent method for minimization, The Computer 

Journal Vol. 6 (1963) 
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ライブラリィ名 DAVID

MINIMIZATION OF FUNCTION USING DERIVATIVE 

1 . 概要

非負の関数の極小を求める。関数の偏微係数を必要とする。 unconstrainedの場合である。

n次元空間の点Xから出発して linearsearchを行ない，より小さい関数値を見出して

returnする。このサプルーチン DAVIDをくり返し callすることによって，極小を search

ることができる。 linearsearchの方向は，このサブルーチンの内部で計算される。また

linear search自身はサプルーチン LMINを内部で callすることによって行なわれる。

2. 使用法

2. 1 呼出し手順

CALL DAVID (TEST, N, X, F, G, Y, YS, H, NN, EPS, INIT, IER, SIGMA, 

TEMPI, TEMP2, TEMP3, DIAG,) 

引数 型と種類 内 容

TEST サプルーチン名
極小化を行なう関数を定義するサプルーチン名である (C7/LMINのTEST

の項参照）。

N 整 数 型 極小化を行なう関数の次元数。入力，保存される。

N次元の位置ベクトル。入力，出力。
実 数 土汗I)

最初は極小化を行なわせる初期値ベクトルの値を setすること。
X 
1次元配列名 DAVIDから returnすると， 1回の linearsearch後の位置がXに入る。

大きさは X(KK),KK;;; 芯

F 実数型変数名
極小化ピようとしている関数の値。入力，出力。

DAVIDから returnすると linearsearch後の関数値が入る。

実 数 土ぅflJ 
極小化しようとしている関数のgradientベクトル。出力。

G 
1次元配列名

DAVIDから returnすると， linearsearch後のgradientの値が人る。

大きさは G(KK),KK~N。

y 実 数 型 linear searchの前後における gradientの差が入れられる。出力。

1次元配列名 大きさは Y(KK),KK_;,;N。

実 数 汗土I ) 
linear searchの方向のベクトル。

YS 
1次元配列名

サプルーチン DAVIDの内部で計算されるものである。

大きさは YS(KK),KK;,;;; 応出力。

H 
実 数 型 Jacobianの逆行列が入れられる。出力。

2次元配列名 大きさは H(NN,KK), KK;,:;N。

NN 整 数 汗土I J 配列HのDIMENSIONの第 1添字を与える。入力，保存される。 NN,e;N。
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引数 l型と種類

EPS I実数 型 I

内 容

linear searchを行なった結果生じた displacementがEPS以 Fになると収
束したものと判定する。このとき， IER=1にsetして returnする。

EPSは，また linearsearch自身を行なうサプルーチン LMINにおいて，

内挿の打切りを行なうときの条件として用いられる (C7/LMINを参照のこ

と）。この値の選び方は，関数の性質により異なるが，テストにおいては，単

精度の場合 10-• を，倍精度の場合は 10-12を使用した。人力，保存される。

最初 DAVIDをcallする前に INITをゼロに setする必要がある。 DAVIDで

INIT I整数型変数名 Iは， INITにゼロでない値を setする。入力，出力。

!ER I整数型変数名

SIGMA 

INITはDAVIDの外部で以後，変化させてはならない。

return conditionを示す。出力。
IER= 1 : 収束したことを示す。

IER= 0 : 収束していないことを示す。

つづいて DAVIDをcallすればよい。

IER=-1 : 行列Hのresetがひきつづいて発生したときである← 充分解

に近いことが多い。

これは次の場合におこる。

(1) <aly>茎〇

(2J <y I H I y>~0 
行列Hは，対角線上がDIAGにひとしく，それ以外の要索は

すべてゼロにひとしい行列に resetして， linearsearchを

再開する。

IER=-2 : サプルーチン LMINにおいて, searchの方向の gradient成

分がゼロまたは正のときに setされるが， DAVIDと共に用い

る場合には発生しない。

IER=-3: サブルーチン LMINにお tヽ て，内挿でzerodivisionが発生

したときに setされる。

解に充分近い場合が多い。

!ER=-4 : LMINで linearsearchによる変位がEPS* 0. 01以下になっ
たとき setされる。

DAVIDについてはそのまま計算をすすめればよい。

INIT=Oの状態で最初に DAVIDをcallすると， IER=Oと initializeされ

る。

TEMPI I実 数 型 作業用として用いられる。

TEMP2 1次元配列名 大きさは各々 N以～上であること。
TEMP3 

配列Hは最初DAVIDがcallされるとき (!NIT=0のとき）に，対角要索は，

DIAG I実 数 型 Iすべて DIAGにひとしく，その他の要索は，ゼロにひとしい行列に setされ
る。通常， DIAG=l.Oとしておけばよい。人力，保存される。

2.2 精度

関数の性質によって異なる。

2.3 使用ルーチン

サプルーチン LMINおよび極小化しようとする関数を定義するサブルーチンが必要である。

,3. 計算方法

DAVIDONの方法により関数の極小を求める。
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すなわち， Jacobian の逆行列の近似行列列 H を iterative に求め，これを用いて Newton 近似を1—

近似を行なう。

Jacobianの逆行列の近似のよりよいに求め，これを用 近似HH1は

I a;> <a; I H; I Yi> <y; I H; 
Hi+1=H; + -

<a; Jy; > <y; I H; ly; > 

により求められる。ここで，

Hi : Jacobianの逆行列の第 i近似

I CTi:::,: 前のlinearrsearchによる変位ベクトル

I Yt > : = I gi +l > - I gi > 

..•.•.......•.............. (1) 

（現在の位置での gradientと， linearsearch I aじ＞を行なわなかった以前

の点での gradientの差）

新しい searchは

I a,+1>=-a,+1H;+1 I g叶 1> ........................... (2) 

で与えられる。 ai+lは，ーH;+1I gt+1>方向に linearsearchを行なって極小を求めた結果で

決まる係数である。

なこの processによりえられる searchI er;>は， もし関数jが位置X=(x,,…, Xn)の

quadratic functionならば互いに conjugateになる。

行列Hは最初は，対角線上がすべて一定数 DIAG(>0)で，その他の要索がゼロになる行列

にsetされる。 (1)式により，行列 H;+1はpositivedefiniteである。しかし，演算は有限の桁

数で行なわれるためにくCT;I Yi>とくYiIH; ly;>が必ずしも正にはならないことがある。こ

の場合には H;は，上記の行列（対角線上が DIAG,その他はゼロ）にresetしてから， linear

searchをつづける。
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