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資料

新しいオペレーティング。システムの仮想記憶機能

大阪大学大型計算機センター

研究開発部 藤井 護

（本稿は、速報 (No.75 増強システム特集）に掲載した「新しいオペレーティング。システム

の概要」に、 2。3節と 3章の全部を追加したほか、適宜加筆修正したものです。とくに 3章だけ

でも目を通して頂きたいと思います。）

o. はじめに

速報 (No.75)でお知らせしたように、追加導入したシステム CACOSシステム 90 0モデル

2, 8MB)によるサービスを 9月 1日から開始しています。このシステム（システム I[と呼びま

す）では、仮想記憶 (Virtual Storage, y__§_と略す。 ）の機能を持ったオペレーティン

グ・システムcosと略す）であるACOS-6のR7,1版を採用しています。これまではCジ

ョプでも、プログラムの大きさが 180KWまでという制限がありましたが、 R7 • 1版のOSで

は、 vs機能によりこの制限が大幅に緩和され、 16,000KWまでのプログラムがかけられるよう

になりました。ただし、この機能は当面は、バッチ（会話型リモート・バッチ，リモート• バッチ

を含む）ジョプでしか使えません。

なお、このR7 • 1版には、デマンド・プリント機能など当センターの運用上なくては困る機能

が備わっていないため、主力機である在来のシステム（システム 1と呼びます）では、これらの機

能が備わり、システムIIとのディスクの共有が実現する 11月末までは、従来のR5 • 2版をその

まま用います。 1 2月からは両システムともに、 R7.1版を使う予定です。

以下にR7.l版のOSのvs機能を簡単に紹介します。使い方については、センター・ニュー

ス本号の「速報」及び「お知らせ」の集録の3.システム1Iのジョプ制御言語を御覧下さい。

1. AC  OSのOSの名称

ACOS900のOSは、 ACOS-6という名前ですが、継続的に機能の拡張・整備が行われ

ており、ほぼ年に 1回（原則的には各年度末）、新版のOSがメーカーから提供されます。＊＊

版名はその時に 1つ増えます (R4 • 1からR5,lになるように）。このほか、 OSの機能拡張

* TSSジョプでも使えるようになるのは、 2年後のR9.l版からの予定です。

＊＊ この提供後、センターの運用に合わせたソフトウエアの開発やテストを行なうため、

使えるようになるのに何か月か力心ります。

大阪大学大型計算機センターニュース -65- No. 39 1980-11 



の本流とは別系統に機能の拡張整備が行われる場合がありますが、この場合は版名は0.1増えます

(R 4 . 1からR4,2になるように）。各版が利用可能になった年度を表1に示します。ちなみ

に、当センターで初めてACOS-6を使ったのは、 ACOSシステム 70 0を導入したとき（昭

和51年 10月）で、 R3,l版だったと思います。

表 1 RシステムとVシステム

~ 51 52 53 54 55 Cs 6) 

R 3 .1 

Rシステム R4.1 R4 .2 

R5,l R5.2 R 5. 3 

R6, 1 

Vシステム R 7 .1 

(R 8 .1) 

ACOS-6のどのマニュアルにも，はしがきの最後の備考欄に「本書は，リリース 5・3/. . . . 
7。1に対応しています」などと書かれていますが，この「 5• 3」や「7• 1」は，上記のOS

の版名です。また， TSSを使う時，最初に「ACOS-6 TS1(R5.2) ON 10/ 

1 6/ 8 0…...」といったメッセージが出力されますが，この「R5 • 2」もそうです。＊

vsの機能は， R6.l版でひとまず実現されましたが,** R6,l版， R7 • 1版などvs

能のあるOSをVシステム，そうでないものをRシステムといいます。また， vシステムには，

vs機能を使ってプログラムを動作させるvモードと，従来と同様の機能をもつRモードがあり，

ジョプ制御言語 CJob Control Language, JCLと略す）で指定するようになってい

ます（後述）。

2. VSの方式
(1-4) 

vsについては，数多くの教科書や文献 がありますが，以下にもvsの原理や各種の方

＊ バッチ処理の場合のリストには出ていないようです。 (FORTRANのジョプで，ソ

ースリストの各頁の先頭に出る「ACOS-6 R007・・・・・・」のR007はFORTRAN

コンパイラの版名です。 ） 

＊＊ この版には，マルチTSE,予算管理，ジョプ処理状況表示ー問合わせ等の諸機能のほか．

前述のデマンド。プリント機能がなく，当センターでは運用上採用できませんでした。
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式を簡単に紹介します。

2.1 VSの原理

使用する計算機に実装されている，あるいはアーキテクチュア上制限されている主記憶の容量に

かかわりなく，十分大きなプログラムでも実行できるようにするためには，プログラマが使える

”“  番地 と，実装されている主記憶の番地とを分離して考える必要があります。プログラマが使え

る番地とその集合を，それぞれ仮想アドレス，仮想空間といいます。また，主記憶の番地とその集

合を，それぞれ実アドレス．実空間といいます。 vsの機構を一口でいうと，この仮想空間から実

空間への変換をシステムが動的に行うことです。 vsの機能がないシステムでプログラムの大きさ

” が実空間の大きさを越える場合には，この変換を オーバレイ COver 1 ay) "技法を用いてプ

ログラマが行っていました。即ち，プログラマがそのプログラムを予めいくつかの部分に（各部分

の大きさが実空間のそれよりも小さくなるように）分割してディスクなどの外部記憶に蓄えておき，

各部分は必要になった時点で主記憶に転送され，不要になった部分が占めていた領域に”ォーバレ

ィ“するように制御していました。

VS方式では，このプログラムの分割（分割された各部分をプロックと呼ぶことにします）や，

外部記憶と主記憶間のプロックの転送をシステムが自動的に行います。

このブロックヘの分割のし方には大別して二通りの方法があります。メイン。プログラム，サプ

Jレーチン，配列など，論理的なまとまりごとにプロック化する方式をセグメンテーション方式と呼

び，このプロックをセグメントと呼びます。この場合，プロック（セグメント）の大きさは，一定

ではありません。もう一つは，プログラムを一

プロック 0

プロック 1

プロック i

口］
図1 仮想空間上のプログラム

と仮想アドレス
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定の大きさのプロックに機械的に分割する方式

で，ページング方式と呼びます。また，この場

合のプロックをページと呼びます。いずれの場

合でも，仮想空間上のプログラムの番地（仮想

アドレス）は，プロック番号とプロック内アド

レスの対で表現されます。例えば図 1で，仮想

アドレス lは， (i'd)で表現されます。

仮想アドレスから実アドレスヘの変換は，動

的アドレス変換機構 CDynamic Address 

Translation mechanism, DAT 

と略す）というハードウエアによって行われま

す。 DATは，プロック・テープル（セグメン

テーション方式のときはセグメント。テープ）レ，
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ページング方式のときはページ・テーブルといいます）を内蔵しています。このテープルは，仮想

空間上の各プロックについて，実空間（主記憶）にあるときはそのプロックの先頭の実アドレスが，

ないときは特別な記号¢が記入されています（図2)。 CPUから仮想アドレス (i,d)が発

せられると， DATはプロックテープル中のプロックに対応する実アドレスを探します。

① これが ii(~(/J) のとき，プロック i は主記憶のi'番地から格納されていることを意味して

おり， DATは実アドレス (i'+d)を生成して主記憶にアクセスします。

② これがかのとき，プロック不在フォルトと呼ぶ割込みが発生し，記憶管理プログラムが作動

して，プロック iを外部記憶から主記憶の空き領域（これがなければ， ”不要不急“のプロッ

クを外部記憶に追い出して空いた領域）に転送し，この動作に合わせてプロックテープルの内

容を修正します。その後，①の動作を行ないます。

このようにして不要不急のプロックは外部記憶に格納され，必要なプロックは主記憶に格納され

ることになります。とこるで，Rで，どのプロックが“不要不急”であると判定するのか，などと

いった問題がありますが，これについては， 2• 3節で述べることにします。

DAT  
「―------

プロックテープル

I 

仮想アドレ叫 プロック番号

(i, d) I 

•9 
ー
.’“ 

j I <I> 

↑ 

附加欄

プロック内アドレス

I 
I _______  _ 

図2 動的アドレス変換機構 (DAT)

2.2 各方式の比較

vsの方式には，前節で触れたセグメンテーション方式．ページング方式のほかに，セグメンテ

ーション＆ページング方式があります。
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(1) セグメンテーション方式

セグメントの大きさは一般にまちまちです。実空間に最初は隙間なく格納されていても（図

3 (a) ) , やがてはセグメントが格納されている（使用中の）領域と空き領域が縞模様

C checkerboard)のようになります（図3(b))。このため， 空き領域の総和としては

十分大きくても，バラバラのために次のセグメントを格納できないことがあるという欠点があ

ります。

〔1.oJ I 〔2,0) (1, l J 〔L 2) I (2, 1) 

(a) 初期状態

〔1,0〕| 〔1,3) 〔1.1 J I 〔2,2] 

””  (b) checkerboarding 

図 3 セグメンテーション方式

(a, b Jはプログラム

aのセグメント bを表

わす。斜線部分は空き

領域。

一方，セグメント・テープルに欄を追加して，その欄に特別の印がついていないときはその

セグメントを他のユーザが読み書きできないように制御する機構や，別の欄を設けてそのセグ

メントの大きさを記入しておき，仮想アドレス (i'd)が与えられたとき dがその大きさを

越えていないかをチニックする機構＊など，いわゆる情報管理の機能を持たせることができま

す。図 2のプロック・テープルで，これらの欄を”附加欄”と名付けておきました。

(2) ページング方式

実空間も，仮想空間のページと同じ大きさに区切る（これをページ枠といいます）と，仮想

空間のどのページも任意のページ枠に格納できます。また実空間上で無駄になる空き領域はプ

ログラムの最終ページ（一般には途中までしかない）が格納されたページ枠の後の方だけです

（図 4)。

このように実空間の管理もしやすく，効率も良い方式ですが，セグメンテーション方式、のよ

＊ この機構により，セグメントが唯一の配列から成る場合，配列外のデータ（またはプログ

ラムのコード）にアクセスしようとするプログラム・ミスを容易にチニックできます。
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うな情報管理機能を持たせ雉いのが欠点です。

(1, 0 J 〔2,0) 〔a,b Jはプログラムaのペー

ジbを表わす。

〔1,1) 〔2,1) (L 3 J 

〔L 2) 〔2,2) 〔2,2 J 

(1, 3) 〔2,3) 
〔1,5) 

〔1,4 J 
(2, 4) 

| 〔2,1 J ／ 

〔1,5] 

プログラム 1 プラグラム 2 実空間

図 4 ページング方式

(3) セグメンテーション＆ページング方式

これは両者の長所を活かした方式で，情報管理はセグメンテーション方式を，実空間管理は

ページング方式を採用したものです。 ACOS-6のvsはこの方式です (4章参照）。

2.3 主記憶管理の3方針

vsシステムでは，前節に述べた方式のほか，主記憶（実空間）の管理に関する次の三つの方針

の決め方でそのシステムが特徴づけられます。

(1) 位置選択の方針 (PlacementPolicy) 

セグメンテーション方式では，セグメントを主記憶に格納するとき，そのセグメントの大きさ

よりも大きい連続した空き領域が必要です。そのような領域が複数個あるとき，どのような方針

で空き領域を選ぶかが問題になります。侯補になる空き領域のうちから最小のものを選ぶbest

f i t アルゴリズムや• 最下位の番地から探していき最初に見つかった侯補者を選ぶ first

上旦アルゴリズムなどがあります。また，主記憶上のセグメントを一方へ詰めて隙間をなくし，

複数の小さい空き領域を大きなものにまとめる memory compaction を行うかどうか，

行うとすればどのタイミングで行うか，などの問題もこれに含まれます。

大阪大学大型計算機センターニュース -70- No. 39 1980-11 



(2) 格納時選択の方針 (FetchPolicy) 

プロック（セグメントまたはページ）をいつ主記憶に格納するかが問題です。前節で述べたよ

うに，プロックが必要になった時点（プロック不在フォルトが発生した時点）でのみそのプロッ

クの格納勁作を開始する demand ruleと，そのプログラムの履歴などから必要になりそう

なプロックを予測して事前に格納する機能も持たせたanticipatoryruleがあります。

(3) 置換えの方針(Replacement Policy) 

主記憶上に空き領域を作る必要が生じたとき，主記憶上のプロックを追い出す必要があります

砂どのプロックを追い出すかが問題となります。セグメンテーション方式の場合は優先度がよ

り低いプログラムがあればそれを追い出し，なければ空き領域ができるのを待つといった方針が

とられます。ページング方式では，代表的なものとして次のものが挙げられます。

a)FIFO(first-in first-out): 最も長く主記憶に入っているページを追

い出す。

b) LRU (least recently used): 最近の一定時間の間に使われた回数が最小

のページを追い出す。

c)RANDOM: 全くランダムに選んだページを追い出す。

また，今回主記憶に格納された時点から現在までそのページの内容が変更されていないものは，

そのコピーが外部記憶上にそのままあるはずですから，本当に”追い出す”必要はなく．そのペ

ージ枠に新しいページを上書きするだけで済みます。これにより，外部記憶装置へのアクセス回

数を減らすことができます。上記の方針とこれを組合わせることもよく行われています。

以上の 3方針はいずれもシステム全体の効率や個々の利用者の結果待ち時間や応答時間に直接影

響を与えるだけに，さまざまの工夫がなされています。

3. VSの効率的な使い方

3. 1 のたうちまわるシステム. . . . . . . 
前章で述べたように， VSシステムでは，プログラムの実体は外部記憶にあり，そのうちの必要

になったプロックが主記憶に転送され. //不要”になった部分が（もし内容に変更があれば）外部

記憶に戻されます。したがって，主記憶に格納されたブロックを集中的に参照するような構造のプ

ログラムは効率が良く，逆に仮想空間上のあちこちを散発的に繰り返して参照するような構造のプ

ログラムは，外部記憶への入出力ばかりで，極めて効率が悪くなります。 （主記憶と， ドラムやデ

ィスクとでは，アクセス時間が 10000倍-100000倍程も違います。 ）後者のようなプログラ
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ムが原因となってCPU(頭）はほとんど働かずにディスクなどの入出力装置（手足）ばかりが動

作するシステムの現象をスラッシングCthrashing-11のたうちまわる＂の意）と呼びます。この現象

は図 5のような，極く＂普通＂のプログラムでも起り得ます。その理由と対策は次節に述べます。

DIMENSIるN A(4. 3) 
"'一

DO 1 0 I= L 4 

'"" 

DO 2 O J = 1, 3 

A(I,J)=0-0 

20 CONTINUE 

10 CONTINUE 

プログラムは，命令コードから成る手続き

部分と，配列などのデータ部分に分けられま

す。手続き部分について，ある短い時間の間

に参照される“番地”の集合を調べてみると

手続き部分のごく一部分であり，相当な時間

にわたってそのメンバーは安定していて入れ

換りが少ない，という一般的傾向があります。

（これはプログラムの制御の流れが，直線型

図 5 悪いプログラムの例 かDOJレープ型かのいずれかで，時間的には

比較的小さい）レープ内に留っていることが多

いからであると考えられます。）このような性質を，プログラムの参照の局所性(locality

of reference) といいます。したがって，データ部分，特に配列の構造が問睡となります。

3.2 配列の使い方

FORTRAN言語に関する限り， ACOSはもちるん， IBMを始めとした内外の主なシステ

ムはほとんどそうですが，二次元以上の配列は，第 1要素から順に変化する coI umn六1<1is eな

配列として仮想空間に割付けられます。例えば，図 5のプログラムの配列Aは図6のような構造

に展開されます。このプログラムが1ページ
A (1. 1) 

A(2,l) 
の大きさが4語のページング方式のVSシス

ページ 0
テムで勁作したとすると,A(Ll),AA (3, 1) 

A (4, 1) J (1, 2), A(l, 3), A(2, l)・・・ 

A C L 2) I¥ ••••••の順に o. 0を代入するのに．毎回異な

A (2, 2) 
I ページ 1 るページにアクセスすることになります。

A (3, 2) 
ページ枠が 1つしか与えられていないとする

A C 4, 2) 
と，毎回，ページの追い出し (page—out)

A(l.3) 

A (2, 3) 
と次のページの読み込み Cpage-in)の2

ページ 2
A (3, 3) 回の入出力動作が行われることになります。

A (4, 3) 一方，図 7のようにプログラムを書き変え

図6 配列 Aの割付け

大阪大学大型計算機センターニュース -72- No. 39 1980-11 



DIMENSION A(4, 3) 
"" 

DO 1 O J = 1. 3 

DO 2 0 I= 1. 4 

A(I, J)=O.O 

20 CONTINUE 

10 CONTINUE 

図7 良いプログラムの例

ると，ページインしたページの各語への操作が全部済んでか

ら次のページに移ることになり，入出力動作の回数は激減し

ます。

このように，二次元の配列に対する操作は，まず列方向に

行うことが肝要です。三次元以上の配列に対しても同様で，

例えば三次元配列BCn1 , n2 , ns )は図8のように割

付けられます。

くどいようですが，図5のプログラムと図7のプログラム

B(l.1.1) 

B(2,l.l) 

B C n1. 1. 1) 

B(l.2,1) 

B (2,2,1) 

B (n1 , 2 , 1) 

B (n1, n2,l) 

B (1, 1, 2) 

B C n 1, n2, ns) 

図8 3次元配列

のように，行方向に走査するプログラムと列方向走査のプログラムとでは，前者が後者の何万倍も

遅い主記憶を使うことに相当します。 vs機能を使う人はもちるん，そうでない人も将来のことを

考えて， FORTRAN言語を使う限りは，列方向走査優先のプログラミングをするのが得策です。

なお， COBOLについてはFORTRANの逆で，最後の要素から順に変化する row-wise

な配列となります。従って，この場合は行方向に走査する方が良いことになります。

4. ACOSのV、ンステム

最初に述べたように， vシステムにはvs機能をフルに働かせてプログラムを実行するVモード

の処理法と，従来の処理法と見掛け上は全く同じRモードの処理法があり， JCLで選べるように

なっています。

4.1 Vモード

ACOS-6では．プログラムで指定するアドレスは，セグメント番号sとセグメント内アドレ

スdの対 (s.d)です。各セグメントごとに，セグメント記述子 (2章で述べたセグメンテ←シ

ョン方式におけるセグメント・テープルの行に代るもの）があり，これにはそのセグメントの大き

さ， 「読み」「書き」 「実行」それぞれが可かどうかを示す属性や，仮想空間上のこのセグメント

の開始番地：などが記入されています。 （図 9)
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図 9 仮想空間とセグメント記述子

vs機構は， (s,d)が与えられたとき，セグメント記述子の属性をチェックし，またd::;;:L

かどうかをチェックした後， l=;+dから目的のデータの仮想アドレス lを知ります。この

後はページング方式と同じで lをページの大きさで割った整数部分をページ番号，余りをページ

内アドレスとして 2章に述べたページング方式のメカニズムで実アドレスにアクセスします。

このように，前半はセグメンテーション方式による情報管理機能，後半はページング方式によ

る主記憶の管理機能を用いています。したがって，“主記憶管理の 3方針”のうち，位置選択の

方針は関係がありません。格納時選択の方針は，いわゆる demand-pagingで完全なde-

rnand ruleに従っています。（プログラムの実行開始時にのみ，プログラムの”前半”の複

数ページを，割当てられた主記憶いっぱいに一度に格納するようなバリエーションもありますが．

ACOSでは採用していません）。また， の方針としては，基本的にはLRUで，内容

に変化がなかったページのみを対象にするなどのバリエーションを採用しています。

なお， 1セグメントの大きさは 25 6Kv¥'.: ど璧ぃであり， 1ページの大きさは 1KW  (10 24語）

となっています。また，一つのプログラムには一つの仮想空間が割当てられますが，この大きさ

は最大で約16,0 o o KWです。

つぎに,ACOS-6では，仮想空間上のプログラムの実体は，ディスク・ファイルに格納さ

れるのですが， 2種類のファイルを用います。プログラムをリンカによって結合編集した結果は．

まずランユニット (RU)ファイルに蓄えられます。ここから必要に応じてページが主記憶に転
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送されますが，主記憶上でページの内容が変更されかつ外部記憶へ追い出されるときは,RUファ

イルではなく．バッキングストア (BS)ファイルヘ転送され，以後このページを参照するときは．

BSファイルのものが用いられます。

とこるで．プログラマは．自分が使いたい仮想空間の大きさをJCLのVSPACEというパラ

メータで指定することができますが．この値は上記のファイルの領域を確保するために用いられま

す。従って．必要以上に大きな値を指定しますと，ファイルの空き領域がなかなか確保できずに待

ち時間が長くなるだけでなく，一旦確保した領域はそのプログラムが終了するまで他のプログラム

で使用できません。自分の為にも，他人の為にも．むやみに大きな値を指定しないで欲しいもので

す。 （近い将来，実際に要る分だけが確保されるように改良される予定です。 ） 

なお,ACOS-6では，各プログラムに割当てることのできる主記憶の大きさを制限できるよ

うになっていますから．システム全体がスラッシングに陥る機会は極めて少ないはずです。しかし

個々のプログラムについては，前章に述べたようにはなはだ効率の良くない動作をすることはいく

らでもあり得ますので，くれぐれも御注意下さい。

4.2 Rモード

前にも述べたように．主記憶を同じ大きさのページ枠に区切ると主記憶の利用効率がよくなりま

す。プログラム全体を同時に主記憶に入れるけれども，主記憶上で占める位置は連続領域ではなく，

ページ単位に空いているとこるへ格納されるという方式は， vs機構の一部を用いるだけで実現で

きます。即ち，プログラム全体を入れるだけのページ枠（連続している必要はない）を確保し，ペ

ージ単位にプログラム全部を格納します。そして，ページテープルに設けた欄に印をつけ，プログ

ラムが終了するまで pageoutされないようにしておけばよいのです。 これにより,DATが

動作したとき，ページ不在フォルトは起りませんから，従来のRシステムと同じ性能 (DATの動

作時間はほとんど無視できます）が得られます。この動作モードをRモードといいます。

したがって，センター・ニュース本号の速報集録にあるジョプ区分で示すように240KW(従

来は 18OKWでした）以下のプログラムは，このRモードで動作させるとよいでしょう。
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